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ABSTRACT
Objectives Women’s access to healthcare services is 
challenged by various factors. This study aimed to assess 
women’s health service access and identify associated factors.
Methods A cross- sectional study design with a two- stage 
stratified sampling technique, and 12 945 women from the 
2016 Ethiopia Demographic and Health Survey dataset were 
used. The spatial hotspot analysis and purely Bernoulli- based 
model scan statistics were used to highlight hot and cold 
spot areas, and to detect significant local clusters of women’s 
health service access. A multilevel logistic regression analysis 
was used to assess factors that affect women’s access to 
health services. A variable with a p<o.o5 was considered as a 
significant factor.
Results Overall, 29.8%% of women had health services 
access. 70.2% of women had problems with health services 
access such as: not wanting to go alone (42%), distance to 
health facilities (51%), getting the money needed for treatment 
(55%) and getting permission to go for medical care (32.3%). 
The spatial distribution of health service access in Ethiopia 
was clustered, and low health service access was observed 
in most areas of the country. Women who lived in primary, 
secondary and tertiary clusters were 96%, 39% and 72% 
more likely to access health services. Educational status, 
rich wealth status, media exposure and rural residence were 
statistically significant factors.
Conclusions In Ethiopia, women have problems with 
health services access. The spatial distribution of health 
services access was non- random, and hotspot areas of 
women’s health service access were visualised in parts of 
Benishangul Gumez, Amhara, Afar, DireDawa, Harari, and 
Somali regions. Creating job opportunities, public health 
promotion regarding maternal health service utilisation 
and constructing nearby health facilities are required for 
better healthcare service access for women.

INTRODUCTION
Globally, around 800 women died daily from 
preventable causes, pregnancy and child-
birth.1 Worldwide, nearly 300 000 women were 
predicted to be died in 2010.2 Maternal and 
child mortality remains a major public health 
challenge in the developing world, and the 
discrepancy is high according to developed 
countries. The maternal mortality ratio in 
low- income and middle- income countries is 

15 times higher than in developed countries.3 
Sub- Saharan Africa had the highest maternal 
mortality ratio which is 64 deaths per 10 000 
live births, and 900 maternal deaths occurred 
in Ethiopia.3 According to the 2011 Ethiopian 
Demographic and Health Survey (EDHS), 
maternal mortality rates were 6.76 per 1000 
live births.4

Maternal and child mortality occur due 
to countries’ poor utilisation of healthcare 
services.4 An average of 52% of women 
received at least four antenatal care (ANC) 
services in developing regions. It was 36% in 
Asia, 49% in sub- Saharan Africa5 and 32% 
in Ethiopia.6 In addition, 77.69%, 73.95% 
and 67.61% of women delayed their first 
ANC visit in 2005, 2011 and 2016 EDHS, 
respectively.7 Pregnancy- induced high blood 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Access to maternal healthcare services remains a 
significant problem in the world. Women’s health 
service access is poor in low- income and middle- 
income countries and maternal and child deaths are 
high.

WHAT THIS STUDY ADDS
 ⇒ This study used nationally representative data. 
Application of geographical information system was 
applied, and women’s health service access was 
spatially presented and visualised through maps. 
Factors that affect women’s health service access 
were identified.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ The findings are crucial for stakeholders to give 
priority attention to the cold spot areas of women’s 
health service access, and create awareness for 
women regarding health service access. This study 
illustrates the practical application of geographical 
information systems to concerned women’s health 
service access, and the findings are used as a basis 
for future studies.
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pressure, stillbirth and unsafe abortions are extremely 
high. Though institutional delivery is used to reduce 
pregnancy and birth risks, home birth in low- income 
countries is high and institutional delivery is 26%–32.5% 
in Ethiopia.8

Women’s postnatal care (PNC) service utilisation is 
insufficient, which is 6.9% with marked spatial heteroge-
neity in Ethiopia.9 Maternal and child health problems 
occur due to the inaccessibility of health institutions, 
poor women’s health- seeking behaviours, maternal and 
child health services inaccessibility, low media exposure, 
poor attitude and knowledge, and low- quality service 
provision.8 10 11 The geographical accessibility of health-
care services, rural women lack reliable transportation, 
and women are late in starting ANC service.12

In resource- limited settings, women’s access to health 
services is mainly affected by four principal factors such 
as not want to go alone, distance to health facilities, 
getting the money needed for treatment, and getting 
permission for medical care. Previous studies have proven 
that distance to a health facility (long distance) and the 
geographical position of health facilities,13 poverty, low 
monthly income and not having an occupation that 
makes women not have enough money for medical care,12 
inadequate awareness and low- risk perception of women, 
laziness and disease severity that make women not want to 
go alone for medical care,14 and husbands’ and relatives’ 
complete decision- making culture for women’s health 
service access15 16 are challenges for maternal and child 
health service access among women.

Maternal and child healthcare services are the most 
effective and potential health interventions to overcome 
maternal and child mortality. Of these maternal and 
child healthcare services, the provision of ANC and PNC 
services,17 institutional delivery services,18 skilled birth 
assistance, and nutritional and breastfeeding counselling 
services are the main strategies of the Millennium Devel-
opment Goal to reduce mortality and morbidity. More-
over, health facilities provide preventative, curative health 
services to prevent maternal and child deaths.9

Maternal health services would be accessible and fairly 
distributed,19 the quality of health service provision 
should be ensured20 and sufficient health professionals 
would available in health facilities. Plus, policy- makers 
understand women’s health services access problem and 
geographical variations of health service access to formu-
late strategies and interventions to solve women’s health 
services problems and to provide equity and quality of 
services provision.17 21 Therefore, this study would be an 
input for policy- makers to alleviate women’s health service 
access problems. Studies regarding women’s health service 
access are not adequate, and the findings of previous 
studies were insufficient and limited in spatial variation 
analysis of women’s health service access in Ethiopia. 
Moreover, the findings of this study would be important 
for women’s decision- making regarding maternal health 
service access, and the finding could support policy- 
makers, and programmers to design interventions for 

achieving women’s health service access. Therefore, this 
study aimed to assess women’s health services access, 
locate women’s health service access spatially and identify 
factors associated with women’s health service access.

METHODS
Study design
A cross- sectional study design was used.

Study setting
The study was conducted across nine regions of Ethiopia. 
Ethiopia has nine regional states with two city administra-
tions. The country is located in the Horn of Africa and is 
bordered by Eritrea to the north, Djibouti, and Somalia to 
the east, Sudan and South Sudan to the west, and Kenya 
to the South.

Data sources
The 2016 EDHS dataset was used. The 2016 EDHS was 
the fourth Demographic and Health Survey (DHS) 
conducted in Ethiopia. The survey was conducted by 
Ethiopian Public Health Institute at the request of the 
Federal Ministry of Health. According to the Ethiopian 
EDHS report, the survey was conducted from 18 January 
2016 to 27 June 2016. The actual data for this study were 
accessed from the measure DHS website (www.dhspro-
gram.com), and Ethiopian shape files were downloaded 
from the open Africa website (https://africaopendata. 
org/dataset).

Sampling producers
The 2016 EDHS was conducted in 2007 by the Central 
Statistical Agency. The census frame is the complete list 
of 84 915 enumeration areas that cover an average of 
181 households. A two- stage stratified cluster sampling 
was used, each region was stratified into urban and rural 
areas. At the first stage of selection, a total of 645 enumer-
ation areas were selected independently with probability 
proportion to each enumeration areas. In second stage 
of selection, a fixed number of 28 households per cluster 
were selected with an equal probability of systematic selec-
tion from the newly created household listing. For more 
detail about the methods, visit the 2016 EDHS report.22

Study populations
All women who were either permanent residents of the 
selected households or visitors who stayed in the house-
hold the night before the survey were the source popula-
tion. Whereas, all women aged 15–49 years were the study 
population. Zero coordinates areas, clusters that had no 
defined proportions of health service access and irregu-
larly shaped clusters were excluded.

Variables of the study
Dependent variable
Women’s health service access.

www.dhsprogram.com
www.dhsprogram.com
https://africaopendata.org/dataset
https://africaopendata.org/dataset
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Women
In this study, women are all eligible women aged 15–49 
years who are a permanent resident or visitors of the 
selected households available before the survey interview 
begin.

Women’s health services access was challenged by 
different factors. In this study, different factors that chal-
lenge women’s health services access were adapted from 
the EDHS report and other similar studies.13 Accordingly, 
women’s health service access was assessed regardless of 
the following four factors such as (1) not wanting to go 
alone, (2) distance to health facilities, (3) getting the 
money needed for treatment and (4) getting permission 
to go for medical care. Hence, the women had health 
service access if they had not been faced with any of the 
mentioned factors. Otherwise, the women had problems 
with health service access if they faced by at least one of 
the mentioned factors.

Independent variables
Age, educational status, wealth status, religion, media 
exposure and current working were used as individual- 
label independent variables. Region and place of resi-
dency were used as community- label variables.

Media exposure
Women’s health service access is related to their media 
exposure. Therefore, if the women had either radio, tele-
vision or both the women had media exposure, and if the 
women had not had either radio or television, the women 
had no media exposure.23

Data management and processing
Data cleaning, labelling and processing were done by 
using STATA V.15 software and Microsoft Office Excel. To 
yield accurate parameters estimation, and to handle the 
representativeness of the survey, sample weight was done.

Statically data analysis
STATA V.15 software was used for data processing and 
analysis. A descriptive analysis was done to describe the 
characteristics of the study subjects.

Spatial data analysis
ArcMap V.10.7 software was used for spatial autocorrela-
tion and hot spot analysis. Global spatial autocorrelation 
(Global Moran’s I) statistic measure was used to assess 
whether women’s health service access was dispersed, clus-
tered or randomly distributed. Moran’s I value close to 
−1, +1 and 0 indicates a dispersed, clustered and random 
distribution of health service access, respectively.24 Hot 
spot analysis (Getis- Ord Gi*) was done to know whether 
the women’s health service access is a hot or cold spot. 
The hot and cold spot values for spatial clusters were 
determined by z- scores and p values.

Spatial interpolation
We used the ordinary Kriging interpolation technique 
to predict health service access in the unsampled EAs. 

Health service access in the unsampled EAs was predicted 
by interpolating the currently sampled areas.

Spatial scan statistics
SaTScan V.9.5 software was used for the local cluster 
detection. Purely spatial Bernoulli- based models were 
employed to determine statistically significant clusters 
with high rates of women’s health service access.25 The 
women who were not faced health service access prob-
lems were taken as cases and those who had health service 
access problems were taken as controls to fit the purely 
spatial Bernoulli model. The default maximum spatial 
cluster size of less than 50% of the population was used as 
an upper limit, and to allow small and large clusters to be 
detected, and to ignore the clusters that exist the outside 
the maximum limits of the circular shape of the window. 
A log- likelihood ratio (LLR) test statistic was used to 
determine whether the number of observed cases within 
a cluster was significantly higher than expected or not. 
The circle with a maximum LLR was defined as the most 
likely (a primary) cluster. Then, all the remaining signifi-
cant clusters were ranked based on their LLR.26 All most 
likely significant clusters were identified using p values, 
and ranked by their LLR test based on the 9999 Monte 
Carlo replications.26

Multilevel mixed effect logistic regression analysis
Since the EDHS data had a hierarchical nature. Hence, 
women from the same cluster are more similar as 
compared with women who were from different clusters. 
Such kind of hierarchy of data might have a dependency 
nature. Therefore, this may violate the independence of 
observations and the equal variance of assumption. To 
overcome this violation, multilevel mixed- effect logistic 
regression models were assumed, and four models were 
considered to overcome if there is any data dependency: 
model 1 (a null model), model 2 (contains individual- 
level variables), model 3 (contains community- level vari-
ables) and model 4 (individual and community- level 
variables). For each model, the intraclass correlation 
coefficient (ICC) and variance were calculated to check 
the presence of data dependency and to apply multilevel 
mixed- effect logistic regression. ICC is used to the diag-
nosed correlation between clusters, and there are data 
correlation if ICC’s value is greater than 25%. Conse-
quently, 40% of the ICC’s values confirmed that there 
was a significant correlation among women regarding 
their response to health service access. The LLR was 
used for model comparison, and the model with the 
highest LLR value was chosen as the best- fit model.27 As 
a result, model D was chosen as the best- fit model due to 
its LLR score’s highest value (−2598.4) as compared with 
other models (table 3). In addition, therefore, a multi-
level mixed effect logistic regression analysis was fitted. 
A p<0.05 and a 95% CI were used to identify associated 
factors.



4 Demsash AW, Walle AD. BMJ Health Care Inform 2023;30:e100720. doi:10.1136/bmjhci-2022-100720

Open access 

RESULTS
Sociodemographic characteristics of the study participants
A total of 15 295 women (weighted) were included. More 
than one- third (36.7%) of women were from the Oromia 
region. The majority (77.8%) of women were rural resi-
dents. Nearest to half (48.2%) of women had no formal 
education. Two out of 10 women (21.3%) were under 
15–19 years of age. Forty- six per cent of women were rich. 
Four out of 10 women (42.8%) were orthodox religious 
flowers. The majority (66.6%) of the women were not 
employed (table 1).

Spatial distribution of women’s health service access
The women were assessed whether they had problems 
regarding health service access or not. Accordingly, 
women had a problem with not wanting to go alone 
(42%), distance to health facilities (51%), getting the 
money needed for treatment (55%) and getting permis-
sion to go for medical care (32.3%). Overall, 70.2% of 
women had at least one of the mentioned problems for 
health service access in Ethiopia (figure 1).

The spatial autocorrelation revealed that the spatial 
distribution of health service access in Ethiopia was clus-
tered (Global Moran’s I=0.102168, p=0.034569). These 
hot spots of health service access were observed in eastern 
Benishangul Gumuz, western Amhara, southern Afar, 
DireDawa, Harari and northern Somali regions (figures 2 
and 3).

Spatial SaTScan analysis
A total of 72 significant clusters were identified. Of these, 
9, 62 and 1 cluster were primary, secondary and tertiary 
clusters, respectively. The primary and secondary clusters 
were located at 9.614701N, 41.829121E within a 5.69 km 
radius in Dire Dawa, and at 10.333829 N, 34.842459 E 
within a 386.61 km radius in Gambela, Benishangul- 
Gumuz, western Oromia and southwestern Amhara 
regions, respectively. Women who lived in the primary, 
and secondary clusters were 96% (RR=1.96, p<0.0001), 
and 39% (RR=1.39, p<0.0001) more likely to access 
health service than women who lived outside the window 
(table 2, figure 4).

Interpolation of women’s health service access
The kriging interpolation of women’s health service access 
revealed that there would be good health service access 
among women in Benishangul- Gumuz, western Amhara, 
Dire Dawa, eastern Oromia and northern Somali regions 
of Ethiopia. Whereas, women in the remaining parts of 
Ethiopia would face problems with health service access 
(figure 5).

Factors associated with women’s health service access
In multilevel mixed- effect logistic regression analysis; 
education, wealth status, media exposure and residency 
were significant factors for women’s health service access.

The women who were in secondary, and higher educa-
tion were 1.6 (adjusted odds ratio (AOR): 1.56, 95% CI 
1.34 to 1.81), and 2 (AOR 2.02, 95% CI 1.66 to 2.44) times 

more likely to access health services than women who had 
no formal education. Rich women were 1.4 (AOR 1.38, 
95% CI 1.19 to 1.61) times more likely to access health 
services than poor women. The women who had media 
exposure were 1.2 (AOR 1.15, 95% CI 1.03 to 1.29) times 
more likely to access health services than their counter-
parts. Rural women were 82% (AOR 0.18, 95% CI 0.14 

Table 1 Sociodemographic characteristics of the study 
participants

Variable Category
Frequency 
(n) %

Educational 
status of mother/
caregiver

No formal 
education

7379 48.2

Primary 5367 35.1

Secondary 1721 11.3

Higher 828 5.4

Region Tigray 1099 7.2

Afar 126 0.8

Amhara 3533 23.1

Oromia 5613 36.7

Somali 457 3.0

Benishangul 158 1.0

SNNPR 3245 21.2

Gambela 43 0.3

Harari 38 0.2

Addis Adaba 896 5.9

Dire Dawa 88 0.6

Respondents’ 
age (year)

15–19 3259 21.3

20–24 2655 17.4

25–29 2893 18.9

30–34 2299 15.0

35–39 1911 12.5

40–44 1278 8.4

45–49 1002 6.6

Family’s wealth 
index

Poor 5339 34.9

Middle 2914 19.0

Rich 7043 46.0

Mother/caregiver 
religion

Orthodox 6545 42.8

Catholic 120 0.8

Protestant 3624 23.7

Muslin 4797 31.4

Traditional 123 0.8

Place of 
residency

Urban 3389 22.2

Rural 11 906 77.8

Currently working No 10 187 66.6

Yes 5108 33.4

SNNPR, South Nations Nationalities and People's Region.
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to 0.23) less likely to access health services than urban 
resident women (table 3).

DISCUSSION
For this study, 2016 EDHS data were used that was accessed 
from the DHS website. Through request, permission 
was obtained to access the data. There are no attributes 
that uniquely identify individuals’ women or household 
addresses in the data files. This is because the geograph-
ical coordinate files are randomly displaced within a large 
geographical area, and it is only for EAs as a whole. As 
a result, specific enumeration areas (ERs), individuals’ 
women and households cannot be identified uniquely. 
The shape file of Ethiopia was taken from the open Africa 
website. A two- stage stratified cluster sampling technique 
was used, and all women under the age of 15–49 years were 
the study population. Since the data have hierarchical 
nature, data dependency might have existed. Therefore, 
ICC was used to assess data dependency. Based on the 
result, multilevel mixed- effect logistic regression models 
were considered to alleviate the data dependency, and 
different model selection criteria were assumed to select 

the best- fit model. For spatial analysis, spatial autocorrela-
tion and hot spot analysis were used to assess the distri-
bution of data, and identify the hot or cold spot areas 
of women’s health service access, respectively. The ordi-
nary Kriging interpolation technique and purely spatial 
Bernoulli model were used to predict unsampled areas, 
and to detect local clusters of women’s health service 
access, respectively.

Women’s health service access was assessed to deter-
mine whether they had problems regarding health service 
access or not. Accordingly, respondents had problems 
getting the money needed for treatment (55%), distance 
to health facilities (51%), not wanting to go alone (42%) 
and getting permission to go for medical care (32.3%). 
Overall, 70.2% of women had at least 1 of the mentioned 
problems with health services access, and only 18.9% of 
women had good health service access in Ethiopia. This 
evidence was supported by studies done in Nigeria11 and 
Ethiopia.28 This finding was also supported by women’s 
suboptimal ANC visits in Ethiopia, which ranged from 
10.0% to 32%,29 and low utilisation of PNC service util-
isation.9 This might be because women living far from 
health facilities are less likely to use or access healthcare 
services, their poor perception of the available health-
care services and lack of transportation services. In addi-
tion, mothers might not know about signs of pregnancy 
complications, women’s low health- seeking behaviours, 
inaccessibility of health institutions and women’s low 
ANC and PNC visits.11 Therefore, stakeholders create 
awareness for women to make them volunteer to go alone 
for medical care, and husbands and other relatives might 
prevent women to go to the health facility and access the 
respective health service. So, awareness is also created for 
husbands and relatives not to prevent women to access 
health services. Furthermore, nearby health facility for 
women is critical to ensure equal health service access 
and to meet the target of maternal and child health-
care services utilisation. As well as policy- makers should 
enhance the economic status of women.

Figure 1 Health service access problem in Ethiopia, 2016 
EDHS. EDHS, Ethiopian Demographic and Health Survey.

Figure 2 Spatial autocorrelation report of health service 
access in Ethiopia, 2016 EDHS.  
EDHS=Ethiopian Demographic and Health Survey.

Figure 3 Hot spot analysis for health service access in 
Ethiopia, 2016 EDHS. EDHS, Ethiopian Demographic and 
Health Survey; SNNPR, South Nations Nationalities and 
People's Region.



6 Demsash AW, Walle AD. BMJ Health Care Inform 2023;30:e100720. doi:10.1136/bmjhci-2022-100720

Open access 

The spatial distribution of health service access in 
Ethiopia was not random. High health service access 
was observed in eastern Benishangul Gumuz, southwest 
Amhara, southern Afar, DireDawa, Harari and northern 
Somali regions. The primary and secondary clusters were 
located in Dire Dawa, Gambela, Benishangul- Gumuz, 
western Oromia and southwest Amhara regions, respec-
tively. Women who lived in the primary, secondary and 
tertiary clusters were more likely to access health services. 
The Kriging interpolation of women’s health service 
access revealed that there would be good women’s health 
service access in Benishangul- Gumuz, western Amhara, 
Dire Dawa, eastern Oromia and northern Somali regions. 
This finding was supported by a similar study done about 
women’s home delivery that states a high proportion of 
home delivery is found in Amhara, Afar, Tigray, Oromia, 
and South Nations Nationalities and People's Region,30 

and incomplete maternal continuum care utilisation.13 
Therefore, policy- makers should give priority attention to 
the areas where women had less likely to access health 
services in Ethiopia.

In the multilevel mixed effect logistic regression anal-
ysis, secondary and higher educational status, rich wealth 
status, and exposure to media were positively associated, 
and being a rural resident was negatively associated with 
women’s health service access, respectively.

Women with secondary and higher education were 1.6 
and 2 times more likely to access health services. The 
current evidence was similar to studies done in Ethiopia17 18 
and the Republic of Vanuatu.31 This might be education’s 
power to enhance women’s health- seeking behaviours, 
educated women actively involved in reading materials 
and discussions that would enhance their knowledge.17 
Moreover, educated women might give priority attention 

Table 2 SaTScan analysis report of significant clusters for women’s health service access in the detected window in Ethiopia, 
using 2016 EDHS data

Types of 
cluster Detected cluster Coordinates/radius Populations Case RR LLR P value

Primary 282, 285, 287, 286, 297, 
296, 292, 290, 293

(9.614701N,41.829121E) 5.69 km 318 198 1.96 58.59 <0.001

Secondary 149, 151, 153, 152, 147, 
154, 155, 160, 158, 170, 
161, 159, 169, 167, 148, 
168, 164, 163, 118, 162, 
92, 80, 120, 79, 218, 211, 
208, 94, 230, 229, 217, 
220, 98, 53, 213, 52, 214, 
206, 54, 81, 76, 97, 70, 
59, 225, 85, 226, 221, 
223, 210, 57, 71, 84, 96, 
73, 99, 91, 95, 195, 201, 
200, 112

(10.333829N,34.842459E)/
386.61 km

1732 723 1.39 37.67 <0.001

Tertiary 247 (9.287253N, 42.135531 E)/0 km 26 21 2.43 12.39 <0.001

EDHS, Ethiopian Demographic and Health Survey; LLR, log- likelihood ratio; RR, relative risk.

Figure 4 SaTScan analysis of health service access in 
Ethiopia, 2016 EDHS. EDHS, Ethiopian Demographic and 
Health Survey.

Figure 5 Ordinary kriging interpolation of health 
service access in Ethiopia, 2016 EDHS. EDHS, Ethiopian 
Demographic and Health Survey.
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to their health, strive to know the benefits of healthcare 
services and illiterate women may fail to receive health 
services during pregnancy.32 In line with this finding, 
stakeholders should enhance women’s educational status 
by using different educational delivery mechanisms, for 
instance, a health professional could provide appropriate 
consultation service during women’s health facility visits, 
and educational messages for women could be sent to 
women through short message services. Rich women 

were 1.4 times more likely to access health services. This 
finding was similar to studies done in Ethiopia17 18 and 
the Republic of Vanuatu.31 This might be women’s better 
economic status which increases their healthcare- seeking 
behaviour and autonomy in healthcare decision- making, 
they may afford to cover medical and transportation 
costs. Furthermore, wealthy women may cover their drug 
and transportation costs.18 In addition, poor women 
could have poor utilisation of preventive, promotive 

Table 3 Multilevel mixed- effect logistic regression analysis of women’s health service access using 2016 EDHS data

Variables Category Model 1

Model 2 Model 3 Model 4

AOR (95% CI) AOR (95% CI) AOR (95% CI)

Educational status Primary 1.19 (1.06 to 1.33)* - 1.19 (1.07 to 1.34)

Secondary 1.59 (1.36 to 1.85)* 1.56 (1.34 to 1.81)**

Higher 2.10 (1.74 to 2.55)* 2.02 (1.66 to 2.44)**

No education 1 1

Respondent’s age 20–24 years 1.04 (0.91 to 1.18) – 1.03 (0.91 to 1.17)

25–29 years 1.01 (0.88 to 1.15) – 1.00 (0.88 to 1.14)

30–34 years 1.06 (0.92 to 1.23) – 1.06 (0.92 to 1.23)

35–39 years 0.96 (0.83 to 1.13) 0.96 (0.83 to 1.12)

40–44 years 0.95 (0.80 to 1.13) 0.94 (0.79 to 1.12)

45–49 years 0.86 (0.71 to 1.04) 0.85 (0.70 to 1.03)

15–19 years 1 1

Wealth status Rich 1.35 (1.17 to 1.58)* – 1.38 (1.19 to 1.61)**

Middle 2.37 (2.04 to 2.74)* – 2.26 (1.93 to 2.62)

Poor 1 1

Respondents currently 
working

Yes 0.98 (0.91 to 1.09) 0.96 (0.90 to 1.09)

No 1 1

Media exposure Yes 1.16 (1.04 to 1.30)* – 1.15 (1.03 to 1.29)**

No 1 1

Region Afar – 0.64 (0.42 to 0.97)* 0.97 (0.65 to 1.45)

Amhara – 1.49 (1.03 to 2.17) 1.56 (1.10 to 2.22)

Oromia – 0.30 (0.21 to 0.45) 0.28 (0.19 to 0.40)

Somali – 0.58 (0.40 to 0.85)* 0.92 (0.64 to 1.35)

Benishangul – 0.52 (0.34 to 0.80) 0.56 (0.38 to 0.83)

SNNPR – 0.56 (0.38 to 0.82)* 0.53 (0.37 to 0.76)

Gambela – 0.67 (0.44 to 1.01) 0.78 (0.52 to 1.14)

Harari – 2.77 (1.79 to 4.29) 2.51 (1.66 to 3.79)

Addis Abeba – 0.89 (0.59 to 1.37) 0.66 (0.44 to 0.98)

Dire Dawa – 0.25 (0.16 to 0.39)* 0.25 (0.16 to 0.38)

Tigray 1 1

Residency Rural – – 0.19 (0.15 to 0.24)* 0.18 (0.14 to 0.23)**

Urban 1 1

Model comparison ICC 0.40 0.28 0.23 0.19

Variation 0.17 0.105 0.081 0.072

MOR (95% CI) 2.22 (1.92 to 2.57) 1.29 (1.10 to 1.52) 0.97 (0.82 to 1.15) 0.81 (0.68 to 0.97)

AIC 16 866 16 218 16 502 16 027

*Significant at model 2 and model 3; **, significant at model 4.
AIC, Akaike's information criteria; AOR, adjusted odds ratio; CI, confidence interval; EDHS, Ethiopian demographic and health survey; ICC, intraclass 
correlation coefficient; MOR, median odds ratio; SNNPR, South Nations Nationalities and People's Region.
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and curative aspects of health services. So, policy- makers 
should enhance women’s wealth status, and encourage 
women to have their daily income.

The women who had media exposure were 1.2 times 
more likely to access health services. This finding was 
similar to studies done in Ethiopia13 18 and Nepal.33 This 
could be the power of mass media in disseminating infor-
mation concerning maternal health that may enhance 
women’s knowledge and attitude towards health service 
access and utilisation.33 Furthermore, women who were 
exposed to the media were more likely to be informed 
about health services utilisation. Therefore, the avail-
ability of media spots is critical to the delivery of health- 
related information messages that could reach out to 
women in their homes.

Rural resident women were 82% less likely to access 
health services. This finding was similar to studies done 
in Ethiopia.17 18 This might be because health facilities are 
inadequately accessible and available in rural areas. Rural 
resident women might be limited in access to educa-
tion and health information.27 Moreover, in rural areas 
adequate health professionals might not be available and 
so appropriate counselling services might not be deliv-
ered. In resource- limited settings, health facilities and 
necessary infrastructure such as roads and clean water 
are less likely available in the rural side of the country. 
Therefore, stakeholders better if they close such gaps in 
the rural areas to ensure women’s health service access 
and utilisation.

CONCLUSIONS
In Ethiopia, inadequate numbers of women had good 
health service access. Women had faced problems with 
getting money for treatment, distance to health facilities, 
not wanting to go alone to health facilities and getting 
permission to go for medical care. The distribution of 
women’s health service access was spatially clustered in 
Ethiopia. Women’s health services access was positively 
associated with education, wealth and media exposure. 
However, rural resident women were negatively correlated 
with health service access. Therefore, stakeholders should 
pay priority attention to the cold spot areas of women’s 
health service access. Improving women’s educational 
status, and providing women with various media access, is 
critical for health service access. In addition, stakeholders 
should create job opportunities for poor women, and 
deliver public health promotion regarding maternal and 
child health service utilisation. Providing appropriate 
consolation services and constructing nearby health facil-
ities are also possible interventions to enhance women’s 
health service access.

Strengths and limitations
This study analysed nationally representative data and a 
multilevel logistic regression analysis model that could 
alleviate data correlations were employed. Appropriate 
health intervention techniques that would increase 

women’s health services access were highlighted. Since 
the study was based on cross- sectional, social desirability 
and recall bias might exist. So, the finding might have a 
temporal relationship. Moreover, the coordinate file was 
not originally collected at the four- corner direction of 
Ethiopia. So, this study excludes areas that had no coor-
dination file (at four corners of Ethiopia), and irregularly 
shaped clusters that were not detected in the SaTScan 
analysis were excluded.
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ABSTRACT
Introduction Colorectal cancer (CRC) is a global 
public health problem. There is strong indication that 
nutrition could be an important component of primary 
prevention. Dietary patterns are a powerful technique for 
understanding the relationship between diet and cancer 
varying across populations.
Objective We used an unsupervised machine learning 
approach to cluster Moroccan dietary patterns associated 
with CRC.
Methods The study was conducted based on the reported 
nutrition of CRC matched cases and controls including 
1483 pairs. Baseline dietary intake was measured using 
a validated food- frequency questionnaire adapted to the 
Moroccan context. Food items were consolidated into 
30 food groups reduced on 6 dimensions by principal 
component analysis (PCA).
Results K- means method, applied in the PCA- subspace, 
identified two patterns: ‘prudent pattern’ (moderate 
consumption of almost all foods with a slight increase in 
fruits and vegetables) and a ‘dangerous pattern’ (vegetable 
oil, cake, chocolate, cheese, red meat, sugar and butter) 
with small variation between components and clusters. 
The student test showed a significant relationship between 
clusters and all food consumption except poultry. The 
simple logistic regression test showed that people who 
belong to the ‘dangerous pattern’ have a higher risk to 
develop CRC with an OR 1.59, 95% CI (1.37 to 1.38).
Conclusion The proposed algorithm applied to the 
CCR Nutrition database identified two dietary profiles 
associated with CRC: the ‘dangerous pattern’ and the 
‘prudent pattern’. The results of this study could contribute 
to recommendations for CRC preventive diet in the 
Moroccan population.

INTRODUCTION
Colorectal cancer (CRC) is one of the most 
malignant cancers and the third- leading 
cause of cancer death in the word1 accounting 
for approximately 700 000 annual deaths 
worldwide.2

Diet and lifestyle are likely to play an 
important role in the development of CRC, 
but the complexity of this effect is still 
unclear. Previous studies have focused on the 
effects of a single food or nutrient and over-
looked the interaction or synergy of foods.3 

Dietary patterns analyses are a broader 
picture of food and nutrient intake. This is 
an alternative and complementary approach 
to exploring the relationship between diet 
and CRC risk. Thus, in recent years, there has 
been increasing interest in identifying dietary 
patterns as consumed by populations.4 
Knowledge of population specific dietary 
patterns is important to identify groups at risk 
for underconsumption or overconsumption 
of particular nutrients and to create dietary 
pattern- based guidelines, which may be easier 
to translate into diets for the public for CRC 
prevention.

Clustering is an unsupervised machine 
learning approach. It aims to identify a cluster 
structure characterised by the maximum data 
similarity inside a cluster and the maximum 
data dissimilarity between different clus-
ters.5 The oldest and most popular clustering 
method is K- means, which is a vector quanti-
sation algorithm that attempts to partition n 
observations into k non- overlapping clusters 
represented by their centroids. The centroid 
of a cluster is usually the average of the points 
in that cluster. The K- means method was 
ranked second among the 10 best data mining 
algorithms and has become a reference for all 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Diet and lifestyle are believed to play a significant 
role in the onset of colorectal cancer (CRC).

WHAT THIS STUDY ADDS
 ⇒ This study investigates this relationship by analys-
ing dietary patterns in Morocco through the use of 
K- means clustering in a principal component anal-
ysis subspace.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ The results provide a clearer understanding of the 
link between dietary habits and CRC in Morocco, 
enabling the creation of tailored recommendations.
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new proposed methods.6 It has the advantage of being 
very simple, robust and efficient. It can be used for a wide 
variety of data types.7 Principal component analysis (PCA) 
is a widely used dimension reduction method. It trans-
forms high- dimensional data into lower- dimensional data. 
Where coherent patterns can be detected more clearly.8 
PCA is the continuous solution of the cluster membership 
indicators in the K- means clustering method. Indeed, 
PCA selects the dimensions with the largest variances to 
find the best low- rank approximation (in L2 norm) of the 
data through the singular value decomposition.8

Primary objective
The main objective of this study was to identify Moroccan 
dietary patterns associated with CRC using CRC Nutrition 
dataset, which is a Moroccan multicentre case–control 
study. For this, we applied k- means clustering method in 
a reduced subspace defined by the PCA dimension reduc-
tion method.

Related works
Several studies have been conducted on dietary patterns 
and potential CRC risk in different populations. In 
Portugal, three dietary patterns were identified: ‘healthy’, 
‘low milk and dietary fibre intake’ and ‘Western’ using 
PCA and Ward’s method. This study confirmed the 
higher risk of CRC in subjects with a ‘Western’ diet and a 
‘low intake of milk and dietary fibre’.9 In a Korean popu-
lation, a PCA was used to identify three dietary patterns 
(traditional, Western and conservative). Traditional and 
conservative patterns were inversely associated with CRC 
risk.10

Among middle- aged Americans, PCA identified three 
main dietary patterns: a fruit and vegetable pattern, a 
diet food pattern, and a red meat and potato pattern. 
Dietary patterns characterised by low frequency of meat 
and potato consumption and frequent consumption of 
fruits and vegetables and low- fat foods were consistent 
with a decreased risk of CRC.11 Three dietary patterns 
were defined by PCA labelled ‘meat- based’, ‘plant- 
based’ and ‘carbohydrate- based’ patterns in Uruguay. 
The highest risk was positively associated with the meat- 
based model, whereas the plant- based model was strongly 
protective. The carbohydrate model was only positively 
associated with colon cancer risk.12 Among a Japanese 
population, three dietary patterns were derived from 
the PCA: ‘conservative’, ‘western’ and ‘traditional’. The 
conservative model showed a reduced association of CRC. 
The Western model showed a significant positive linear 
trend for colon. There was no apparent association of 
the traditional Japanese dietary pattern on overall or 
site- specific risk of CRC.13 A Canadian population- based 
study identified three main dietary patterns using factor 
analysis, namely a meat- based diet pattern, a plant- based 
diet pattern and a sugar- based diet pattern. The results 
suggest that the meat- based diet and the sugar- based diet 
increase the risk of CRC. In contrast, the plant- based diet 
decreased the risk of CRC.14

For most of these studies, data were obtained by case–
control surveys and dietary intakes were assessed using 
the food- frequency questionnaire (FFQ).

MATERIALS AND METHODS
Study design
This was a Moroccan, national, retrospective, non- 
interventional and multicentre study in patients wityh 
CRC.

Setting
This study was conducted in five major University Hospital 
centres in Morocco, namely Hassan II UHC of Fez, 
Avicenna UHC of Rabat, Mohammed VI UHC of Oujda, 
Averroes UHC of Casablanca and Mohammed VI UHC of 
Marrakech between September 2009 and February 2017. 
Participating centres were distributed across the country 
to ensure geographical representation.

Table 1 Percentage of missing data for each variable

Variables % of missing data

q1, q11, q17, q31, q32 0.03

q6 0.17

q16 0.2

q15 0.4

q24 0.74

q21p1, q22p1 21.58

q23p1, q23p2 21.61

Figure 1 Elbow curve and silhouette histogram.
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Participants
Cases and controls were individually matched on age (±5 
years), sex and centre (ratio 1:1). Cases were defined 
as patients who had recently confirmed CRC diagnosis 
by histopathology and who did not start any treatment 
protocol (chemotherapy, radiotherapy, hormonal 
therapy or surgery) at the time of inclusion. Other eligi-
bility criteria were 18 years of age or older, no history of 
diabetes mellitus, ability to give consent and ability to 
communicate and conduct the interview. Controls were 
selected from the same local population and hospitals as 
the cases, among healthy subjects accompanying other 
patients or visitors. Cases and controls both met the same 
eligibility requirements, with the exception of the crite-
rion that did not have a personal history of CRC or any 
other type of cancer.10 15

Data collection
Data were collected in face- to- face interviews conducted 
by trained interviewers. All participants were invited to 

answer questions on the following topics: sociodemo-
graphic information (age, sex, centre, residency, profes-
sion, marital status, education level, income level and 
type of habitat), clinical data, substances use, physical 
activity levels, anthropometric measurements, genetic 
data and dietary data. Dietary information was obtained 
via a validated semiquantitative FFQ. This questionnaire 
was based on the GA2LEN FFQ and was adapted to the 
Moroccan context.16 To objectively assess the frequency 
of food consumption, a detailed frequency scale has been 
established, including the following options: rarely/
never, once to three times per month, once/week, twice 
to four/week, five to six times/week, once/day, twice to 
three times/day and equal or more than four times/day.17

The 255 FFQ items were initially combined into 30 
different food and beverage groups, as follows: bread, 
breakfast with grains, couscous, pasta, cake, rice, sugar, 
sweets without chocolate, chocolate, vegetable oil, 
margarine and vegetable fat, butter and animals fat, 

Figure 2 K- means clustering for outlier detection. PCA, principal component analysis.

Table 2 Total variance explained by the principal 
components

Principal 
component Eigenvalue % variance % cumulative

1 4901 16 899 16 899

2 2354 8119 25 017

3 1729 5961 30 978

4 1512 5213 36 191

5 1351 4659 40 850

6 1220 4207 45 057
Figure 3 PCA scree plot. PCA, principal component 
analysis.
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nuts, legumes, vegetables, potatoes, fruits, juice, non- 
alcoholic beverages, coffee/tea, meat, dried meat, 
poultry, offal, fish, milk of cow/milk of soya, cheese, 
other dairy products, miscellaneous foods and alcohol. 
The details of the components of each group are 
detailed here.16

Bias
This non- interventional study is subject to various biases 
and structural limitations inherent in observational 
studies. Participants recorded their usual food intake 
over a longer period (1 year), which could lead to errors 
in the results. This information bias was addressed at the 
time of recruitment by trained investigators who collected 
the data with maximum accuracy. To account for poten-
tial confounders in this study, a large amount of data that 
could affect exposure and outcomes (such as physical 
activity, body mass index (BMI), alcohol and tobacco use) 
were collected, and the data were fairly complete for the 
outcomes.

Study size
The sample size for the study was determined by taking 
into account the prevalence of red meat consumption 
as a key exposure of interest. Data from the National 
Survey of Dietary Habits in Morocco revealed that 62.7% 
of Moroccan adults eat red meat at least twice a week. 
The following formula specific for individual- matched 
case–control studies, the sample size was calculated with 
5% type I error, a 90% statistical power and a minimum 
difference in risk of 43% as reported by the WCRF/AICR 
report.
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Where  nc  = sample size for case–control pairs.
 ψ = OR.

 P0 = The probability of obtaining a matched pair in 
which the case is unexposed and the control is exposed.

The number of pairs needed for the study was 1496 
rounded to 1500.

Table 3 Principal component loadings (correlations between features and principal components (r- value))

CP1 CP2 CP3 CP4 CP5 CP6

Vegetable oil (0.85)
Cake (0.65)
Chocolate (0,58)
Miscellaneous_ foods 
(0.54)
Milk (0.53)
Nuts(0.5)
Juice(0.49)
Rice(0.44)
Sugar(0.44)
Other dairy products 
(0.43)
Cheese (0.42)
Non- alcoholic_ 
beverages (0.41) pasta 
(0.41)

Vegetables (0.47)
Red meat (−0.45)
Breakfast with_ 
grains (0.42)
Offal (−0.42)

Sweets except 
chocolate (−0.52)

Fruits (−0.52)
Fish (−0.5)

Poultry (0.55)
Potatoes (0.41)

Bread (−0.45)

Figure 4 Elbow curve and silhouette histogram after outlier removal. SSD, sum of squares of distances
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Statistical analyses
Data cleaning and handling
In total, 3032 participants were recruited for the study, 
1516 cases and 1516 controls. However, 7 participants 
with unspecified primary cancer, 6 cases with old biop-
sies, 10 participants with missing dietary data, 2 duplicate 
records and 8 unmatched records were excluded.

The participation rate in this study was 97% (1516/1555) 
for cases and 76% (1516/2000) for controls. The final 
sample included in this study was 1483 cases and 1483 
controls.

Data preprocessing
Missing values for each variable were replaced by its mean 
if the percentage of missing data for that variable is less 
than 20%, otherwise the variable will be removed from 
the study.18 SimpleImputer, which is a sklearn class, was 
used as imputation method.

All FFQ values are on the same scale and are between 2 
and 9, so there was no need to normalise them.

K- means method has been used to detect outliers, 
which are extreme values, abnormally different from the 
variable distribution.19 In clustering analyses, they are in 
the form of too small groups that must be removed.20 
Detecting outliers allows improving the quality of 
clustering.21

Unsupervised learning algorithms
Principal component analysis
PCA, a dimensionality reduction algorithm, was used 
to reduce the number of food groups by mapping each 
instance of a given data set to a k- dimensional subspace 
called principal components, where k<d. The scree plot 
was used to identify the number of principal compo-
nents to retain, which shows the proportion of variance 
explained by each component. The first component 
covers most of the model and covers the maximum vari-
ance, while each subsequent component covers a lesser 
value of the variance.22

K-means clustering
K- means clustering aims to divide M points in N dimensions 
into a set C of K clusters Cj with cluster mean cj to reduce 
the sum of squared errors.23 24 This is described as follows:

 
E =

k∑
j=1

∑
xi∈cj

∥cj − xi∥2

  
(1)

Where, E is sum of the square error of objects with 
cluster means for K cluster and distance metric between 
a data point and a cluster mean. The Euclidean distance 
is defined as:

 
∥x − y∥ =

√
v∑

i=1
|xi − yi|2

  (2)

Figure 5 K- means clustering after outlier removal. PCA, 
principal component analysis.

Table 4 Characteristics of consumption across the two 
dietary patterns

Cluster

Prudent 
pattern 
(mean±SD)

Dangerous 
pattern 
(mean±SD) P value

CP1

  Oil 2.78±0.42 3.61±0.69 <0.001

  Cake 2.49±0.9 4.04±1.52 <0.001

  Chocolate 2.28±0.78 3.27±1.5 <0.001

  Miscellaneous foods 2.41±0.3 2.62±0.46 <0.001

  Milk 2.76±0.44 3.11±0.46 <0.001

  Nuts 2.51±0.94 3.3±1.27 <0.001

  Juice 2.38±0.61 2.74±0.84 <0.001

  Rice 3.12±1.02 3.78±0.96 <0.001

  Sugar 3.83±0.77 4.32±0.84 <0.001

  Other dairy products 2.04±0.21 2.13±0.4 <0.001

  Cheese 3.37±1.74 5.39±1.57 <0.001

  Non- alcoholic_ 
beverages

2.58±0.73 2.84±0.91 <0.001

  Pasta 2.89±1.04 3.8±1.08 <0.001

CP2

  Vegetables except 
potatoes

6.3±1.23 6.2±1.04 <0.001

  Red meat 4.21±1.22 4.44±1.15 <0.001

  Breakfast with grains 2.79±1.22 3.24±1.39 <0.001

  Offal 2.15±0.37 2.24±0.47 <0.001

CP3

  Sweets Except 
chocolate

2.17±0.72 2.62±1.24 <0.001

CP4

  Fruits 5.33±1.49 5.15±1.28 <0.001

  Fish 3.74±0.98 4.19±0.96 <0.001

CP5

  Poultry* 4.48±0.98 4.49±0.95 0.586

  Potatoes 5.19±1.41 5.46±1.07 <0.001

CP6

  Bread 8.03±0.97 8.32±0.71 <0.001
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Following vector defines the average of a cluster by:
 

 
cj = 1

|cj|
∑
i∈cj

xi
  

(3)

Choice of the optimal number of clusters K
In order to determine the optimal number of clusters, 
we used the Elbow method complemented by silhouette 
analysis, which calculates the separation distance between 
the resulting clusters and provides a way to visually assess 
their number.25–27

Proposed method
The K- means method has been applied in the PCA- 
subspace, as strongly advised by several studies.8 28 29 
Indeed, the continuous solution of the cluster indica-
tors is given by the PCA principal components and the 
optimal solution of the K- means clustering is inside the 
PCA- subspace .

Association test
To test the association between clusters and CRC status, 
the simple logistic regression test was used. Result was 
presented by OR value and its CI.

Student’s t- test was used to assess the relationship 
between the clusters and food consumption. P values less 
than 0.05 were considered statistically significant.

The algorithm proposed in this study is presented in 
online supplemental figure 1.

RESULTS
Data preprocessing
Managing missing data
The number of missing values was calculated by the  
isnull(). sum() function of Pandas. The results obtained 
are presented in table 1 (only the variables that contained 
missing data have been reported).

Missing data for variables q1, q6, q11, q15, q16, q17, 
q24, q31, q32 were replaced by the mean, using Sklearn’s 
simple imput function.

The variables q21p1, q22p1, q23p1, q23p2 that corre-
sponds to alcohol consumption were removed from the 
study because they contained more than 20% of missing 
data.

Detection of outliers
The Elbow and Silhouette methods (figure 1) indicate 
that the appropriate number of clusters k is 3.

K- means identified three distinct groups in our popula-
tion study (figure 2.). However, it is very evident that one 
of the groups is simply an outlier since it contains only 
one point. After checking the database, we verified the 
existence of an outlier (q15=99) and deleted the record 
corresponding to this value before running our algorithm 
again with the new database.

Table 5 Distributions of sociodemographic characteristics 
of the study population by the two clusters

Prudent 
pattern

Dangerous 
pattern P value

Age

  [18–30[ 1.96 2.29 0.753

  [30–45[ 9.68 9.04

  [45–60[ 20.17 18.58

  [60–75[ 16.12 14.94

  >75 3.61 3.61

Sex

  Female 25.94% 24.38% 0.994

  Mal 25.60% 24.08%

Marital status

  Single 5.16% 4.55% 0.086

  Married 38.48% 37.91%

  Divorced 1.92% 1.65%

  Widowed 5.97% 4.35%

Residence

  Urban 35.35% 36.73% <0.001

  Rural 16.19% 11.74%

Level of education

  Illiterate 31.10% 25.67%

  Primary 9.75% 9.04% 0.001

  Secondary 7.05% 8.09%

  Higher 3.64% 5.67%

Profession

  Unemployed 7.82% 5.60% 0.001

  Housewife 20.13% 17.17%

  Student 0.30% 0.51%

  Working 19.43% 20.57%

  Retired 3.84% 4.62%

Smoking status

  Non- smoker 42.12% 40.92% 0.95

  Smoker 5.40% 4.75%

BMI (kg/m2)

  (16–18.5) 1.00 1.07

  (18.5–25) 21.73 20.87

  (25–30) 21.73 21.25 0.1

  ≥30 7.13 5.23

Physical activity

  Yes 10.56% 11.32% 0.061

  No 40.98% 37.13%

Monthly household 
income (DHMAD)

  ≤2000 42.80% 34.00% 0.001

  (2000–5000) 6.64% 10.42%

  (5000–10 000) 2.09% 4.05%

BMI, body mass index.

https://dx.doi.org/10.1136/bmjhci-2022-100710
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Dimensionality reduction
According to the scree plot figure 3, we have retained six 
principal components, which were defined by PCA.

From table 2, we notice that the first principal compo-
nent constitutes 16.89% of the variance. The composition 
of the first and second axis constitutes 25.01% of the total 
variance. While the cumulative variance of the 6 principal 
components represents 45.05% of the total.

The correlation of each principal component with its 
constituents is presented in table 3 (only correlations >0.4 
are reported).

K-means clustering
The results of the Elbow and Silhouette methods 
(figure 4) indicate that the appropriate number of clus-
ters k is 2.

K- means clustering identified two distinct groups in 
this population (figure 5). A total of 1433 participants 
(48.33%) were in cluster 0 while 1531 (51.67%) were in 
cluster 1. 55.95% of individuals in cluster 0 were controls 
while 44.04% were cases. Cluster 1 is composed of 44.41% 
controls and 55.59% cases.

Mean and SD consumption of food groups in each 
cluster are shown in table 4. The p value between groups 
was significant (<0.001) for most food groups, with the 
exception of poultry (p=0.586).

We describe cluster 1 as a ‘dangerous pattern’ because 
it showed high loadings of vegetable oil, cake, chocolate, 
cheese, red meat, sugar and butter. Cluster 0 was termed 
the ‘prudent diet’ cluster due to moderate consumption 
of almost all foods with a slight increase in fruits and vege-
tables (online supplemental figure 2).

The student test showed a significant relationship 
between CRC and cluster (p<0.001). Indeed, people who 
belong to the ‘dangerous pattern’ have a higher risk to 
develop CRC with an OR 1.59 (95% CI 1.375 to 1.383).

The distributions of sociodemographic characteristics 
by cluster are presented in table 5 . No significant differ-
ences between dietary patterns were found by age, sex, 
BMI, marital status, physical activity or smoking status 
with p values equal to 0.753, 0.994, 0.1, 0.086, 0.061 and 
0.95, respectively.

The proportions of the unemployed and housewives 
were greater in the conservative profile, while the propor-
tions of working and retired people were higher in the 
dangerous cluster. We also note that the number of 
people in the dangerous cluster increases proportionally 
with income and educational level.

DISCUSSION
The proposed algorithm applied to the CCR Nutri-
tion database, which is a multicente case–control study 
conducted in a population of 1496 pairs of Moroccan 
subjects with and without CRC, identified 2 dietary 
profiles associated with CRC: the ‘dangerous pattern’ and 
the ‘prudent profile’. The ‘dangerous pattern’ was char-
acterised by a high consumption of vegetable oil, cakes, 

chocolate, cheese, red meat, sugar and butter. While 
the ‘prudent pattern’ was characterised by a moderate 
consumption of almost all foods with a slight increase in 
fruits and vegetables. The frequency of cases was higher 
in the ‘dangerous’ group than in the ‘prudent’ group.

This study proposes a new methodological approach 
that combined two unsupervised machine- learning tech-
niques: PCA and K- means. The K- means method has been 
applied in the PCA- subspace. Several studies have shown 
the advantages of this approach.8 18 28 Indeed, the contin-
uous solution of the cluster indicators is given by the prin-
cipal components of the PCA and the optimal solution 
of the K- means clustering is in the PCA subspace. More-
over, the performance of clustering is better at reduced 
cost and noise. A recent statistical methods review for 
dietary pattern analysis reported the advantages and the 
disadvantages of PCA and k- means clustering algorithm. 
Compared with traditional statistical methods, classifica-
tion via machine learning techniques reduces misclassi-
fication rate, increases generalisability, allows grading of 
movement quality, and simplifies experimental design.

Other strengths of our research should be mentioned; 
first, it is the first study on the clustering of dietary profiles 
related to CRC in Morocco by an unsupervised machine 
learning approach, according to the literature search. On 
the other hand, in our case–control study, we included 
recent diagnosed CRC cases to avoid diet changes. In 
addition, trained interviewers ensured FFQ question-
naires fulfilment in order to maintain the responses 
objectivity.15

Two limitations of our study must be highlighted; 
the first one, our clustering was based on food groups 
containing foods known to be protective against CRC and 
others known to be risk factors. Thus, clustering of these 
foods may neutralise their effects and make discrimina-
tion difficult. The second one, food consumption was 
based on frequencies without considering the daily quan-
tities which can influence the clustering.

A recent study used Global Dietary database (Canada, 
India, Italy, South Korea, Mexico, Sweden and the USA) 
found that CRC could be predicted based on a list of 
important dietary data using supervised and unsupervised 
machine learning approaches. This study identified the 
following two patterns, total fat, mono unsaturated fats, 
linoleic acid, cholesterol, omega- 6 as moderate to high 
correlated dietary features to positive CRC, and fibre and 
carbohydrates as negative correlation with CRC cases. A 
systematic review of 17 years of evidence (2010–2016) 
revealed two distinct global dietary patterns related to 
CRC risk: a ‘healthy’ pattern, characterised by high intake 
of fruits and vegetables, higher intakes of one or more of 
the following foods; whole grains, nuts and legumes, fish 
and other seafood, milk and other dairy products, and an 
‘unhealthy’ dietary pattern characterised by high intakes 
of red and processed meat, sugar- sweetened beverages, 
refined grains and desserts and potatoes.

Several studies in American, European and Asian 
populations have found three dietary patterns related 

https://dx.doi.org/10.1136/bmjhci-2022-100710
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to CRC9 11 13 14 30: ‘Western or meat- based diet’ which is 
related with higher risk of CRC, ‘healthy or conservative 
or prudent’ which is related with low risk of CRC and 
‘low milk and dietary fibre intake or traditional’ which is 
relatively related with higher risk of CRC. We could not 
obtain a very clear group due to diverse nature of nutri-
tion landscape in the Moroccan population, although 
there were higher intakes of some harmful foods in the 
cases compared with the controls (meat, sugar and choc-
olate). The difference in poultry consumption was non- 
significant between the two clusters, which was similarly 
reported in a previous study.31

The perspectives of this work are as follows: first to 
repeat the clustering process, but this time with single 
foods to overcome the limitation of grouping protective 
and risk foods in the same group, and neutralise their 
effect. Second, to develop an easy and user- friendly web 
application that allows the simple user to identify him/
herself in a dietary pattern and evaluate whether he/she is 
following a healthy diet or not, which is the best approach 
to make a personal prevention as recommended by the 
latest WHO guidelines.32

CONCLUSION
The combination of the two unsupervised learning 
methods PCA and K- means identified two clusters 
describing two main dietary patterns related to CRC 
in the Moroccan population, labelled: ‘prudent’ and 
‘dangerous’. The number of cases was relatively higher in 
the ‘dangerous’ group than in the ‘prudent’ group. The 
unsupervised learning approach proposed in this paper 
was effective and confirmed the results of the literature 
but in a more discriminant manner.
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ABSTRACT
Introduction Obsolete bleep/long- range pager equipment 
remains firmly embedded in the National Health Service 
(NHS).
Objective To introduce a secure, chart- integrated 
messaging system (Epic Secure Chat) in a large NHS 
tertiary referral centre to replace non- emergency bleeps/
long- range pagers.
Methods The system was socialised in the months 
before go- live. Operational readiness was overseen by 
an implementation group with stakeholder engagement. 
Cutover was accompanied by a week of Secure Chat and 
bleeps running in parallel.
Results Engagement due to socialisation was high with 
usage stabilising approximately 3 months after go- live. 
Contact centre internal call activity fell significantly after 
go- live. No significant patient safety concerns were 
reported.
Discussion Uptake was excellent with substantial 
utilisation well before cutover indirectly supporting 
high levels of engagement. The majority of those who 
previously carried bleeps were content to use personal 
devices for messaging because of user convenience after 
reassurance about privacy.
Conclusion An integrated secure messaging system can 
replace non- emergency bleeps with beneficial impact on 
service.

INTRODUCTION
In 2019, the UK Health and Social Care Secre-
tary announced that the National Health 
Service (NHS) should remove bleeps and 
pagers for non- emergency communication 
by the end of 2021.1 2 While this technology 
is now in costly obsolescence and pilot studies 
have shown efficiency saving3 using smart-
phone messaging, legacy equipment remains 
firmly embedded in the NHS. Optimal strat-
egies for adoption have received little atten-
tion4 and barriers to adoption have been 
identified.5

Cambridge University Hospitals (CUH) 
NHS Foundation Trust has used a compre-
hensive Electronic Health Record (EHR, Epic 

Systems Corporation, Verona, Wisconsin, 
USA) since 2014. An information- governance 
compliant messaging solution (Epic Secure 
Chat) allows for messaging from smart-
phones, tablets or from within the EHR itself 
(desktop). The system is fully integrated with 
the patient chart so that messages and all 
read/reply times become part of the patient 
record. Large- scale implementation of an 
EHR- integrated messaging system to replace 
non- emergency bleeps/long- range pagers in 
an NHS organisation has not been previously 
described.

Setting
CUH is a large, tertiary referral centre in 
the East of England. It offers a diverse range 
of services with over 1100 beds and approx-
imately 16 000 staff. A significant EHR 
upgrade (from Epic 2017 to the November 
2020 version) was undertaken during the 
implementation period bringing additional 
Secure Chat functionality. The implementa-
tion period also coincided with a major Wi- Fi 
infrastructure upgrade to give full coverage 
across the estate.

Our aim was to replace all bleeps/pagers 
apart from ‘cardiac arrest’, ‘major trauma’ 
and ‘fire’ with Secure Chat (online supple-
mental S1).

METHODS
Secure Chat was made available at our organ-
isation in July 2021. A go- live date in early 
2022 was initially chosen due to ongoing 
COVID- 19 pandemic disruption and to 
leverage additional necessary Secure Chat 
functionality that would only become avail-
able after an Epic version upgrade planned 
for November 2021.

An implementation group with exec-
utive responsibility was formed with 

http://bmjopen.bmj.com/
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representation from the hospital’s divisional structure 
to oversee the project. Socialisation was achieved by a 
network of ‘clinical champions’ and through regular 
communications including trust bulletin items, face- 
to- face and online question and answer events as 
well as information on screensavers and posters and 
offering at- the- elbow support in clinical settings. An 
etiquette guide was published to define appropriate 
use of different methods of communication. Our 
safety surveillance is described in (online supple-
mental S5).

Contact centre (online supplemental S2) workload was 
a key concern at the time of cutover since any communica-
tions difficulties would likely result in a call to an agent for 
help. For safety a transition period where contact centre 

operatives would send messages both to Secure Chat and 
to existing bleeps for 1 week post go- live was planned. 
Secure Chat would not be available during (un)planned 
Epic outages for which the contingency was to fall back on 
an internal directory of alternative contacts securely main-
tained by the contact centre and this was widely publicised.

Secure Chat allows for various groups to enable 
team and role- based messaging. Because of system 
limitations at the time of the original implementa-
tion, our hospital had not fully implemented a sign- in 
system which we could leverage for automatic group 
creation. Instead, we created ‘opt- in’ groups to repli-
cate existing roles, relying on staff to opt- in (out) at 
the beginning (end) of their duties (online supple-
mental S3).

Figure 1 Uptake and organisational impact of Secure Chat implementation. Top panel: internal calls handled per day. Middle 
panel: average contact centre time spent per call (seconds) Bottom panel: total call time (hours). Dotted line represents date of 
delayed initial go- live. Data are averaged by week to remove fluctuations from weekends.
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Mean comparison was with t- tests; structural breaks 
were examined using the Chow test. Statistical signifi-
cance was taken at p<0.05.

RESULTS
Technical
Secure Chat access was enabled for all members of 
staff with an Epic login. Non- clinical users, (such as 
contact centre agents, were not given security to view 
patient charts). Users who would previously have used 
bleeps were strongly encouraged to use their own 
personal devices although mobile phones (or pool 
phones) were provided in a relatively small number 
of cases where staff did not have a suitable device or 
were unwilling.

Workflow
For the mobile app, onboarding involved installation 
of a CUH- specific profile and a website was set up for 
this. An initial manual batch activation step was subse-
quently automated using Blue Prism robotic process 
automation software (Blue Prism group, Warrington, 
UK) so that registrations could be completed day and 
night.

The creation of opt- in groups was a major under-
taking and had to be done centrally as no reliable list 
of baton bleep roles existed. An initial list of some 220 
groups was compiled from information from clinical 
champions and existing bleep lists. After some local 
user acceptance testing, these groups were made avail-
able in December 2021. Inevitably creation, editing 
and deletion of groups was necessary, and this needed 
to be done centrally: a review process was set up to 
ensure consistency.

Outcomes
Adoption through socialisation in the months before 
go- live across all staff groups was rapid (online supple-
mental figure S2,S3) across all staff groups with pharmacy 
(and pharmacy technicians) proving to be an unexpected 
early adopter. The original 4 May 2022 go- live date was 
pushed back at a final go/no- go meeting to 8 June 2022 
due to isolated specialty- specific readiness concerns. 
Gross total messages sent plateaued at over 600 000 by 3 
months after cutover. Opt- in group maintenance peaked 
before go- live (online supplemental figure S4) although 
a significant maintenance burden occurred after the orig-
inal 4 May date.

Internal call data handled by contact centre operatives 
is shown in figure 1. The average number of internal 
calls handled by contact centre operatives fell from 720 
to 614 per day (p<0.0001) after implementation. While 
average time/call increased marginally from 37 s to 38 s 
(p=0.014), the total call duration per day fell overall 
by nearly an hour from 7.4 hours to 6.5 hours per day 
(p<0.0001). There was evidence of significant structural 

breaks for call numbers and average call time, but not for 
overall call time (p=0.01, 0.0003 and 0.06 respectively).

No significant risk events attributable to the Secure 
Chat implementation were reported (online supple-
mental S5).

DISCUSSION
We demonstrate that secure messaging can be imple-
mented in a tertiary NHS hospital without significant inci-
dent or negatively impacting on contact centre activity. 
This was possible even without physically retiring the 
legacy system: bleep counts dropped to negligible levels 
(online supplemental figure S3) which is important 
as multiple coexisting communication methods risk 
overload.5

It is anticipated that the bleep system will be decommis-
sioned in due course depending on a future resilience 
analysis.

While a minority of staff expressed reservations 
before go- live citing privacy concerns we were able to 
provide assurances; most were ultimately content to 
use their personal devices which offered convenience 
advantages. The largest complaint received from 
users concerned inappropriate use of Secure Chat for 
non- urgent messaging. This is a known issue3 but the 
etiquette guide which set out clear expectations was 
key central to empowering staff to challenge inappro-
priate messaging.

A number of short (1–2 hours) routine Epic upgrade 
outages have subsequently taken place (scheduled at 
weekends and night- time) during which time Secure 
Chat was not available. Concerns that the contact 
centre could be overwhelmed at these times have not 
materialised.

CONCLUSIONS
We were able to effectively replace non- emergency 
bleeps/long- range pagers with a messaging system 
integrated with the patient chart in a large NHS 
academic hospital by the soft approach of socialisation 
before cutover. Discounting the time before our EHR 
upgrade in November 2021, we were able to do this 
in 7 months with message numbers and support needs 
stabilising within approximately 3 months of go- live 
using existing infrastructure and without significant 
incident.
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ABSTRACT
Background In the Australian public healthcare system, 
hospitals are funded based on the number of inpatient 
discharges and types of conditions treated (casemix). 
Demand for services is increasing faster than public 
funding and there is a need to identify and support patients 
that have high service usage. In 2016, the Victorian 
Department of Health and Human Services developed an 
algorithm to predict multiple unplanned admissions as 
part of a programme, Health Links Chronic Care (HLCC), 
that provided capitation funding instead of activity based 
funding to support patients with high admissions.
Objectives The aim of this study was to determine 
whether an algorithm with higher performance than 
previously used algorithms could be developed to identify 
patients at high risk of three or more unplanned hospital 
admissions 12 months from discharge.
Methods The HLCC and Hospital Unplanned Readmission 
Tool (HURT) models were evaluated using 34 801 
unplanned inpatient episodes (27 216 patients) from 2017 
to 2018 with an 8.3% prevalence of 3 or more unplanned 
admissions in the following year of discharge.
Results HURT had a higher AUROC (84%, 95% CI 83.4% to 
84.9% vs 71%, 95% CI 69.4% to 71.8%) than HLCC, that was 
statistically significant using Delong test at p<0.05.
Discussion We found features that appear to be strong 
predictors of admission risk that have not been previously 
used in models, including socioeconomic status and social 
support.
Conclusion The high AUROC, moderate sensitivity and 
high specificity for the HURT algorithm suggests it is a 
very good predictor of future multi- admission risk and 
that it can be used to provide targeted support for at- risk 
individual.

BACKGROUND
Potentially preventable admissions include any 
hospitalisations for acute and chronic condi-
tions that may have been avoided with earlier 
intervention and rehospitalisation within 30 
days of discharge due to inadequate discharge 
and/or follow- up.1 In many high- income coun-
tries, potentially preventable hospitalisations 
have become an indicator of health system 
performance.2 Reported rates of preventable 
hospitalisation range from 5% to 79%.3 This 
wide range reflects not only differences in the 
definition of preventable admissions, but also 

geographical and socioeconomic differences in 
population composition.4 For hospitals, poten-
tially preventable admissions increase hospital 
demand, lead to bed blocking and patient flow 
issues, and in Australia account for 10% of all 
occupied beds and more than 748 000 admis-
sions per year.5

The cost of providing healthcare in most 
high- income countries is considered to be 
unsustainable and will likely be unaffordable 
by 2050 in the absence of major reforms.6 
Identifying and averting these preventable 
hospitalisations is important for not only 
improving individual health outcomes but 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Case- finding algorithms for identifying patients at 
risk of unplanned readmissions traditionally have 
focused on detecting one or more admissions 
over a 30- day to 365- day period from discharge. 
This study focuses on patients who have more 
frequent admissions, and aims to predict three or 
more unplanned admissions within 365 days of an 
index admission. This allows for better targeting of 
patients that would otherwise use more resources. 
Accurately predicting those who represent the high-
est hospital use is likely to lead to greater healthcare 
cost savings.

WHAT THIS STUDY ADDS
 ⇒ This study presents an algorithm for identifying pa-
tients at risk of three or more unplanned admissions 
using not only clinical information, socioeconomic 
indicators and living arrangements, but also a novel 
cascading chronic condition feature.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ This study demonstrates the importance of using a 
mixture of clinical, demographic and activity- based 
features for predicting patient outcomes. Our algo-
rithm outperformed a similar algorithm that used 
existing weighted scoring approaches. The study 
demonstrates that machine learning- based meth-
ods for identifying patients who would benefit from 
targeted intervention have great potential in improv-
ing health system sustainability.
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in controlling burgeoning healthcare expenditure. Case 
finding algorithms to identify those at highest risk of 
preventable hospitalisations are emerging as a key initia-
tive that may allow for targeted care to prevent deteri-
oration and future admissions.7 A highly sensitive and 
specific case- finding algorithm should be able to identify 
only those patients most likely to have high future health-
care costs or hospital resource use.

Internationally, there is a growing body of literature 
on algorithms that aim to predict the likelihood of future 
admissions using different models, including the tradi-
tional logistic regression model and survival analysis and 
more recently popular modelling using machine learning 
techniques.8 Many approaches focus on patients at risk 
in specific disease categories such as chronic obstructive 
pulmonary disease (COPD),9 stroke/Transient Ischaemic 
Attack (TIA),10 diabetes11 or heart failure.12 Others focus on 
unplanned readmissions, usually within 30 days of discharge, 
for any- cause using non- linear models,13 gradient boosted 
decision trees14 or artificial neural networks.15

In 2016, the Victorian Department of Health and 
Human Services (DHHS) initiated the HealthLinks 
Chronic Care programme (HLCC) that provided an 
alternative capitated funding model for patients with 
chronic and complex health conditions who were at high 
risk of multiple unplanned admissions. A key component 
of the programme was the use of a predictive algorithm 
called the HLCC model. The HLCC model uses an index 
unplanned admission as a triggering event and then 
combines diagnostic information from that admission 
and demographic information to create a ‘risk score’ for 
the probability of another three or more admissions in 
the next 12 months. Patients who score above a threshold 
value determined by logistic analysis of historical data 
are eligible to be included in the HLCC programme, 
receiving targeted preventative care.16 The HLCC risk 
score was found to have a sensitivity of 41% and specificity 
of 78% over the 2- year evaluation across five participating 
Victorian health service providers.17 The low sensitivity 
suggests that there are potentially many patients who 
would benefit from targeted intervention who are not 
being identified by this algorithm and the moderate spec-
ificity suggests that efforts with targeted intervention was 
wasted on some individuals who would not have gone on 
to have a preventable admission. This paper describes 
the development, and content, of a machine learning 
case- finding prediction tool with a higher sensitivity and 
specificity for identifying patients that are at high risk 
of all- cause potentially avoidable admissions within 12 
months of discharge in an Australian setting.

METHODS
Setting
This was a single- centred study based at Northern Health 
(NH). NH is the major provider of acute (410 beds), 
subacute (251 beds) and ambulatory specialist services 
in Melbourne’s north. Residents originate from more 

than 184 countries, speak more than 106 languages and 
have lower levels of income, educational attainment and 
health literacy, and higher rates of unemployment than 
state averages.18 The emergency department at NH is the 
busiest in the state with over 100,000 presentations per 
year.19

Study design and data sources
Participants
Eleven years of historical NH acute Inpatient (IP) emer-
gency admitted episodic level data was used from 1 July 
2008 to 30 June 2019 to build and test a new model that 
we named the HURT (Hospital Unplanned Readmission 
Tool) model. Outpatient (OP) and emergency depart-
ment (ED) data were also linked to the unplanned IP 
activity. In addition, the Index of Relative Socio- economic 
Advantage and Disadvantage (IRSEAD) from the Austra-
lian Bureau of Statistics (ABS) Socio- Economic Indexes 
for Areas (SEIFA) data set were linked to patient’s resi-
dential postal address.

An unplanned admission is an unexpected or sudden 
health issue or event that results in an emergency admis-
sion. We only included acute IP episodes where the 
patient was 18 years or older at admission, the admission 
was not related to mental health, obstetrics, oncology 
or renal dialysis and the patient did not die during the 
episode. If there were any records that contains missing 
values then they were discarded.

Table 1 presents the summary statistics of the data used 
including demographic information and the features 
used for the final model. Where the percentages are the 
proportion of separations with the given flag. The features 
are defined in table 2 later in the paper. These data were 
included as DHHS and other jurisdictions have these data 
readily available. Data such as pathology and pharmacy 
were not included as the DHHS does not have this.

Patient and public involvement
Patients and the public were not involved in the design 
of this work.

Variable selection for the HURT
Variable (feature) selection is a manual or automatic 
process by which variables that have the highest impact 
on model performance (in this case prediction of future 
unplanned admissions) are selected and variables that do 
not help learning are discarded.

The Boruta R package was used to develop the HURT. 
Boruta R uses a novel feature selection algorithm that finds 
all relevant variables, where relevant means variables that 
are found to be associated with unplanned emergency 
admissions. Boruta can use a range of decision trees to 
derive the importance of each feature. Extreme Gradient 
Boosting (XGBoost) was used to measure the feature 
importance in the Boruta algorithm with 200 maximum 
runs to ensure feature importance was fully resolved.

We also created a novel feature which we called a 
cascading chronic condition flag. If a patient was coded 
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with a chronic condition, all subsequent episodes were 
also flagged for this chronic condition (ie, if a patient was 
diagnosed with COPD, all following episodes would be 
flagged with this condition, when previously this would 
not occur if their admission had been for a different 
reason). Hence, this information can be used by the 
machine learning (ML) modelling to help predict future 
unplanned admissions.

Weighting variable importance
Over the past decade, ‘black box’ machine learning algo-
rithms have been increasingly used in critical decision- 
making processes. However, because it is unclear or 
unknown how the machine learning algorithm decides 
there have been reports of adverse results in some fields.20

To overcome this problem, we used interpretable 
models that allow for an understanding of why the 
machine learning algorithm makes particular decisions 
on individual cases. The SHAP (Shapley Additive exPla-
nations) score was used as it assigns each variable an 
importance value for each decision outcome. The SHAP 
score can then be visualised to illustrate how the decision 
tree- based machine learning is making a given decision in 
an interpretable manner.21

Training and optimisation of the model
HURT is trained and tested on historical data where we 
know in advance if a patient had three or more unplanned 
admissions 1 year from the index admission. We define 
this as the ‘target’ for the model to be trained and tested 
on.

The XGBoost machine learning algorithm uses 
an ensemble (collection) of weak decision trees that 
are sequentially created to progressively improve (ie, 
boosting) the learning performance.22 This has the advan-
tage of quick training and has been shown to perform 
well on unseen test data. It also has the advantage of 
being able to handle unbalanced data where there are 
fewer positive cases (ie, patient returned three or more 
times in the future) compared with the negative cases (ie, 
patient did not return three or more times).

Like most machine learning algorithms, XGBoost has 
a set of training parameters that impact the final model 
performance. The parameter values that maximise 
performance cannot be determined by analysing the data 
only. These can only be found by trying different training 
parameters and measuring the model performance.23 
Hence, we performed hyperparameter optimisation by 
using a simple grid- search over a range of parameter 

Table 1 Summary statistics of the 11 years of data with mean value or percentage of separations with the relevant flag

Property All Readmitted <3 Readmitted ≥3

No of separations 206 714 192 679 14 035

No of patients 125 743 125 258 4730

Female % 50.3% 50.5% 47.8%

Average admission age 55.9 55 67.7

Admission age 61–90 flag 41.5% 39.7% 66.7%

Admission age 90+ flag 2.7% 2.6% 3.8%

Chronic condition (cascading) COPD flag 4.5% 3.6% 17.4%

Chronic condition (cascading) disorder due to tobacco flag 6.4% 5.2% 22.7%

Chronic condition (cascading) heart failure flag 5.4% 4.3% 19.5%

Complexity ≥3 flag 27.4% 25.7% 50.1%

Failed to attend ratio OP 365 days 8.7% 7.7% 21.5%

Marital status flag 22.7% 21.5% 39.2%

No OP bookings in past 365 days flag 65.5% 68.1% 30.3%

No of HIPs (any group) 0.22 0.17 0.83

No of non- admitted ED presentations 0.5 0.4 1.5

No of OP attended past year 1.5 1.3 4

Potential avoidable emergency admission flag 25.5% 24.3% 42.4%

IRSEAD decile within Australia 4.6 4.6 4

Total LOS unplanned episodes 180 days 4.6 4.1 10.7

Total LOS unplanned episodes 365 days 5.4 4.7 14.9

Total no unplanned eisodes past 365 days 1.6 1.5 3.6

Usual accommodation agecare, alone flag 2.6% 2.4% 6.2%

COPD, chronic obstructive pulmonary disease; ED, emergency department; HIP, Health Independence Program; IRSEAD, Relative Socio- 
economic Advantage and Disadvantage; LOS, Length of Stay; OP, emergency department.



4 Conilione P, et al. BMJ Health Care Inform 2023;30:e100682. doi:10.1136/bmjhci-2022-100682

Open access 

values. The optimal XGBoost parameters where Eta=0.05, 
Max Depth=4, Gamma=0, Colsample_bytree=1, min_
child_weight=2, Subsample=0.5, Nrounds=400.

The 11 years of historical data were divided into 
training and testing phases. The optimal model param-
eter values that produced the highest area under the 
reciever operator curve (AUROC) performance using 
10- fold cross- validation on the training data (9 years, 
171 913 separations, 98 527 patients) were used. Testing 
was performed on the episodes that were discharged in 
2017–18 (1 year, 34 801 separations, 27 216 patients), but 
2018–2019 data were needed to count the unplanned 
admissions up to 1 year from 2017 to 18 discharge. The 
training and testing phase were performed by using the 
Caret R- package.24

Final variables selected for the HURT
Table 2 provides an overview of the final 18 features 
selected for HURT from an initial set of 199 features. The 
definition of all features tested are available as online 
supplemental material 1.

The performance of the HURT was assessed retrospec-
tively by calculating the AUROC, sensitivity which is the 
percentage of separations where the patient was correctly 
predicted to have three or more potentially avoidable 
admissions in the 12 months following their discharge. We 

also assessed the specificity of the model (the percentage 
of patient separations incorrectly predicted to have three 
or more unplanned admissions). The higher the sensi-
tivity of the model, the more patients correctly identified 
and the less that will be ‘missed’ and have a potentially 
preventable readmission.

Comparison
The primary comparison of our algorithm is with the 
DHHS HLCC algorithm using AUROC, sensitivity and 
specifity. We also compare the decisions made by HURT 
and HLCC on the same separations and illustrate the 
differences by a Venn diagram. Of particular interest is 
the false- positives (FP) where a patient is falsely flagged as 
returning three or more times and will be offered support 
services. This means resources may be used for patients 
that were not going to return. The false- negative (FN) 
cases are of concern as these patients are not flagged, 
and will not be offered extra services, thus returning 
three or more times since discharge. This places a strain 
on hospital resources that could have been reduced but 
more importantly potential missing patients that may 
have deteriorated.

Given the lack of existing research using three or 
more unplanned admissions within 1 year of discharge. 
We also applied the previously described methodology 

Table 2 List of variables in final model for predicting three or more unplanned admissions

Feature Data type Description

Admission age 61–90 flag Binary 1 if Admitted age 61–90, 0 otherwise

Admission age 90+ flag Binary 1 if admitted age ≥90, 0 otherwise

Chronic condition (cascading) COPD flag Binary Cascading chronic condition flag for COPD

Chronic condition (cascading) heart failure flag Binary Cascading chronic condition flag for heart failure

Chronic condition (cascading) disorder due to 
tobacco flag

Binary Cascading chronic condition flag for disorder due to tobacco 
use

Complexity ≥3 flag Binary 1 if number of body systems treated is 3 or more,28 0 otherwise.

Marital status flag Binary 1 if divorced, widowed or separated, 0 otherwise

Total unplanned episodes past 365 days Integer In past 365 days prior to discharge

No of non- admitted ED presentations 365 days Integer Calculated for past 365 days from discharge

No of HIPs (any group) Integer Number of enrolments in any HIP group for past 180 days

No of OP attended Integer In past 365 days from IP discharge

Failed to attend ratio OP 365 days Float Calculated for past 180 and 365 days from discharge

No OP bookings flag past 365 days flag Binary 1 if no OP bookings in past year, 0 otherwise

Usual accommodation age care, alone flag Binary 1 if patient is living in age care facility or living alone, 0 
otherwise

Potential avoidable emergency admission flag Binary 1 if patient had ICD10 diagnosis code from,29 0 otherwise

IRSEAD Decile Within Australia Integer ABS Index of Relative Socio- economic Advantage and 
Disadvantage by postcode (0- low, 10- high)

Total LOS unplanned episodes 180 days Integer Calculated for past 180 days from discharge

Total LOS unplanned episodes 365 days Integer Calculated for past 365 days from discharge

ABS, Australian Bureau of Statistics; COPD, chronic obstructive pulmonary disease; ED, emergency department; HIP, Health Independence 
Program; ICD10, International Statistical Classification of Diseases and Related Health Problems, 10th Version; IP, inpatient; IRSEAD, Index of 
Relative Socio- economic Advantage and Disadvantage; LOS, Length of Stay; OP, outpatient.

https://dx.doi.org/10.1136/bmjhci-2022-100682
https://dx.doi.org/10.1136/bmjhci-2022-100682
https://en.wikipedia.org/wiki/International_Statistical_Classification_of_Diseases_and_Related_Health_Problems
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to predicting if a patient has one or more unplanned 
admissions within 1 year. Our model is compared with 
other case- finding algorithms that predict one or 
more unplanned admission over a year using weighted 
scores25 26 and machine learning.27 Even though this was 
not the focus of the research, it provided some reasur-
rance of the methodology.

RESULTS
The optimised HURT model had a final test AUROC 
of 84% (95% CI 83.4% to 84.9%), while HLCC had an 
AUROC of 71% (95% CI 69.4% to 71.8%) (figure 1). The 
difference between HURT and HLCC ROC was statisti-
cally significant with Z=−22.6, p<0.001 (Delong test).

Using the confusion matrix in table 3, the HURT 
algorithm had a sensitivity of 57%, while HLCC had a 
sensitivity of 48%. The 9% difference was statistically 
significant with χ2=85.03, p<0.001 (McNemar test). The 

HURT algorithm achieved 90% specificity, while HLCC 
had a specificity of 88%. The 2% difference was statisti-
cally significant with χ2=94.99, p<0.001 (McNemar test).

The Venn diagram in figure 2 provides an overview of 
the number of hospital unplanned admissions that were 
predicted by each of the HLCC and HURT models in terms 
of true- positive (TP) and FP cases. The number of separa-
tions that were predicted correctly (ie, the overlap between 
‘returned≥3’, HURT and HLCC) are TP cases (HURT: 528, 
both: 1120, HLCC: 267). Where HURT has 261 more sepa-
rations correctly classified compared with HLCC. While 
the FP cases (HURT: 1577, both: 1708, HLCC: 2175) show 
the HURT has 598 fewer FPs compared with HLCC. Both 
models missed 966 positive cases.

The 18 most important variables for predicting 
admission can be grouped into three: demographics 
(particularly age and marital status), medical condi-
tions (complexity and cascading chronic conditions, 
in particular COPD and chronic cardiac failure) and 

Table 3 Comparison of the HURT and HLCC algorithms in identifying patients at risk of three or more unplanned 
readmissions

Algorithm HLCC HURT

Prediction Readmitted ≥3 Readmitted <3 Readmitted ≥3 Readmitted <3

Readmitted ≥3 1387 (TP) 1494 (FP) 1648 (TP) 1233 (FP)

Readmitted <3 3883 (FN) 28 037 (TN) 3285 (FN) 28 635 (TN)

Result Sensitivity 48% Specificity 88% Sensitivity 57% Specificity 90%

FN, false- negative; FP, false- positive; HLCC, HealthLinks Chronic Care; HURT, Hospital Unplanned Readmission Tool; TN, true- negative; TP, 
true- positive.

Figure 2 Venn diagram of number of separations that were 
predicted to return by machine learning, HLCC and overlap 
with the number of separations that actually returned three 
or more times. FP, false- positive; HLCC, HealthLinks Chronic 
Care; HURT, Hospital Unplanned Readmission Tool; TP, true- 
positive.

Figure 1 ROC test performance of HLCC and HURT 
models predicting three or more unplanned admissions. 
HLCC, HealthLinks Chronic Care; HURT, Hospital Unplanned 
Readmission Tool; ROC, receiver operating characteristic.
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past resource use (unplanned admissions, avoidable 
emergency presentations and failure to attend OP 
appointments). Figure 3 provides a SHAP plot of each 
of the 18 variables.

Tables 4 and 5 present the test AUROC, sensitivity and 
specificity of the proposed algorithm and other models 
both in Australian and internationally for comparison 
along with the 95% CIs. Not all the referenced papers 
provide full details on the data sizes and performance 
values for their models.

DISCUSSION
The HURT algorithm had an AUROC of 84%, sensitivity 
of 57% and specificity of 90%. In the model, the 2% 
higher specificity for the HURT over the HLCC translated 
into 598 fewer FP and 261 more TP predictions in the 
12- month time frame. The HURT algorithm also flagged 

more patients that would have benefitted from targeted 
services who went on to have two or less unplanned 
admissions over 12 months.

Even though these findings are for a tertiary hospital 
in the state of Victoria, there are still lessons that can be 
applied to the broader healthcare system across Australia 
and internationally. In the local Australian context, the 
Independent Health and Aged Care Pricing Authority 
may apply penalties for hospitals that treat what are 
deemed avoidable readmissions (less than 30 days). As 
the HURT model has a higher specificity than other 
Australian models, it may be a more cost- effective tool 
for Australian hospitals to use as it will select less FP, and 
therefore, prevent hospitals who use this model from 
being avoidably penalised.

Researchers based in the UK have developed a number 
of case- finding algorithms25–27 over the years. Direct 

Figure 3 SHAP plot of impact of each feature on decision of XGBoost model. COPD, chronic obstructive pulmonary disease; 
ED, Extreme Gradient Boosting; HIP, Health Independence Program; LOS, Length of Stay; OP, outpatient; IRSEAD, Index of 
Relative Socio- economic Advantage and Disadvantage; SHAP, Shapley Additive exPlanations; XGBoost, Extreme Gradient 
Boosting.

Table 4 Summary of test performance for predicting three or more unplanned admissions within 1 year of discharge for 
different case finding algorithms

Method Country Model Data
Total separations 
(patients)

Test separations 
(patients)

Target: 3 or more unplanned in 12 months

AUROC (95% CI) Sensitivity (95% CI) Specificity (95% CI)

HURT Australia XGBoost IP, ED, OP, 
ABS

206 714 (125 743) 34 801 (27 216) 84.2%
(83.4 to 84.9)

57.2%
(55.4 to 59.0)

89.4%
(89.4 to 90.0)

HLCC @ 
NH

Australia Weighted 
score

IP, ED 206 714 (125 743) 34 801 (27 216) 70.5%
(69.4 to 71.8)

48.1%
(46.3 to 50.0)

87.8%
(87.5 to 88.2)

HLCC 
Victoria17

Australia Weighted 
score

IP, ED N/A
(N/A)

N/A
(N/A)

N/A
(N/A)

41%*
(N/A)

N/A
(N/A)

*Recall was 78%.
ABS, Australian Bureau of Statistics; AUROC, Area Under the Reciever Operator Curve; ED, emergency department; HLCC, HealthLinks Chronic Care; HURT, Hospital Unplanned 
Readmission Tool; IP, inpatient; N/A, not available; OP, outpatient.
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comparisons with some of these other models is difficult 
given data scientists use different datasets (both in terms of 
data captured and patient cohorts), and different definitions 
of an unplanned admission and benchmarks for what is 
considered an acceptable number of these within a 12- month 
period. The UK models use one or more unplanned admis-
sions of any cause as their benchmark,10 25–27 with the 
SPARRA V4 demonstrating the highest AUROC (80%) 
with a sensitivity of approximately 52% and a specificity of 
approximately 90%.27 Where sensitivity and specificity were 
estimated from figure 2 (a) ROC plot.27 Future algorithm 
research would benefit from application of consistent defi-
nitions so that developed algorithms may be tested and 
applied within different healthcare contexts (rural, remote 
and metropolitan) and countries.

Of particular interest in this study were the results from 
the SHAP scores for the importance of each feature in the 
HURT algorithm. Higher numbers of unplanned hospital 
admissions and ED admissions in the past year are shown 
to be important predictive features of future unplanned 
readmissions. In addition, lower socioeconomic status and 
lack of social support was predictive of unplanned readmis-
sions, which was in agreement with SPARRA who used the 
Scottish Index of Multiple Deprivation using SHAP scores.21 
Both QAdmission26 and SPARRA27 found pathology and 
medication history to be an important feature for prediction 
of readmission, which would explain their higher perfor-
mance. These data were deliberately left out so that other 
jurisdictions could build our model. Our next version will 
include this data.

The limitation of this study is that it focuses on the 
application of machine learning to the problem of 
predicting if a patient would have unplanned readmis-
sions given current and historical information for an 
index admission. Hence, we only examined the perfor-
mance of HURT on NH data and compared to the HLCC 
which was used in several Victorian health services. The 
model has not been subject to external validation and 
may not work well in non- tertiary (hospital) sites. Further 
work will involve multiple phases. The first phase will be 
to evaluate HURT within a live production system, both 
in terms of classification performance (eg, sensitivity) 
and operationally (cost savings, cohort selection). The 
second phase will draw on the first to improve the HURT 
as it is a part of a broader system that will be evaluated 
and optimised. Patient cohorts will be examined for FP/
FN to determine any striking features that can be used or 
enhanced to improve ML identification of patients that 
will have unplanned admissions. Finally, the aim is to use 
general practice, pharmacy and pathology data, patient 
survey data and sensor in the home to better predict 
patients likely to readmit. These data were not included 
in the current approach because it is not available to the 
Victoria Department of Health.

CONCLUSIONS
We developed the HURT based on the XGBoost ML 
algorithm. We also created novel features from hospital Ta
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medical and administrative data called Cascading 
Chronic Conditions. The HURT algorithm was compared 
to the Victorian Department of Health HLCC scoring 
method for identifying patients at risk. The HURT model 
was found to have AUROC of 84%, sensitivity of 57% and 
specificity with 90%, 14%, 9% and 2% better than the 
HLCC, respectively. Future research will use pathology 
and pharmacy data with the aim of improving model 
performance.

Twitter Rebecca Jessup @Jessuprl
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ABSTRACT
Background Modern patient electronic health records 
form a core part of primary care; they contain both 
clinical codes and free text entered by the clinician. 
Natural language processing (NLP) could be employed to 
generate these records through ‘listening’ to a consultation 
conversation.
Objectives This study develops and assesses several text 
classifiers for identifying clinical codes for primary care 
consultations based on the doctor–patient conversation. 
We evaluate the possibility of training classifiers using 
medical code descriptions, and the benefits of processing 
transcribed speech from patients as well as doctors. The 
study also highlights steps for improving future classifiers.
Methods Using verbatim transcripts of 239 primary care 
consultation conversations (the ‘One in a Million’ dataset) 
and novel additional datasets for distant supervision, 
we trained NLP classifiers (naïve Bayes, support 
vector machine, nearest centroid, a conventional BERT 
classifier and few- shot BERT approaches) to identify the 
International Classification of Primary Care- 2 clinical codes 
associated with each consultation.
Results Of all models tested, a fine- tuned BERT classifier 
was the best performer. Distant supervision improved the 
model’s performance (F1 score over 16 classes) from 0.45 
with conventional supervision with 191 labelled transcripts 
to 0.51. Incorporating patients’ speech in addition 
to clinician’s speech increased the BERT classifier’s 
performance from 0.45 to 0.55 F1 (p=0.01, paired 
bootstrap test).
Conclusions Our findings demonstrate that NLP 
classifiers can be trained to identify clinical area(s) being 
discussed in a primary care consultation from audio 
transcriptions; this could represent an important step 
towards a smart digital assistant in the consultation room.

INTRODUCTION
Technology is becoming increasingly perva-
sive in primary care1 and a significant propor-
tion of a clinician’s day is spent interacting 
with the patient electronic health record 
(EHR). EHRs are a form of ‘handover’, either 
to another health professional, or to the same 
clinician when they meet the patient again; 
the records also provide key evidence in legal 
cases and are used for performance targets 
(such as the UK National Health Service 
Quality and Outcomes Framework) and 

billing (in the USA). EHRs incorporate free 
text and clinical codes such as SNOMED- CT, 
ICD (International Classification of Diseases) 
or Read codes. Historically, EHRs have been 
for clinicians only, but incoming UK legisla-
tion will open these records to be viewed by 
patients as well. For all these reasons, it is vital 
that clinical notes and their associated codes 
are accurate and complete.

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Natural language processing (NLP) has the potential 
to revolutionise clinical specialties that rely on free 
text such as primary care which extensively uses 
electronic health records.

 ⇒ Existing NLP tools are focused on classifying free 
text created by health professionals or generating 
free text from predefined clinical data.

 ⇒ The creation of a tool to classify a clinical consul-
tation based on the conversation that occurs in it 
could have a significant positive effect on clinician 
workload and could form part of the tools used in an 
‘augmented consultation’.

WHAT THIS STUDY ADDS
 ⇒ This study is the first to analyse and classify primary 
care consultations from the conversations that took 
place between doctors and patients.

 ⇒ This study develops and assesses the efficacy of 
several NLP classifiers, including recent pretrained 
deep neural networks, for classifying verbatim 
medical conversation transcripts, which use very 
different language to clinical notes, and for which 
extremely limited training data are available.

 ⇒ This study identifies limitations of the existing 
healthcare datasets and tools containing prima-
ry care free text and makes recommendations for 
further avenues of research and appropriate data 
sources.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ This study highlights the importance of build-
ing datasets of clinical conversations and other 
healthcare- based natural language sources for use 
in clinical research.

 ⇒ This study suggests several further research topics 
combining the fields of clinical primary care and 
machine learning.

http://bmjopen.bmj.com/
http://orcid.org/0000-0001-5920-484X
http://dx.doi.org/10.1136/bmjhci-2022-100659
http://dx.doi.org/10.1136/bmjhci-2022-100659
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Modern EHR systems used in UK primary care (such as 
EMIS, SystmOne and Vision) can also direct clinicians to 
clinically relevant local or national guidelines if the clini-
cian enters an appropriate clinical code. However, clinical 
codes are often associated with the diagnosis rather than 
the presenting complaint so may only be entered at the 
conclusion of the consultation or even after the patient has 
left. Writing EHR notes or entering clinical codes during 
a consultation can be disruptive as the clinician has to 
focus on data capture rather than the patient.2 3 Motivated 
by this, we investigated the first steps towards a natural 
language processing (NLP)4 application that can ‘listen’ 
to a conversation between general practitioner (GP) and 
patient and automatically recommend clinical codes.

NLP has previously been applied to healthcare in a 
wide range of applications; for example, to process and 
analyse patient feedback,5 identify risk factors,6 symp-
toms and treatments,7 or suspected disease8 from clinical 
notes, or even to generate notes automatically from struc-
tured hospital data.9 The technology to transcribe speech 
to text already exists in tools such as ‘ Otter. ai’,10 which 
could enable text processing of clinical conversations. 
However, the systematic evaluation of the use of NLP 
for interpreting conversations between clinicians and 
patients is lacking.11–14

We treated the task of assigning clinical codes to tran-
scripts as text classification, which can be addressed 
using supervised learning. However, training data are in 
short supply, and recent NLP approaches based on deep 
learning are data hungry. This research assessed a series 
of text classifiers trained with small datasets to identify 
clinical codes associated with real- life GP–patient consul-
tations. Our objectives were to evaluate: (1) the perfor-
mance of different kinds of text classifiers; (2) the effect 
of training classifiers using existing medical code descrip-
tions rather than example consultations; (3) the contri-
bution of patients’ speech to correct classifications in 
addition to the clinician’s speech and (4) opportunities 
for improving the classifiers in future.

METHODS
Data sources
‘One in a Million’ dataset
The ‘One in a Million’ (OIAM) dataset15 contains 300 
video and audio recordings and verbatim transcripts of 
real clinical consultations conducted in 12 GP practices 
around Bristol in English with adult patients with permis-
sion in place for reuse. These consultations are associated 
with one or more International Classification of Primary 
Care (ICPC- 2) clinical problem codes assigned by human 
coders. Both anonymised transcripts and ICPC- 2 codes 
were available for 239 consultations.16 A fictional but 
representative part of a consultation transcript is shown 
in online supplemental appendix A.

ICPC-2: ICPC-2 code descriptions
This is a primary care focused set of approximately 
1300 low- level codes related to clinical problems that 

are grouped into 17 high level chapters or codes asso-
ciated with clinical problem areas such as ‘urinary’ or 
‘circulatory’.17 The ICPC- 2e- V.7.0 comma separate values 
file18 was used to create a data dictionary of high- level 
codes associated with relevant words for that group of 
conditions.

National Institute for Health and Care Clinical Knowledge 
Summaries
We created a National Institute for Health and Care Clin-
ical Knowledge Summaries (NICE CKS) ‘Health Topics’ 
dataset using the ‘Web  Scraper. io’ Google Chrome exten-
sion on 29 July 2021 from the publicly available web 
resource covering over 370 clinical topics.19 For each 
health topic, we considered text from sections: ‘Causes’, 
‘Definition’, ‘Diagnosis’, ‘Clinical features’, ‘History’, 
‘Presentation’, ‘Signs and symptoms’ and ‘When to 
suspect’. The clinical author mapped each NICE CKS 
topic to one or more ICPC- 2 codes (see online supple-
mental appendix B: ICPC- 2 codes and consultations). 
Then, for each ICPC- 2 code, all the related CKS health 
topics were concatenated into a single document corre-
sponding to that ICPC- 2 code. While the ICPC- 2 descrip-
tions contain lists of relevant keywords, CKS health topics 
contain complete sentences that may convey additional 
information such as descriptions of symptoms.

Training the NLP classifiers
We initially used the OIAM dataset to train and test a 
series of classifiers using standard supervised learning 
(objective (1)). We held out a stratified sample of 20% 
(48 transcripts) of OIAM as a test set, using the remainder 
(191 transcripts) for training. Hyperparameter tuning was 
performed using fivefold cross- validation on the training 
split (see online supplemental appendix D).

Supervised learning requires a training dataset 
containing sufficiently representative examples for each 
class label, yet our training set contains only a small 
number of example consultations per code. We, there-
fore, introduced a second approach, ‘distant supervi-
sion’, that used the ICPC- 2 code descriptions and NICE 
CKS datasets as training examples and tested the classi-
fiers on the OIAM dataset (objective 2). We also tested 
excluding the ‘A: General’ classification as it includes a 
wide spectrum of clinical conditions from ‘pain general/
multiple sites’ to ‘viral disease other’, and thus assigning 
the code was unlikely to aid GPs and may confuse the 
classifiers. Finally, we analysed distant supervision perfor-
mance considering only the GP’s half of the conversation 
to determine whether transcribing patient’s speech is 
beneficial (objective 3).

To assess classifier performance, we used the macroav-
erage precision (equivalent to positive predicted value; 
the fraction of labels assigned by the classifier that were 
correct), recall (also called ‘sensitivity’; the fraction of 
true labels predicted by the classifier) and F1 score (the 
harmonic mean of precision and recall).

https://dx.doi.org/10.1136/bmjhci-2022-100659
https://dx.doi.org/10.1136/bmjhci-2022-100659
https://dx.doi.org/10.1136/bmjhci-2022-100659
https://dx.doi.org/10.1136/bmjhci-2022-100659
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As a baseline, we assigned labels at random, allowing 
multiple labels per transcript. We tested shallow, data- 
efficient classifiers: naïve Bayes (NB), as a linear classifier; 
support vector machine (SVM) with RBF kernel, a non- 
linear classifier that performs well with high dimensional 
feature vectors, such as those used to represent text (see 
below); and nearest centroid with Euclidean distance as 
a lightweight clustering- based classifier. While there are 
many other alternatives, the chosen methods represent 
broad types of classifier and allowed us to determine the 
suitability of classifiers with increasing complexity (part 
of objective (1)). The NB and SVM classifiers were run in 
‘multilabel’ and ‘multiclass’ classification modes:

 ► Multilabel: for each possible ICPC- 2 code, we train 
a binary classifier to assign either ‘yes’ or ‘no’ per 
consultation, so that more than one code can be 
assigned to the consultation.

 ► Multiclass: we train one classifier to assign the single 
most likely ICPC- 2 code to the consultation. In 
training, we select the first code for each consultation, 
with codes sorted alphabetically.

In both modes, classifiers were evaluated on the 
complete test dataset using the same metrics. For consul-
tations with more than one ICPC- 2 code, the correct set 
of labels must be predicted to achieve perfect recall. As 
there are 110 consultations with more than one label, this 
puts a ceiling on the recall of the multiclass approach. 
However, the training data are more balanced, which 
may lead to better recall than the multilabel setup, where 
the training data for each binary classifier contains only 
a small minority of positive examples. Precision could 
also be higher as the multiclass mode directly compares 
classes that are easy to confuse.

For the shallow classifiers, we removed stopwords 
from the consultation transcripts before processing 
them. Considering the choice of stopwords as part of 
objective (1), we tested 3 sets: 318 ‘English’ stopwords 
(from sklearn’s default ENGLISH_STOP_WORDS); 203 
‘medical’ stopwords20 and 61 ‘custom’ stopwords (see 
online supplemental appendix C: custom stopword dictio-
nary). We encoded each transcript, ICPC- 2 code descrip-
tion and CKS health topic as a feature vector containing 
the counts of the 5000 most frequent unigrams (indi-
vidual words) and bigrams (consecutive pairs of words).

We also trialled recent deep learning classifiers that 
leverage a pretrained transformer, PubMedBERT,21 a 
variant of BERT22 that was pretrained on biomedical 
text (objective (1)). PubMedBERT encodes text into 
dense vector representations that take word order into 
account and include medical terms not present in our 
training examples. We tested a ‘conventional BERT’ clas-
sifier, in which we fine- tuned a classification head on top 
of PubMedBERT (multiclass mode). For distant super-
vision, we compared this to two BERT setups designed 
for training with very few examples: using next sentence 
prediction (NSP) to compare the text to a prompt 
containing the name of each class (multilabel mode); and 
using masked language modelling (MLM) to predict the 

category name by filling in the blank word in a prompt 
(multiclass)23 ; both used ‘this is a problem of ___’ as a 
prompt. We hypothesised that the BERT approaches 
would outperform shallow classifiers thanks to their 
pretrained language representations, and that MLM 
would perform best as it reuses the pretraining task, so 
does not need to learn new classifier layers from scratch. 
Since BERT has a length limit of 512 tokens, transcripts 
and CKS topics were broken into multiple documents 
consisting of complete sentences. For training, all chunks 
were assigned the corresponding ICPC- 2 training label. 
For prediction, we took the union of labels predicted for 
each of the chunks.

RESULTS
The consultation and patient demographics for the OIAM 
dataset are given in table 1, and the number of transcripts 
with multiple labels is shown in figure 1.

Objective (1): types of NLP classifiers
Table 2 shows the results for classifiers trained on OIAM 
transcript texts, with best performances highlighted 
in bold. As the held- out test set is small, we include the 
results of fivefold cross- validation over the larger training 
set. Nearest centroid is the best shallow classifier. Multi-
class NB clearly outperforms SVM, while BERT provides 
substantial improvements all round. Compared with 
multilabel mode, multiclass classifiers have higher preci-
sion. However, recall and F1 are lower for multiclass SVM, 
while they are higher for multiclass NB, despite being 
unable to assign multiple codes to a single transcript. The 
baseline slightly outperforms multilabel NB on the test 
set and is competitive with some other shallow methods.

A comparison of F1 scores with different stopwords is 
shown in table 3, with the best choice for each classifier in 
bold, corresponding to the results in Table 2. Removing 
English or medical stopwords is helpful, while removing 
the words in all three stopword lists is most effective.

Objective (2): distant supervision
Table 4 compares F1 scores for different stopword lists 
with distant supervision. With CKS, the combined list 
is again most effective, but medical stopword removal 
is detrimental with ICPC- 2 descriptions. Since ICPC- 2 
descriptions contain keywords rather than prose, any 
medical stopwords included by the authors of the descrip-
tions may be part of informative key phrases that should 
not be removed.

Table 5 compares performance on the OIAM training 
set using distant supervision with the ICPC- 2 code descrip-
tions and NICE CKS topics. NB performs best with ICPC- 2 
supervision, in this case outperforming nearest centroid. 
BERT does not match the performance of NB multiclass 
on this small training set and conventional BERT fails 
to learn at all. BERT variants perform better with CKS 
than ICPC- 2 as PubMedBERT was pretrained to process 
prose, rather than keywords. Combining both distant 

https://dx.doi.org/10.1136/bmjhci-2022-100659
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supervision sources does not improve performance for 
any of the methods (table 6).

Table 2 also shows that removing the option of assigning 
class A causes a collapse in performance with BERT NSP 
and MLM with ICPC- 2 descriptions, and nearest centroid 
with either supervision source, while NB is improved 
slightly.

Table 2 shows test set performance with the most 
successful distant supervision source for each classifier. In 
comparison with standard supervision, the performance 
improves substantially for most classifiers, validating the 
use of external sources for distant supervision.

The NB model allows direct interpretation of the 
important features for classification. The wordclouds in 
figure 2 show the unigrams and bigrams for each class, 
weighted by the probability of the class given the feature, 
as learnt by NB (multiclass) from ICPC- 2 descriptions. 
The informative features correspond well with medical 
terms in each category, but we do not see colloquial terms 
that may be used in conversation, or expressions longer 
than two tokens. Therefore, classifiers may benefit from 
augmenting ICPC- 2 descriptions with alternative terms 
and phrases (objective 4, future improvements).

Objective (3): contribution of patient speech transcripts
Table 6 shows that using only the GP’s part of the tran-
script reduces performance of most classifiers, indi-
cating that patients provide useful information that is 
not contained in the GP’s speech. The CIs only indicate 
strong evidence of a performance difference for BERT 
conventional, hence the finding may require investiga-
tion with a larger dataset.

DISCUSSION
We evaluated a range of text classifiers, achieving the 
highest F1 score on the test set of 0.51 for conventional 

Table 1 Details of the OIAM dataset used in this work, with 
patient information for the complete dataset

ICPC- 2 code
No of 
transcripts %

A: General 14 5.9

B: Blood, blood forming 8 3.3

D: Digestive 44 18.4

F: Eye 5 2.1

H: Ear 11 4.6

K: Circulatory 32 13.4

L: Musculoskeletal 65 27.2

N: Neurological 20 8.4

P: Psychological 50 20.9

R: Respiratory 37 15.5

S: Skin 32 13.4

T: Metabolic, endocrine, nutritional 24 10.0

U: Urinary 18 7.5

W: Pregnancy, family planning 11 4.6

X: Female genital 14 5.9

Y: Male genital 7 2.9

Total ICPC- 2 code labels 392 164

Total unique consultations 239 100

No of ICPC- 2 codes assigned to a 
consultation (see figure 1)

  0 2 1

  1 128 53

  2 62 26

  3 40 17

  4+ 8 3

Duration (minutes)

  <5 13 5.4

  5–10 79 33.1

  10–15 82 34.3

  15–20 52 21.8

  20–35 13 5.4

Dataset statistics below are for the 
original patient sample of N=334.16 
This information was not available to 
compute for the N=239 subset in our 
experiments

No of 
patients

%

Sex

  Female 212 63.5

  Male 122 36.5

Age

  18–34 91 27.2

  35–54 94 28.1

  55–74 99 29.6

  ≥75 36 10.8

  Not reported 14 4.2

Continued

ICPC- 2 code
No of 
transcripts %

Ethnic group

  White 291 87.1

  Other 43 12.9

IMD (Indices of Multiple Deprivation) 
quintile

  1st (least deprived) 106 31.7

  2nd 54 16.2

  3rd 35 10.5

  4th 53 15.9

  5th (most deprived) 84 25.1

  Data unavailable 2 0.6

ICPC- 2, International Classification of Primary Care- 2; OIAM, One 
in a Million.

Table 1 Continued
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BERT, with recall at 56% and precision at 55%, substan-
tially better than n- gram- based classifiers (objective 1). 
This classifier was trained on medical code descriptions, 
which outperformed standard supervision with a training 
set of 191 transcripts (those with no missing data such 
as codes, transcripts or notes) with F1=0.45 (objective 
2). When patients’ speech transcripts were excluded, the 
performance also dropped from F1=0.55 to 0.45 showing 
that is beneficial to capture the complete conversation 
(objective 3). Below, we identify specific ways to further 
improve the classifiers (objective 4).

More work is required to determine whether classi-
fiers with this level of performance could usefully assist 
clinicians. Our scores are at the lower end of results for 
comparable multiclass text categorisation tasks,24 which 
achieved between 53% and 86% average accuracy using 
a RoBERTa classifier with 100 training examples, and 
substantially lower than BERT for intent classification on 
dialogue benchmarks,25 which achieves almost 93% accu-
racy with 10 training examples. Future work could, there-
fore, draw on these related tasks to identify improvements 
to the classifiers.

NB was competitive with BERT suggesting that 
unigrams and bigrams provide strong signals about 
health topics, and that datasets on the scale of OIAM may 
be insufficient to make full use of deep models. Against 
our expectations, conventional BERT was marginally the 
strongest, outperforming BERT MLM on the test set. 
The BERT models are costly to run (several hours GPU 
training for all BERT variants vs a few seconds with NB; 
testing takes in around 100 times longer), although this 

may not be an issue if training is performed only once 
before deploying the model. Future work could investi-
gate replacing PubMedBERT with other domain- specific 
pretrained models (such as BioBERT26 and Clinical-
BERT27). Extremely large language models (LLMs) may 
also offer improved few- shot learning, although extensive 
prompt engineering is required and computational costs 
are huge. These LLMs could potentially generate expla-
nations of their decisions that could bring relevant parts 
of the conversation to a doctor’s attention.

The multilabel classifiers did less well than the multi-
class classifiers, possibly because their training data was 
highly imbalanced (harming recall) or because multiple 
labels were assigned in cases where only one of the labels 
should have been chosen (hurting precision). However, 
given the complexity and breadth of primary care consul-
tations, any effective classifier would need to be able to 
suggest multiple medical areas, so multilabel methods 
must be a focus for future research.

Given the low numbers of examples of some codes 
(eg, only five consultations were coded as ‘F: eye’), over-
fitting was an issue for supervised learning, with higher 
performance on the training set than the validation and 
test sets. Distant supervision with the NICE CKS Health 
Topics and ICPC- 2 Code descriptions demonstrated clear 
improvements. The key phrases in the ICPC- 2 descrip-
tions are a natural fit for NB: these features are individ-
ually informative, which allows linear models such as NB 
to perform well. The imperfect mapping between CKS 
topics and ICPC- 2 codes may reduce the performance of 
NB on CKS topics. Improving the mapping would require 

Figure 1 Distribution of consultations with multiple labels.
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costly manual editing of the scraped CKS health topics, as 
some CKS topics lack a one- to- one mapping to an ICPC- 2 
code. Still, CKS topics produce competitive perfor-
mance with BERT, which was pretrained with complete 
sentences, suggesting that the health topics do include 
useful training signals. Future work could, therefore, 
investigate ensembles that stack28 models trained with 
different sources of data.

To identify common classifier mistakes, the clinician 
on the research team reviewed individual consultation 
transcripts and their human and predicted codes and 
noted several distinct types of errors. First, shallow clas-
sifiers demonstrated simple linguistic errors such as 
misunderstanding idioms. In one consultation, the GP 
repeatedly mentioned ‘keeping an eye on it’ and the 
NB classifier incorrectly coded it as an ophthalmology- 
related consultation; BERT overcame this by avoiding 
reliance on isolated words as features.29 Second, perusing 
specific consultations where the NLP classifier appeared 
to get the coding significantly wrong highlighted errors 
by the original human labelling team. Third, the ‘A: 
General’ category was often selected erroneously, as the 
class is non- specific (precision=0.154 for NB multiclass, 
trained on ICPC- 2 descriptions), although excluding 
this class often hurt performance. Finally, there were 
examples where a lack of clinical knowledge caused 
errors such as the NLP classifier assuming that a consul-
tation discussing someone’s wrist was a musculoskel-
etal rather than a neurological issue (such as in carpal 
tunnel syndrome).

Many of these specific types of error relate to limita-
tions of the dataset: its scale, labelling quality and label-
ling scheme; we consider its small size to be the most 
significant issue. When scaling up the dataset, further 
limitations to address include the dataset being only in 
English and all the consultations taking place in one part 
of the UK. The current areas where clinical machine 
learning is excelling are radiology and pathology due 
to their large and accessible (anonymised) datasets, and 
the creation of a large, anonymised, free text dataset 
related to primary care would be hugely valuable for 
research. The COVID- 19 pandemic accelerated the use 
of online consultations producing potential sources of 
patient- entered free text (eg, AskMyGP30) and recorded 
audio/video consultations for examination (eg, by Four-
teenFish31). We advocate for routinely incorporating 
consent to use digitally recorded clinical consultations for 
research and providing robust anonymisation of them, so 
that researchers can conduct valuable and translational 
research in this area.

Further directions for future research include 
processing the consultations in ‘real- time’ and assigning 
them to the more fine- grained NICE CKS health topics 
rather than ICPC- 2 codes, which would allow the system 
to link a doctor automatically to the corresponding health 
topic guidelines. Performance may also be improved by 
combining text with other data from electronic medical 
records.Ta

b
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CONCLUSION
This paper offers a promising avenue of research using 
NLP to extract information from the conversation 
between a patient and their doctor in a primary care 
consultation and demonstrates a successful collaboration 
between clinical and computing disciplines. Previous 
projects using NLP in a clinical setting have focused on 
classifying free text created by health professionals (such 
as radiology reports) or generating free text from codes 
and defined data (such as investigation results). To our 
knowledge, this is the first time that the original conver-
sation between a doctor and their patient has been anal-
ysed using NLP. Our comparison of text classifiers showed 
modest gains from deep learning approaches, that the 

models can be trained using health topics scraped from 
web pages, and that patients’ speech contains valuable 
signals for assigning medical codes. We identified poten-
tial improvements, including adding colloquial vocabu-
lary to health topic descriptions, increasing the dataset 
size and domain- specific pretraining of language models. 
Our ultimate goal would be to provide a smart digital 
assistant that can create effective consultation notes and 
suggest questions or guidelines to the clinician32; this is 
likely to require significant advances both in NLP and 
in our understanding of what makes good clinical notes. 
While this goal is still a long way off, our work represents 
one small step towards that reality.

Table 6 F1 scores when patients’ transcribed speech is excluded

Model Including GP and patient speech Only GP speech

Naïve Bayes (multilabel) ICPC- 2 0.323 (0.268, 0.362) 0.372 (0.3, 0.417)

Naïve Bayes (multiclass) ICPC- 2 0.512 (0.462, 0.549) 0.484 (0.429, 0.521)

Nearest centroid ICPC- 2 0.444 (0.384, 0.489) 0.425 (0.361, 0.47)

BERT conventional, CKS 0.550 (0.494, 0.593) 0.445 (0.384, 0.465)

BERT NSP, CKS 0.462 (0.424, 0.488) 0.436 (0.398, 0.464)

BERT MLM, CKS 0.567 (0.512, 0.604) 0.500 (0.434, 0.539)

The classifiers were trained using their most effective distant supervision source and evaluated on the OIAM training set (repurposed as a 
validation set). Bold indicates best performance in a comparison between including and excluding patients’ speech with the same classifier.
CKS, Clinical Knowledge Summaries; GP, general practitioner; ICPC- 2, International Classification of Primary Care- 2; MLM, masked language 
modelling; NSP, next sentence prediction; OIAM, One in a Million.

Figure 2 Wordclouds for each ICPC- 2 category, with unigrams and bigrams weighted by the probability of the class label 
given the feature. ICPC- 2, International Classification of Primary Care.
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