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Abstract
Speech recognition software can increase the frequency of errors in radiology reports, which may affect 
patient care. We retrieved 213,977 speech recognition software–generated reports from 147 different 
radiologists and proofread them for errors. Errors were classified as “material” if they were believed to 
alter interpretation of the report. “Immaterial” errors were subclassified as intrusion/omission or spelling 
errors. The proportion of errors and error type were compared among individual radiologists, imaging 
subspecialty, and time periods. In all, 20,759 reports (9.7%) contained errors, of which 3992 (1.9%) were 
material errors. Among immaterial errors, spelling errors were more common than intrusion/omission 
errors (p < .001). Proportion of errors and fraction of material errors varied significantly among radiologists 
and between imaging subspecialties (p < .001). Errors were more common in cross-sectional reports, reports 
reinterpreting results of outside examinations, and procedural studies (all p < .001). Error rate decreased 
over time (p < .001), which suggests that a quality control program with regular feedback may reduce errors.
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Introduction

Although there are many ways for radiologists to provide the results of an imaging examination to 
referring clinicians, the signed written report remains the primary and often sole means of com-
munication.1,2 In many radiology practices, transcribed dictation by a professional transcriptionist 
has been replaced by real-time speech recognition and self-editing of reports. In general, speech 
recognition software (SRS) greatly improves turnaround times for reports compared with remote 
transcription and allows for more immediate control over report editing than traditional paper 
markup or asynchronous transcription modification.3–6 However, this often leaves the radiologist 
as the sole author and editor of the final text that is placed in the radiology information system or 
electronic medical record.

Most currently available commercial SRS products rely on nearest match for each word tran-
scribed and do not check for logical relevance or perform natural language processing for real-time 
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recognition and transcription of dictation. Self-editing can be prone to typographic or other errors 
that may not be noticed by the radiologist. Consequently, persistent undetected report errors that 
could impede understanding or lead to erroneous conclusions are much more common than seen 
with expert transcription by a trained professional with excellent typing skills and an understand-
ing of medical language and context. In addition to errors in radiologic diagnosis, simple errors in 
syntax and grammar that occur during report transcription can have dire consequences for which 
the signing radiologist is liable.7 Communication errors are extremely common and one of the top 
reasons radiologists are sued for medical malpractice.8 Self-editing errors by a radiologist repre-
sent a mitigable threat to appropriate patient care.

The primary reason for the emergence of errors in syntax and semantics in radiology reports 
is the relatively recent application of SRS and consequent assimilation of transcription duties 
by the radiologist.4,6,9 Examples of such errors fall into several categories: (1) omission of 
appropriate words/phrases, which includes deletions and missing words; (2) intrusion of incor-
rect words/phrases, which includes interjection, incorrect words, wrong word substitution, 
insertions, or right–left substitutions; and (3) spelling errors, which includes word truncation, 
most likely due to the manual editing of text by a radiologist through typing errors or inaccu-
rate selection of text to be removed or edited. Additional errors that do not necessarily fit into 
the above categories include incorrect dates, image/series numbering errors, measurement 
scale errors (e.g., cm vs. mm), template errors, and punctuation errors.10 Different combina-
tions of these error types may lead to nonsense phrases with variable effects on interpretation 
and comprehension of the final report. Some omissions or intrusions (particularly the word 
“no” in various contexts) and word substitutions (such as “new” rather than “no”) can poten-
tially affect patient care.1

At our institution, a portion of all the signed radiology reports generated with SRS are regularly 
audited by transcriptionists and assessed for syntactic and semantic errors. Any potential errors 
comprising apparently illogical or inappropriate words/phrases, misspellings, or other errors dis-
covered by the transcriptionist trigger a notification of the staff radiologist with an opportunity to 
correct the report and notify the referring service. We reviewed the data from these audits to inves-
tigate any possible patterns that could help us improve our report quality in the future. Specifically, 
we investigated four hypotheses, on the basis of our clinical experience: (1) error rate and type vary 
by radiologist; (2) error rate and type vary by type of imaging examination—we expect more com-
plicated and longer reports, such as cross-sectional (CS) imaging or procedural reports, to contain 
more errors than shorter plain radiography (CR) reports; (3) the implementation of a quality con-
trol program with regular feedback should decrease errors over time; and (4) a Dictaphone hard-
ware upgrade should decrease error rates.

Methods

Our institutional review board approved the study protocol. Informed consent was waived because 
of the retrospective nature of the study and deidentification of the patients and radiologists involved 
in the analysis. As part of our department’s radiology report quality assurance, an in-house tran-
scriptionist reads every single report dictated using an SRS dictation system (PowerScribe; Nuance 
Communications, Inc) 2 days per month for every staff radiologist and evaluates these reports for 
potential errors. If the percentage of reports containing at least one error exceeds 3 percent on either 
day for a particular radiologist, then all of their reports are similarly scrutinized every subsequent 
day until their error rate drops below 3 percent. All radiologists with error rates below 3 percent 
continue to have all their reports audited, on average, 2 days per month. A total of 13 trained medi-
cal transcriptionists with experience ranging from 1 to 23 years participated.
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Errors are categorized as “material” or “immaterial.” Material errors are believed by the tran-
scriptionist to potentially alter interpretation of the radiology report. Material errors trigger an 
email notification of the staff radiologist to allow him or her to correct or revise the report and 
notify the referring service. Immaterial errors are further subcategorized as spelling mistakes or 
intrusion/omission errors. Reports with multiple errors are only counted once and are classified by 
the most egregious error type (material > intrusion/omission > spelling). Incorrect date, incorrect 
measurement, and left–right substitution are all classified as material errors. Punctuation errors are 
ignored. Errors in radiologic interpretation were not included in this study. The use of macros or 
standard templates was not recorded.

In addition to type of error and radiology staff member, the date of the report and imaging 
subspecialty of the examination (ISE) were captured. Imaging methods included computed 
tomography (CT), magnetic resonance imaging (MRI), plain radiography (CR), nuclear medicine 
(NM), neuroradiology (NR), and ultrasonography (US). Specific ISEs recorded were “CT Body” 
(computed tomography of the chest, abdomen, pelvis, or extremities), “CT Neuro” (computed 
tomography of the head, neck, or spine), “CR,” “MR Body” (magnetic resonance imaging of the 
chest, abdomen, pelvis, or extremities), “MR Neuro” (magnetic resonance imaging of the head, 
neck, or spine), “NM,” “NR” (NR procedures such as lumbar puncture and myelography), “US,” 
“V&I” (vascular or interventional procedures), and “OS” (reinterpretation of any radiology study 
from another/outside institution of any body part or modality). For analysis purposes, several 
groups of ISEs were created, including a cross-sectional (CS) imaging group (CT Body, CT 
Neuro, MR Body, MR Neuro, and US), a procedural group (V&I and NR), and a diagnostic group 
(CT Body, CT Neuro, CR, MR Body, MR Neuro, US, and NM).

We retrospectively retrieved all reports generated by SRS and signed by 147 different radiolo-
gists from 3 January 2011 through 16 April 2014. Mammography reports were excluded because 
only a small fraction of these examinations are interpreted and reported using SRS at our institu-
tion. Similarly, many of our CR examinations and procedures are transcribed without SRS, either 
by immediate direct transcription in the room, or asynchronously through a digital dictation and 
remote transcription system. The main reason for the use of direct transcription over SRS with CR 
examinations is that direct transcription generates a finalized report faster, and CR results are often 
emergently required. Therefore, the number of CR reports completed with SRS is far less than the 
total number of these types of examinations reported at our institution. Radiologists were grouped 
into four categories on the basis of their total error percentage quartiles over the entire time period: 
group 1 (<5.5% total errors), group 2 (5.5%–7.9% total errors), group 3 (8.0%–10.5% total errors), 
and group 4 (>10.5% total errors).

Reports were divided into four time periods of exactly 300 days to analyze trends over time: 3 
January to 29 October 2011, 30 October 2011 to 24 August 2012, 25 August 2012 to 20 June 2013, 
and 21 June 2013 to 16 April 2014. A total of 36 radiologists were excluded from the time analysis 
portion only because of an insufficient number of reports (<100) reviewed by transcription as part 
of the quality control project in any of the time periods to mitigate confounding of time-based 
trends by individual radiologists.

Our department updated the dictation microphones from the PowerMic I to PowerMic II 
Dictaphone (Nuance Communications, Inc) during August and September 2013. To test for differ-
ences in error rate as a result of this hardware modification, we also compared reports created in 
the 6 months immediately before (1 February through 31 July 2013) and immediately after (1 
October 2013 through 31 March 2014) the upgrade.

Descriptive categorical data are presented using counts and percentages. Contingency (χ2) analysis 
and multiple logistic regression were used as appropriate for comparing nominal data, with calcula-
tion of odds ratios (ORs) and 95 percent confidence intervals (CIs). p values <.05 were considered 
statistically significant. Analyses were performed using JMP version 9.0.3 (SAS Institute, Inc).
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Results

Errors by radiologist
A total of 213,977 reports were retrieved. Among these, 20,759 (9.7%) had errors, including 3992 
(1.9%) with material errors. The mean (standard deviation (SD)) total error percentage by radiolo-
gist was 8.7 percent (5.0%; range, 0.8%–35.1%), and the percentage differed significantly among 
radiologists (p < .001; Table 1). The mean (SD) percentage of material errors per radiologist (out of 
total errors) was 16.2 percent (7.9%; range, 0.0%–38.7%), which also varied significantly among 
radiologists (p < .001). Among all immaterial errors (n = 16,767; 80.8% of all errors), spelling errors 
(n = 10,151; 60.5%) were more common than intrusion/omission errors (n = 6616; 39.5%; p < .001).

Errors by exam type

When the data were separated by ISE category, the mean (SD) overall error percentage per category was 
11.4 percent (5.2%), material error percentage was 20.8 percent (4.6%) of total errors, and spelling error 
percentage was 63.1 percent (7.1%) of immaterial errors. These error rates also varied significantly by 
ISE (p < .001). The ISEs NR and MR Body had the most errors, and US and CR had the fewest (Table 2).

Percentages of errors for different types of reports are shown in Table 3. Compared with in-
house dictations, reports dictated on outside examinations (OS category) were significantly more 
likely to result in an error (OR, 1.55; 95% CI, 1.48–1.62) or material error (OR, 1.67; 95% CI, 
1.52–1.84; p < .001). CS reports were much more likely to contain an error (OR, 3.72; 95% CI, 
3.51–3.95) than CR reports (p < .001), although material errors were more likely with CR than CS 
reports (OR, 1.18; 95% CI, 1.02–1.36; p = .03). There was no difference in spelling errors between 
CS and CR reports (p = .55). Total errors (OR, 1.91; 95% CI, 1.76–2.07), material errors (OR, 1.69; 
95% CI, 1.43–2.00), and spelling errors (OR, 1.79; 95% CI, 1.47–2.17) all were more common in 
the procedural group than the diagnostic imaging group (all p < .001).

Error type trends
The four groups representing quartiles of radiologists, comprised 38 radiologists in group 1 
(<5.5% total errors), 36 in group 2 (5.5%–7.9% total errors), 37 in group 3 (8.0%–10.5%), and 

Table 1. Percentage of errors per radiologist.

Total errors per radiologist (%) No. (%) of radiologists (N = 147)

0–2.5 3 (2.0)
2.6–5.0 29 (19.7)
5.1–7.5 34 (23.1)
7.6–10.0 38 (25.9)

10.1–12.5 19 (12.9)
12.6–15.0 11 (7.5)
15.1–17.5 6 (4.1)
17.6–20.0 1 (0.7)
20.1–22.5 2 (1.4)
22.6–25.0 2 (1.4)
25.1–27.5 1 (0.7)
27.6–35.0 0 (0)
35.1–37.5 1 (0.7)
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36 in group 4 (>10.5% total errors). With the exception of comparisons between adjacent 
groups 4 and 3 (p = .15) and 2 and 1 (p = .45), all other comparisons between groups demon-
strated significantly increased probability of material error with increasing total error percent-
age (p < .001; Figure 1). The largest difference was between groups 4 and 2 (OR, 1.59; 95% 
CI, 1.42–1.79) and the smallest was between groups 3 and 1 (OR, 1.41; 95% CI, 1.23–1.62). 
There was no association between radiologist group and proportion of spelling errors (p = .12).

Table 2. Errors by ISE category.

ISE Material errorsa 
(n = 3992)

Immaterial errorsb All errors/no. 
of reports (%) 
(N = 20,759)Omission/intrusion 

(n = 6616)
Spelling 
(n = 10,151)

NR 96 92 208 396/2010 (19.7)
MR Body 455 870 1221 2546/14,079 (18.1)
OS 669 836 964 2469/17,924 (13.8)
V&I 100 49 185 334/2506 (13.3)
CT Body 1205 2179 3553 6937/55,094 (12.6)
MR Neuro 438 920 1197 2555/25,303 (10.1)
CT Neuro 316 506 823 1645/17,296 (9.5)
NM 187 295 553 1035/12,162 (8.5)
US 279 492 843 1614/28,925 (5.6)
CR 247 377 604 1228/38,678 (3.2)

ISE: imaging subspecialty of the examination; NR: neuroradiology; MR Body: magnetic resonance imaging of the chest, 
abdomen, pelvis, or extremities; OS: reinterpretation of any radiology study from another/outside institution of any 
body part or modality; V&I: vascular or interventional procedures; CT Body: computed tomography of the chest, 
abdomen, pelvis, or extremities; MR Neuro: magnetic resonance imaging of the head, neck, or spine; CT Neuro: com-
puted tomography of the head, neck, or spine; NM: nuclear medicine; US: ultrasonography; CR: plain radiography.
aMaterial errors are those believed by the transcriptionist to potentially alter interpretation of the radiology report.
b Immaterial errors are those believed not to alter interpretation of the radiology report (i.e. intrusion/omission errors 
or spelling mistakes).

Table 3. Comparison of errors by report type.

Report category Total reports Errors

Alla Immaterialb Materialb

Origin of examination
 In-house 196,053 18,290 (9.3) 14,967 (81.8%) 3323 (18.2%)
 OS 17,924 2469 (13.8) 1800 (72.9%) 669 (27.1%)
Imaging type
 CS 140,697 15,297 (10.9) 12,604 (82.4%) 2693 (17.6%)
 CR 38,678 1228 (3.2) 981 (79.9%) 247 (20.1%)
Study type
 Procedural 4516 730 (16.2) 534 (73.2%) 196 (26.8%)
 Diagnostic 191,537 17,560 (9.2) 14,433 (82.2%) 3127 (17.8%)

OS: reinterpretation of any radiology study from another/outside institution of any body part or modality; CS: 
cross-sectional imaging group (see the “Methods” section); CR: plain radiography.
aNumber (%) of reports with an error.
bNumber (%) of error type per all errors.
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Since all types of errors were more common in the procedural group of reports, and the distribu-
tion of radiologists is known to differ between this group and the diagnostic imaging group, we 
hypothesized that the different radiologist makeup of each group may explain this disparity. Testing 
for associations between radiologist group and ISE group (χ2) as potential covariates not surpris-
ingly uncovered a possible relationship between the procedural reports and higher error rate radi-
ologist group (Table 4; p = .004). To control for this potential confounding, a multiple logistic 
regression model was performed demonstrating that dictating procedural reports remains an inde-
pendent predictor of total error rate (p < .001), with an adjusted OR of 1.27 (95% CI, 1.17–1.38) for 
a procedural report versus a diagnostic report, regardless of radiologist group. All other ISE groups 
and radiologist groups did not covary.

Error rate over time

The overall error rate decreased significantly over time when comparing either of the first 2 time 
periods with any later time period (p < .001). The largest decrease in total error rate occurred 
between the first and third periods (OR, 0.68; 95% CI, 0.65–0.71), with an actual mean (SD) error 
percentage change from 10.1 percent (6.7%) to 7.4 percent (4.3%). The error rate stopped decreas-
ing between the last two time periods, with a significant increase in error rate only among group 4 
radiologists (p = .003; Figure 2). The total error percentage for the 6-month period after upgrade to 
the PowerMic II Dictaphone was 9.0 percent, compared with 8.5 percent before the hardware 
change, which was not significantly different (p = .06).

Discussion

SRS-related error rates reported in the literature vary between 4.8 and 38 percent among finalized 
radiology reports.1,4,10,11 Higher error rates, in general, have been reported in studies that examined 

Figure 1. Percentage of material errors by radiologist error quartile (N = 147). Boxes show the median, 
interquartile range, and range of percentage of material errors out of total errors by radiologist for each 
radiologist group. Radiologist groups with higher total percentage of errors generally also had a higher 
percentage of those errors being material.
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only CS modalities. For example, Pezzullo et al.4 reported a total error rate of 35 percent using SRS 
to interpret spine MRI, and Quint et al.10 reported 22 percent total errors in CT of the head, neck, 
chest, abdomen, and pelvis. However, only a 6 percent error rate was reported by Chang et al.1 
among radiography (“CR group”) reports, compared with a 38 percent error rate in their “non-CR” 
group. A study by McGurk et al.11 that excluded MRI reports found a 4.8 percent error rate. Our 
results examining nearly a quarter-million reports confirm this trend, with a lower error rate of 
3.2 percent for CR, compared with 11.0 percent for CS (OR, 3.72). Chang et al.1 calculated a rela-
tive risk of error in their “non-CR” group of 3.5 compared with CR. Our reported OR converts to 
a relative risk of 3.42 (95% CI, 3.23–3.62), showing excellent agreement with Chang et al.1 despite 
large differences in error rates for each modality group between the two studies. This is good evi-
dence for a real increase in the probability of SRS-related error in CS imaging reports versus CR 
reports (3.4- to 3.5-fold increased risk). This effect may persist even when macros are used.5

There are many reasons for differences in error rate between various studies in the literature, not 
the least of which is heterogeneity of particular software vendors, versions, and equipment.12 Our 
errors may be at the low end of the spectrum because of a strict quality control policy in place. There 
is evidence for this in the time-dependent decrease in error rate since the transcriptionist-auditing 

Table 4. Errors by radiologist group: procedural versus diagnostic study type.

Study type Errors by radiologist groupa,b

 Group 1 (n = 1732) Group 2 (n = 2596) Group 3 (n = 4492) Group 4 (n = 9470)

Procedural (n = 730) 11/147 (7.5) 69/854 (8.1) 64/554 (11.6) 586/2961 (19.8)
Diagnostic (n = 17,560) 1721/47,710 (3.6) 2527/39,166 (6.5) 4428/50,206 (8.8) 8884/54,455 (16.3)

aValues are all errors/number of reports (%).
b Group 1 (<5.5% total errors), group 2 (5.5%–7.9% total errors), group 3 (8.0%–10.5% total errors), and group 4 
(>10.5% total errors).

Figure 2. Box plot of total errors by time period (n = 111). Boxes show the median, interquartile 
range, and range of error rates for each time period. Lines show overall mean values and mean values 
of radiologists in the first and fourth error groups. The time-dependent variability is greater among 
radiologists with the most overall errors (group 4).
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program began essentially at the beginning of our study period (Figure 2), with the notable excep-
tion that we do not have data predating the quality control program to compare. Of interest, the 
decrease did not continue throughout, suggesting that there may be a lower limit to the error rate 
achievable at a large institution. The significant variation in error rate among radiologists may play 
a role. The group 4 radiologists (with the highest and most variable error rates) actually had increased 
total error rates in the last time period (Figure 2), which suggests that routine feedback regarding 
errors does not affect every radiologist in the same way, at least over time. Another possibility may 
be degradation of speech recognition for some radiologist voice models over time, or perhaps aging 
hardware/microphones in some areas frequented by these radiologists. Radiologist-dependent vari-
ability in error rate has been documented by others, as well,1 ranging from 0 to 100 percent.10

Despite the increased probability of error in CS compared with CR studies, a greater proportion 
of material errors were present among the CR reports. Similarly, Rana et al.5 found a greater inci-
dence of “major errors” among their CR reports compared with CS, despite greater total errors in 
the CS cohort. Although CS reports may theoretically be more likely to contain an error because 
they contain more words and phrases than CR reports,5 this does not explain the opposite discrep-
ancy in material errors. In fact, Chang et al.1 found the opposite, with “very significant” errors 
found in 8 percent of reports in the “non-CR” group and 0.5 percent in the “CR group.” It is pos-
sible that the relatively shorter ratio of interpretation time to report dictation/editing time in CR 
examinations than in CS examinations results in lower awareness of significant intrusions, omis-
sions, or other errors in CR reports. Because of the large number of reports in our data set, we did 
not quantify length of report, although we would expect that it might correlate with total error 
frequency.5

Despite this notable exception in CR reports, we generally found a greater fraction of material 
errors to be associated with greater total error rates. This was specifically the case among OS 
reports, procedural reports, different radiologist groups, individual radiologists, and ISEs. We also 
found increased error rate in procedural reports (e.g. vascular interventional, lumbar puncture) 
compared with diagnostic reports (OR, 1.91) and OS compared with in-house examinations (OR, 
1.55). We could not find other reports of similar findings in the literature. Although we did not 
specifically track the use of templates, the CS ISE reports with the fewest errors, US, were fre-
quently made with the use of templates.

Surprisingly, spelling errors were the most common type of immaterial error and usually did 
not significantly differ between group comparisons. SRS systems do not make spelling mistakes. 
This means that many of our radiologists type their reports or make edits when proofreading 
their reports rather than use the SRS process. The spellcheck function in our software is not 
automatic and must be manually triggered by the user before signing the report, no doubt further 
contributing to spelling errors in a busy environment. This strongly contradicts earlier work 
demonstrating decreased spelling errors with SRS.13 Ironically, then, a consequence of using a 
technique that should not result in spelling errors has been a rather large increase in spelling 
errors in an environment in which spellcheck is not mandatory or visible in real-time as high-
lighted or otherwise marked text. The human interaction component to technology cannot be 
overlooked. Unfortunately, we do not know the proportion of spelling errors that contributed to 
material errors, and therefore the clinical consequences are unknown. Contributors to this phe-
nomenon, as well as other errors, may include cursory report editing due to pressure for quick 
turnaround time or other failures in the proofreading process, as well as an underestimation of 
actual error frequency.10 Busy inpatient working environments and nonnative English-speaking 
status have also been linked with increased error rates.11,14 We did not look for associations 
between error rate and radiologist experience level or presence of trainees, although others have 
found no such relationships.5,10,11
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Our study has several limitations. Report errors were not automatically parsed by a computer 
but were elucidated via human proofreading, with its inherent fallibility and subjectivity. This may 
result in underestimation of the number of errors, as well as misclassification of types of errors. 
This limitation is likely to be small, however, given that experienced professional medical tran-
scriptionists were used. Another limitation is the absence of subclassification of material errors. 
Whereas spelling errors are the most common immaterial error, it is unclear whether this is also 
true among the material errors, which are more likely to obfuscate report meaning to the extent of 
complicating or altering patient management. Although such judgments were made by transcrip-
tionists, it was not feasible for a quarter-million reports to be re-reviewed by radiologists or other 
physicians. A related limitation is the difficulty in quantifying and comparing “very significant,” 
“major,” and “material” types of errors. Our use of “material” error, defined as any error that could 
potentially impede understanding of any part of the report, may then include errors that would not 
necessarily be categorized as “major” or “very significant” in other publications.

Other potential biases are related to the retrospective nature of the study and data collection. The 
most significant may be that reports from radiologists with error rates greater than 3 percent were 
reviewed more frequently than those with lower error rates, possibly skewing the data. However, 
since only 8 of 147 radiologists had an average total error rate less than 3 percent, this skew is 
likely mild. We also note that most CR reports at our institution are transcribed directly to a tran-
scriptionist, without the use of SRS, which may bias our results for studies that are performed off-
hours or in areas where CR is not routinely reported.

SRS has clear advantages, including ease of integration with the radiology information system and 
picture archiving and communications systems,4 decreased report turnaround time3–5,9,13,15,16 as dictation 
and transcription processes are combined,6 and shorter reports.13 Claims of cost-effectiveness13,17 can 
be dubious depending on which costs are included in the analysis and how effectiveness is defined.18 
SRS has been shown to contribute to decreased radiologist productivity.9,19,20 Those who attempt 
to account for this fact in economic analyses find that SRS results in net increased cost.4,20 SRS has 
been demonstrated to decrease productivity in other fields as well, such as among endocrinology 
and psychiatry secretaries.21 This may someday be overcome with continued improvements in SRS 
technology. For example, natural language processing software or use of “send-to-editor” func-
tionality (e.g. report review by transcriptionist after SRS recognition) may potentially increase 
accuracy and efficiency of the radiologist.22 Probably the most serious downside to SRS is the 
higher error rate.4,5,11,23 The American College of Radiology24 recommends that radiologists proof-
read their final reports to minimize these types of semantic and syntactic errors.

Future research

Our results suggest several potential areas of focus for future research. Given the variability in 
error rates among different radiologists and different types of imaging examinations, departments 
with limited resources may wish to take a more targeted approach to the problem. Selective audit-
ing of CS and procedural reports, for example, could potentially have a larger impact on overall 
error rates. Further study of differences in error frequency between reports generated using tem-
plates and macros, compared with traditional SRS, is certainly warranted. In addition to our US 
data results, other studies have found the regular use of macros or templates to be potentially help-
ful for reducing report errors.11,25 We are currently expanding our use of templates into other divi-
sions, as are many other departments throughout the world, to determine whether error frequency 
can be further decreased.

Given the high incidence of spelling errors in our data, we have decided to permanently enable 
the spellcheck feature of our SRS, so that it is no longer optional. It will be interesting to note any 
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future changes in error frequency and report turnaround time. As suggested earlier, further research 
regarding the “send-to-editor” functionality of some SRSs is greatly needed. Although, in theory, 
the “send-to-editor” function may combine the advantages of SRS and transcription, there are also 
potential disadvantages, including some potential loss of efficiency and increased turnaround 
time.22 As SRS technology progresses, new implementations of hardware and software must be 
tested in real clinical environments before being widely adopted, particularly given the associated 
cost. For example, our Dictaphone hardware upgrade was expected to improve speech recognition, 
presumably based on vendor testing, but in our hands it had no effect on report error rates.

Conclusion

SRS-related errors are more common in CS reports (compared with CR), OS reports (compared 
with in-house examinations), and procedural studies (compared with diagnostic). When the total 
error rate increases, the fraction of material errors usually increases as well, except in the case of 
CR, in which material errors were more common than in CS reports. Error rates are highly variable 
among radiologists. Spelling errors are the most common type of immaterial error when automatic 
spelling correction is not mandatory, which suggests that editing radiologists often type rather than 
use SRS for report editing. A hardware upgrade from PowerMic I to PowerMic II Dictaphones had 
no effect on error rate. A quality control program with regular feedback can decrease errors over 
time, but there may be a limit.

For departments that use SRS, we recommend the following actions: (1) regularly audit reports, 
with feedback, for quality control; (2) focus efforts and resources on reports that are longer and 
more technical—in radiology departments, these include CS and procedural reports; (3) use auto-
mation whenever possible, including templates, macros, and automatic mandatory spellcheck; (4) 
perform trials of all costly hardware and software upgrades in your environment under your condi-
tions; and (5) regularly retest the system for efficacy after any substantial changes.
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Abstract
Clinical Practice Guidelines are widely used to inform and improve the quality and consistency of clinical 
practice. Developing and publishing Clinical Practice Guidelines is a complex task involving multiple 
components. Electronic Content Management Systems are increasingly employed to make this task more 
manageable. The Content Management System market offers a variety of options for publishing content 
on the Internet. However, there are limited products that comprehensively address the requirements 
of publishing Clinical Practice Guidelines. The authors are involved in publishing guidelines for remote 
clinical practitioners in Australia and present their perspective about identifying an appropriate Content 
Management System. Several elements essential to addressing their unique editing needs are defined in this 
article. Unfortunately, customisation is very expensive and laborious: few Content Management System 
providers can comprehensively meet the needs of Clinical Practice Guidelines publishing. Being pragmatic 
about the level of functionality a product can offer to support publication is essential.
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Introduction

Clinical Practice Guidelines (CPG) have been defined as ‘systematically developed statements to 
assist practitioner and patient decisions about appropriate health care for specific clinical circum-
stances’.1 CPG are widely used to inform and improve the quality of clinical practice by standardis-
ing patient care and minimising inappropriate or harmful interventions.2 A driving force behind their 
development and uptake is the desire for clinical practice to adopt an evidence-based approach.3

Developing CPG is a complex and evolving process involving some phases.4 These include 
identifying relevant areas for guideline development, establishing and managing guideline devel-
opment groups, reviewing the evidence and modifying guidelines accordingly. There is additional 
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complexity in developing CPG for health practitioners in remote practice settings.5,6 Aside from 
developing fit-for-purpose clinical guidelines, one has to consider the setting’s context, culture and 
community perspective. The isolation, extended training requirements and high staff turnover, 
which impact remote service delivery, also influence CPG development and uptake.

Publication of CPG focusing on remote and Indigenous primary health care in Australia com-
menced in Alice Springs, Central Australia, in the early 1990s.7 The first to be published was the 
pocket-sized CARPA Standard Treatment Manual (STM).8 The practice guidelines have evolved 
across several editions to incorporate a suite of five Remote Primary Health Care Manuals 
(RPHCM):9

•• CARPA STM: Clinical guidelines that cover ‘what to do’ in remote settings for conditions 
that are common, high risk, unfamiliar and dangerous, have significant public health impli-
cations or require coordinated, standardised care.

•• Minymaku Kutju Tjukurpa – Women’s Business Manual (WBM): Treatment guidelines for 
women’s health issues in the remote context. It is a culturally respectful resource, particu-
larly relevant for female doctors, midwives, nurses and Aboriginal and Torres Strait Islander 
Health Practitioners and Health Workers.

•• Clinical Procedures Manual (CPM) for remote and rural practice: A guide to conducting 
routine and emergency clinical procedures faced by remote health practitioners. Accurate, 
practical and best-practice clinical direction for procedures that may be less common in 
mainstream primary health care.

•• Medicines Book for Aboriginal and Torres Strait Islander Health Practitioners and Health 
Workers: Visual, plain English guide to medications referred to in the STM and WBM or 
commonly available in remote clinics. Designed primarily for Aboriginal and Torres Strait 
Islander Health Practitioners and Health Workers who supply and monitor medicines but 
may not be able to access or read other medicines reference books.

•• Reference Book for the RPHCM: The background, evidence and rationales for the protocols 
and procedures in the RPHCM suite. Designed to enhance and inform practitioners’ under-
standing of clinical decision-making in remote practice.

The RPHCM suite is published both electronically and in hard copy. The manuals are utilised by 
remote area nurses, doctors, midwives and Aboriginal and Torres Strait Islander Health Practitioners 
and Health Workers. While the RPHCM suite is designed for the remote Aboriginal and Torres Strait 
Islander health context, they are also known to be used in other primary health care settings.10 As the 
manuals expanded, developing, reviewing and updating content also became more complex. The 
RPHCM editorial review process, which has evolved over the years, is described below.

RPHCM recommendations are made by expert consensus on the basis of evidence review. 
Expert opinion and consensus decision on current best practice provide direction where remote-
specific research is not yet available. Primary evidence reviews are conducted by content experts, 
synthesising existing guidelines, evidence summaries, systematic reviews, primary studies and 
expert opinion, who then make recommendations for change to RPHCM content. Protocols are 
updated by Editorial Working Groups of clinicians, content and context experts on the basis of 
these recommendations, the best available evidence and requirements of the remote Indigenous 
context. Users of the manuals assess relevance, readability and practicality of the updated proto-
cols for the remote primary health care clinic and their input incorporated by the Working Groups 
wherever appropriate. Final review and endorsement of recommendations occur via a multidisci-
plinary editorial committee of experienced clinicians and clinical academics with significant 
remote expertise and experience. In line with the National Health and Medical Research Council 



16 Health Informatics Journal 23(1)

(NHMRC) model, the next review of the RPHCM will incorporate conflict of interest declarations 
for all decision makers, clear documentation of the evidence base at the recommendation level and 
wider publication of the development model.

A project team, funded by the Australian Government, manages the development and publica-
tion of the RPHCM suite. The authors are part of the RPHCM project team, reporting to a 
Governance Committee that consists of representatives of partner organisations.

The need to accommodate remote reviewers and the complex editorial review process led to the 
adoption of an electronic system in 2007, to manage content development and review and facilitate 
concurrent publication in the paper and electronic formats. These types of electronic systems are 
described in the publishing world as Content Management Systems (CMS). While the early adop-
tion of a CMS assisted in streamlining and managing the revision and editing of the content, over 
time it was identified that exporting content to publishable formats remained problematic. This key 
issue compounded by unmet development expectations, some reviewer’s reluctance to adopt the 
system, access and authorisation issues, difficulties in manipulating content, and need for third 
party layout and website development software led the team to reconsider their expectations. In 
response to this, the project team in late 2013 reassessed their CMS requirements, and, while 
reviewing their current CMS, explored whether alternative CMS could address their needs.

While exploring the literature to guide CMS selection, little to no peer-reviewed content outlin-
ing the use of CMS in CPG publishing was identified. No guidance was available to assist develop-
ers of CPG in selecting, adapting or utilising a CMS. This article endeavours to address this gap in 
the literature by describing CMS functional specifications, requirements for CPG publishing and 
the authors’ experience in adapting their CMS to suit their publishing needs. This will potentially 
benefit clinicians, academics, organisations and professional guideline developers in the efficient 
publication of CPG.

CMS: general concepts and features

Definition

Various definitions of CMS exist in the public arena. Following review of the literature and based 
on our user experience, we define a CMS to be an electronic information system including web-
based systems that enable storage, organisation, management and export of content from a single 
source.9,11,12

General features

A CMS is intended to organise content derived from a variety of sources such that it can be accessed 
from a single portal.13 The management of data structure and typesetting in one place enables 
administrators to have better version control. There is an expectation that a good-quality CMS will 
deliver the following:14,15

For contributors

•• Seamless access. The CMS should enable a feature-rich environment, which provides con-
tent authors with one-stop access to create, publish and update content. There has to be an 
intuitive environment allowing contributors easy access to the full range of CMS content 
and features as appropriate.
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•• Multiple user accesses. The CMS should allow access to users outside the administrator/
editorial team. These users should be able simultaneously to review and/or author content. 
A multi-level authorisation process may be necessary for different categories of reviewer/
contributor/editor/administrator, and the CMS should be set up to support this process.

•• Simple interface. The interface should be easy for users to navigate and engage with, with-
out requiring high levels of computer literacy, knowledge of HTML or other advanced tech-
nical skill. The interface should resemble a basic word processor that is familiar to users and 
not require specialised expertise.

•• Division between content and presentation. There needs to be a clear boundary between 
content being authored or reviewed and its eventual presentation. It becomes unrealistic to 
publish in various formats if the content cannot be separated from presentation. The CMS 
should provide a style-based environment for authoring that provides formatting features 
during the publication process.

For content management

•• Option for content reuse. The CMS should not only allow for easy creation of content but 
also allow the same content to be used across different documents and user groups. This will 
enable consistent management of content across several platforms. CMS should handle and 
manage content in logical fragments, creating an ideal environment for the reuse of informa-
tion. This enhances consistency of content, versioning and storage capacity.

•• Stable cross-referencing. There has to be the ability to link flexibly documents while main-
taining stable connections when restructuring the content. The CMS should be able to gen-
erate reports of broken internal links and, ideally, changes to external links.

•• Metadata capture. Keywords, subject, authors and other metadata must be able to be cap-
tured to allow effective coding, searching, indexing and creation of the table of contents. 
Through a simple interface, the CMS should allow the identification, searching and report-
ing of arbitrary metadata. These features are essential in managing a large and complex 
content repository.

•• Workflow. A workflow model to manage content from initial draft to the final format inde-
pendent of organisational change is a requirement. Accessible statistics outlining various 
status updates at the individual user and project levels is critical. Furthermore, the workflow 
model should provide details about the recent use, content changes and versioning.

As a system

•• Security. As the integrity of the content is important, there must be satisfactory security 
features to prevent unauthorised or untracked content change. This means that access con-
trol, audit trails and the capacity to roll-back to earlier versions should be built into the 
CMS. A choice of different categories and permissions should be available, potentially both 
across and within contributors. This can be offered through an authentication process, con-
trolled by the administrator.

•• Easy integration with associated systems. The CMS should be able to interact with software 
already being used to present content. The CMS may be just one of the numerous software 
packages necessary to present information in published form and must be flexible enough to 
work with programmes allowing PDF, word processing and design file output. The process 
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for achieving integration must be fully documented and based where possible on open 
source and industry standards.

•• Ability to generate reports. The CMS should be able to generate a range of reports for users 
and administrators, including user activity and location of the user. It should also report 
workflow status and currency of pages, and backing for customised reporting.

•• Increased efficiency and value. Using the CMS there has to be a decrease in costs and time 
in preparing, presenting and managing content. The CMS should help in eliminating pub-
lishing hurdles. The content updates, user registration/access allocation and minor interface 
adjustments should be able to be done in-house without reliance on external IT support to 
minimise time and expense.

•• Easy to implement. Implementation costs are too often overlooked when considering a 
CMS. The financial outlay, effort and time involved in application and integration of CMS 
can be considerable, particularly if the CMS has a proprietary standard and will not integrate 
with currently existing legacy content. Ideally, a CMS that incorporates a cloud solution will 
decrease implementation and integration costs significantly.

•• Capacity to change the scale. The CMS should be scalable to adjust to the number and 
variety of contributors and contributor types, with the potential to be deployed across 
the organisation. The CMS should be able to support increased user levels and resources 
required for extended and concurrent usage. Open standard-based CMS should allow 
for this.

•• Training and support. There has to be open communication between the vendor and client 
about training requirements. The vendor must specify support that is available, including 
materials and training sessions. Good-quality training adapted to the particular context is 
necessary for an effective CMS. Training can be provided to administrators who can on-train 
other users. Capacity for re-training as the system is refined and developed further should be 
considered.

•• Costs. This can be complex depending on the type of CMS being sought. There could be 
direct costs including one-off installation costs and ongoing licence and maintenance cost. 
Also, conversion costs have to be considered. When existing digital content is to be moved 
into a new/different CMS, conversion has to occur. Further indirect costs such as supporting 
hardware, software and operating costs have to be considered. Therefore, a CMS vendor has 
to be transparent about total costs involved while purchasers must plan for the level of 
uncertainty in customisation time and subsequent costs.

Component CMS

It is important to distinguish between the popular and widely available Web CMS products, and the 
Component CMS product that is offered only by limited providers for niche users. Typically, the 
term CMS is assumed to refer to software managing web content delivery.16 However, content 
management has broadened to cover management of a considerable range of data, including com-
pound documents, images, email correspondence and digital assets.17 For complex technical docu-
mentation, content has to be organised as ‘components’, so it can be assembled, reassembled and 
published. When content is organised only at the document or page-level, it cannot be manipulated 
as flexibly. To cater to such management requirements, a Component CMS is necessary. The 
Component CMS is relevant to publishing CPG as it assists with storing, accessing, editing and 
managing protocol or topic-level content and also to managing web content delivery. The remain-
der of the article refers to this type of CMS.
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CPG and CMS: interplay

CPG development and publishing involves distinct and sequential stages.4 In our experience, each 
stage is essential for the production of accurate, relevant and up-to-date guidelines. An effective 
CMS has to fit and support the CPG development process as outlined in Figure 1.

First, the topic areas to be covered are identified and subsequently refined to incorporate only 
relevant material. CMS access to previous versions of published material for adaptation and updat-
ing in subsequent revisions is invaluable. The next stage, establishing individual reviewers and/or 
working groups to assess current material, can be achieved quickly and easily when the CMS can 
be used to identify and capture previous reviewers, sign up new reviewers utilising different soft-
ware platforms simply and easily, establish topic-based user groups for linkages and discussion and 
manage differing access levels across reviewers and topics depending on need. A CMS can assist 
in capturing reviewer’s expertise across multiple topic areas to differing degrees in a single system, 
promoting efficiency, reviewer satisfaction and retention, and a sense of the importance of an indi-
vidual review to the bigger picture. Results of evidence reviews can be posted, viewed, discussed 
and responded to in topic groups or across content, allowing convenient, transparent and docu-
mented discussion and consensus formation. Subsequent changes to and adaptation of content 
based on the evidence can then be tracked, linked with discussions and other publications, and 
rolled back if required. The final stage, CPGs publication, is supported by a CMS through an inter-
face mimicking the final published layout, direct publication to electronic mediums and the more 
complicated hard copy. An effective CMS not only can aid in rapid and widely disseminated pub-
lication but is also crucial in maintaining the content integrity and version control.

Figure 1. CMS in CPG publishing.
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The RPHCM experience

Role of CMS in RPHCM publishing

Two CMS requirements dominate with CPG publishing: the need to organise the content into 
‘components’ for flexible manipulation of content and the need to ‘personalise’ CMS interface to 
suit contributors.11 The latter is particularly relevant in the RPHCM context, where contributors are 
volunteers, and although experts in remote and Indigenous health, they may not be as oriented to 
online reviewing and authoring.

The RPHCM were developed for a specific purpose: to introduce CPG and standardise clinical 
practice across remote Indigenous primary health care services, beginning with Central Australia 
then across the Northern Territory. The remote and Indigenous health context requires portable, 
accessible, visual and easy to read manuals, published both in hard copy and electronically. The 
manuals are designed for a range of remote practitioners with varying levels of clinical and remote 
experience, English literacy skills and geographical isolation from specialist services and support. 
Each of the five RPHCM has a distinct purpose, but all cater to remote area nurses, doctors, mid-
wives and Aboriginal and Torres Strait Islander Health Practitioners and Health Workers. While the 
manuals cover different content, they are designed to be used as a suite, with content cross-refer-
enced across the individual publications.

User participation is essential in the development of these CPG, and content is created, reviewed 
and implemented by users. New editions involve reviewing and updating existing content. As con-
tent is cross-referenced, occasionally duplicated and consistently formatted across the suite, a 
Component CMS was initially perceived as the best fit.

The RPHCM project first adopted a Component CMS in 2007. The initial adoption of the CMS 
occurred in the context of the first publication of a full suite of five manuals, a challenging task 
involving a considerable volume of content and a large, geographically dispersed volunteer 
reviewer/contributor pool. However, the transition process, including an installation of the CMS, 
setting up of production groups, signing up of users with appropriate permissions, and separation 
of content creation and management from editing/formatting went relatively smoothly. The project 
has continued to use the same Component CMS for CPG development and publication.

However, despite ongoing refinement driven primarily by user feedback, one major expectation 
was not immediately addressed. The CMS was unable to export content from the CMS directly to 
print-ready documents, an essential feature for the mostly hard copy–driven RPHCM publication. 
The CMS could export content in HTML and Docx formats, which, at the time, were unable to 
represent accurately and consistently the manuals’ formatting, particularly the more image-driven 
or complex content. External consultants used third party software packages to design appropriate 
templates for printing, but these continued to be problematic. The difficulty or inability to visualise 
what the electronic content would look like in hard copy was becoming a major impediment for 
users of the CMS and the project as a whole. Also, users were experiencing difficulties with the 
complex registration process resulting in loss of online contributors, and there were delays in the 
development of an upgraded website.

In combination, these issues prompted the RPHCM project to undertake a review of their CMS 
against other potential CMS products in late 2013. The key to this process was a stock take of what 
our requirements were, the features currently available and what may be developed next. This 
review allowed precise comparison of our current project CMS with comparable CMS products, 
providing us with an appreciation of the strengths and weaknesses of our CMS and potentially 
identifying alternative options. Along with the current project CMS, three other reliable Component 
CMS were identified and reviewed. All three identified systems were Component CMS products. 
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One CMS had an established reputation in technical publishing and two others, while not widely 
used, were acquiring a reputation for publishing technical content and had features relevant to the 
project. The review occurred over approximately 6 months and involved video conferences with 
the developers, demonstration of products, hands-on access to the products and involvement of 
independent advisers.

Generic CMS features for CPG development

The RPHCM project first identified publishing and presentation needs that could be provided by 
any of the CMS that were being reviewed:

Publishing

1. Ability to support multiple formats. The CMS had to export to many formats including 
XML, HTML (web), professional print, PDF and other new standards as they arose. An 
essential prerequisite was the ability of the CMS to engage with desktop clinical informa-
tion systems that used XML output with a clinical item index.

2. Style sheets. These are used to control the final appearance of each output format. The style 
sheets would allow the system to be flexible and expandable, by ensuring consistent for-
matting while permitting subsequent editing of a layout.

3. Page templates. Predefined page templates to guide contributors in creating content 
easily and consistently. The overall page layout, available formatting and heading 
styles are stipulated in these templates and ideally a non-technical interface is utilised 
to manage this.

4. Capacity for extension. The CMS was to support integration of additional publishing func-
tionality and interface customisation, that is, continual improvement in interface design and 
incorporation of new features.

5. Support for print publishing. The CMS had to decrease or eliminate the need for design 
time in the preparation of manuals for printing. CMS output also had to be high-quality 
print-ready.

6. Website usage statistics. Statistics such as daily usage, search terms, the source of hits and 
most popular pages were to be gathered to assess the success of the site and identify any 
usability issues.

7. Online-sales enabled. The CMS was also to facilitate sales of the electronic editions of the 
manual suite through a shopper-friendly interface on the RPHCM website.

Presentation

1. Usability and appearance. Non-technical users with lower levels of computer literacy were 
to be considered in the design, appearance and usability of the CMS. There was to be an 
emphasis on familiarity, icons and clarity of display with the colours of the organisations 
involved in publishing RPHCM.

2. Accessibility. The system and associated website had to be user-friendly for people with 
disabilities, that is, compliant with standards such as W3C Web Accessibility Initiative, 
including capacity for the use of web readers and so on. Accessibility features can be easily 
implemented if considered at the development stage of the system.
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3. Multi-browser support. The CMS pages had to be accessible by all the main web browsers 
and all standard-based browsers. This aspect was especially important for the RPHCM 
project as contributors utilised a range of browsers to review and author content.

4. Client-side functionality. There were to be limits on technologies required to use the sys-
tem, and it was expected that users would only need a standard browser for access. If addi-
tional software was required to view certain types of outputs, freely available solutions 
were to be utilised.

5. Download speed. Pages were to be of the limited size to allow for acceptable load times for 
users and to support authoring on low-speed connections. This feature is fundamental to a 
contributor and user base located mainly in remote Australia with variable connection 
speeds and Internet capability.

6. Valid HTML. The CMS pages were to comply with applicable HTML specifications to 
guarantee maximum compatibility across different platforms and browsers. This compli-
ance is essential to cater for a varied contributor pool.

7. Navigation. Manual contributors had to have access to multiple reliable, direct and consist-
ent navigational aids to promote efficient output.

Customised CMS features for CPG development

Although the generic requirements listed above provided a framework for the initial discussion 
with CMS product providers, it became apparent that more concrete and detailed requirements 
were crucial to effective product comparisons. These particular features were identified through a 
stock take of the current system, incorporation of user and administrator feedback, exploration of 
trial versions of comparable products and consideration of the guideline development process as a 
whole. Identification of these specific requirements allowed potential providers to respond to each, 
at each stage of the process, and was essential to the assessment, selection, development and imple-
mentation of our CMS.

Our review and assessment framework covered Access, Content Management, Editing Tools, 
Presentation and Publishing features. The findings of the review are outlined in the sections below 
and are directly compared across CMS products in Tables 1 to 5 in Appendix 1. The CMS utilised 
by the RPHCM project is referred to as the Project CMS; other CMS reviewed are grouped under 
comparable CMS products and individually referred to as CMS 1, CMS 2 and CMS 3. Where fea-
tures were available for the reviewed CMS, it has been marked , and where features were not 
available or were not clearly distinguished, it has been marked as . The narrative has been pro-
vided when qualifiers or description of features was required. It must be stated that the comparison 
in the below tables reflects what the project team identified during the review period and any miss-
ing features may have been added to the CMS products since then. Therefore, the tables are to be 
considered by readers as a checklist of CMS features rather than a decree of the systems reviewed.

The main purpose of this article is to provide a list of desirable CMS features required to publish 
CPG. It is hoped that the following content will guide CPG developers in making an appropriate 
determination either while choosing a new CMS or assessing an existing CMS. As this article is not 
a product review, and does not intend to advise which CMS to select, the CMS products are not 
named to maintain anonymity for ethical purposes.

Access. These features were especially important as the project relies on unpaid, volunteer review-
ers in busy clinical roles. Access to the system was therefore expected to be straightforward while 
preserving the integrity and security of the system. As the RPHCM utilises multiple levels of 
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review as outlined in Figure 2, we also required the capacity to assign a varying degree of access 
to reviewers. A list of ‘Access’ related features are presented in Table 1 in Appendix 1.

Content management. These features define and separate a Component CMS from a Web CMS. A 
Component CMS is expected to not only store and manage documents but also allow the publica-
tion of documents in multiple formats. A list of ‘Content Management’ related features is presented 
in Table 2.

Editing tools. The richer the editing features, the easier will be the process of reviewing and updat-
ing CPG content. Customisation of our project CMS over years led to projected and superior edit-
ing tools being available. However, not all the editing features listed below may be required by 
other CPG developers, and the need for Access, Content Management and Presentation features 
may outweigh the need for comprehensive editing tools. A list of ‘Editing’ related features is pre-
sented in Table 3.

Specific presentation features. These features are largely related to the user interface. While not the 
highest priority or ranking in our review, we held expectations that the interface would be user-
friendly for our clinical reviewers with potentially minimal IT expertise. A list of ‘Presentation’ 
related features is presented in Table 4.

Publishing features. The project CMS presented limited capacity for content to be published in mul-
tiple formats, and this key issue had not been resolved over a significant period. Third party soft-
ware was required to support formatting and printing in hard copy and required the transfer of 
content and some manual layout. Therefore, there was a strong motivation for us to identify an 
alternative CMS that had in-built ability to export content in multiple formats. However, this 
appeared an issue across all reviewed products; they needed either third party support, had limited 
functionality or required extensive customisation. A list of ‘Publishing’ related features is pre-
sented in Table 5.

Outcome of the review

The review, which involved reassessing the project’s current CMS and comparing it against other 
CMS in the market over approximately 6 months, resulted in several educational outcomes. One of 
the main issues faced in the RPHCM CMS review was a lack of relevant and detailed advice to 
instruct guideline developers in choosing an appropriate CMS. The RPHCM project involves end-
users of its CPG in its review process along with subject experts spread across Australia. The 
reviewer involvement is entirely voluntary in nature. Any CMS chosen would, therefore, have to 
present minimal impediments for access and a friendly interface that does not deter less computer-
literate users. Our review identified that the alternative CMS products we explored, while provid-
ing some enhanced editing, graphics and project management features, largely failed in this area. 
For the project, retaining our reviewer’s confidence and buy-in outweighed any additional editing 
and export functionalities we would gain by replacing our current CMS. It was also determined 
that there were editing features present in the current CMS that could not be provided by a replace-
ment CMS, as these features were the result of customisation over years.

For the RPHCM project, the prudent and economical option was to retain our current CMS 
while working with the provider to address gaps. This result should not be seen as ascertaining the 
superiority of our project CMS compared to other Component CMS, but a pragmatic decision 
based on the context and current needs of our project. Other CPG developers who have yet to adopt 
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Figure 2. RPHCM editorial review flow chart.

a Component CMS may arrive at a different decision depending on their context and needs and 
subsequent availability of other CMS products.

Learning that may be useful for other guideline developers is the need for an early and thorough 
review of project requirements regarding a CMS. This exercise should cover both the generic CMS 
requirements and requirements unique to the project. As we learnt, specific requirements may tip 
the balance in choosing an appropriate CMS. Furthermore, considerable time needs to be allowed 
for the review and identification of a product, including market review, demonstrations and use of 
trial versions loaded with project content.

It must be noted that, even with an extensive, international market search, there were few 
products identified that catered to CPG publishing needs. Gaps were noted particularly with 
generic CMS products, which fulfilled website publishing and management needs but were una-
ble to meet the editing and multi-format publishing requirements of the RPHCM project. Even 
with niche and component CMS, customisation to address specific client needs is inevitable and 
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is neither easy nor straightforward. Furthermore, providers may be reluctant to modify the CMS 
interface significantly, the terminology they employ or other industry standards, to assist less 
computer-literate users. If the supplier is keen and open to customisation, there remain signifi-
cant costs involved in the modification. A purchaser must, therefore, be realistic in their expecta-
tions. It may not be possible to attain all required CMS features, and one must balance the IT 
principles of data structure and storage with project content and culture. Additionally, while 
CPG development occurs over specific and scheduled periods, CMS development timelines may 
be uncertain.

One significant outcome of the review was realisation of the importance of a strong relationship 
with the CMS provider. In a CPG publishing environment reliant on an electronic platform, dedi-
cated and long-term support from the provider is critical. All shortlisted vendors in the RPHCM 
review presented a clear enthusiasm to understand and meet our needs, displaying extraordinary 
patience in tailoring their presentations and demonstrations to address our concerns. However, it 
was not clear whether the support and enthusiasm would continue post the sales phase, on a long-
term basis, as we did not seek provider references. When the decision was made to retain our cur-
rent provider, we sought strong assurances that a dedicated support system and contact will be 
provided for the project, as opposed to our previously generic provider contact. This change by 
itself vastly improved the provider’s ability to react to the project needs, complete deliverables on 
time and generate project satisfaction. A good relationship with the provider is crucial. It assists in 
determining the existing system’s specifications and the potential for the development and ensures 
appropriate information sharing with external consultants and future providers as the CPG devel-
opment needs grow into the future.

Conclusion

CPG development and publication involves challenging and complex management of content. 
CMS are an ideal tool for improving efficiency, consistency and streamlined publication of guide-
lines. However, product options are limited, customisation is essential but costly, interfaces must 
consider less computer-literate users and ongoing development and support is required. Successful 
selection of an appropriate system requires a detailed and comprehensive understanding of require-
ments and a pragmatic approach to expectations.

Although unique to their context, the authors hope the outline of their learnings will aid guide-
line developers in the assessment and selection of a CMS that will promote high-quality CPG 
development and publication.

Limitations

The RPHCM project has used only one CMS for its CPG publication since 2007 and, therefore, has 
had prolonged exposure to only one CMS product. However, during their review of alternative 
CMS products, the authors undertook extensive hands-on testing of trial versions and closely 
engaged with providers to assess their product features. This focused evaluation has generated a 
knowledge base regarding CMS selection not previously published or widely available to CPG 
developers.
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Appendix 1

Table 1. Comparison of Access features between project CMS and comparable CMS products.

Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

Registration Straightforward registration 
process for users

Need to accept the 
invitation as a privacy 
measure
Process improved in 
the latest version

CMS 1 and CMS 2: users 
receive their accounts 
by email. There is no 
need for them to go 
through the registration 
process
CMS 3: registration 
process available as an 
option

 Ability to collect user information 
as part of the registration process

Can be added Available in all comparable 
CMS products

 Ability for team to know when 
user has accepted invitation or 
otherwise engaged with the system

Can be configured 
to send notifications 
at several different 
points in time
Additional 
information on a 
specific need required

Available in all comparable 
CMS products

 Ability to include in registration 
or login process acceptance by 
users of terms of use for CMS 
and assignment of copyright 
authorisation for content added/
changed

Acceptance of terms 
could be added on 
the first login

Available in all comparable 
CMS products

 Automated username/password 
recovery for users

 Available in all comparable 
CMS products

 User can update account details, 
change own password

 Available in all comparable 
CMS products

Assigned 
levels of user 
access

Password-protected system 
access that allows identification of 
individual users

 Available in all comparable 
CMS products

 Multiple levels of access (user 
privileges) variously combining the 
following:
•• Administrative functions
•• Reviewing/authoring functions 

(ability to change documents)
•• Commenting functions
•• View only

 CMS 1 and CMS 2: 
CMS 3:

 Project team can invite/sign up 
new users

 Available in all comparable 
CMS products
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Table 2. Comparison of Content Management features between project CMS and comparable CMS 
products.

Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

Document 
management

Ability to store documents for 
consideration once in single 
searchable repository, but ‘package’ 
them for presentation in a variety of 
functional groups, for example, by 
working group topic, by manual

 Available in all 
comparable CMS 
products

 Ability to store separately or link to 
resource/reference documents for 
reviewer’s information but not for 
review or publication as part of the 
project

 CMS 1 and CMS 2: 
CMS 3: 

 Ability for multiple users to view 
and comment on documents 
simultaneously

Many reviewers can 
access the document 
at once, but only one 
user per topic

CMS 1 and CMS 2: 
CMS 3: 

 Ability to lock documents under 
review to prevent multiple users 
attempting to make changes at the 
same time

 CMS 1 and CMS 2: 
CMS 3: 

 Ability to archive old documents Several methods 
available

CMS 1 and CMS 2: 
CMS 3: 

(Continued)

Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

 The ability to assign one person 
different levels of access depending 
on the role about the materials 
being worked with, for example, 
contributor for one topic group, 
but reviewer only for others

 Available in all comparable 
CMS products

 Capacity for all users to request 
a view/review level access to any 
content OR
All content visible to all users with 
option to ‘turn off’ content they 
don’t want to see/aren’t required 
to work with, or to move folders 
currently being worked on to a 
‘favourites’ area for easy access

All users can be 
assigned review 
access as a minimum
Other detailed 
options available

Not available in any of 
the comparable CMS 
products

CMS: Content Management Systems.

Table 1. (Continued)
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Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

 Ability to track changes made each 
time a document is saved, including 
user, time and date stamp. Ability 
to roll-back content to an earlier 
version

History available as 
editing segment

CMS 1 and CMS 2: 
CMS 3: 

 Ability to simultaneously update 
nominated segments of duplicated 
text appearing in different 
documents (transclusion/global 
change)

 CMS 1: 
CMS 2 and CMS 3: 

 Find and replace function Search for and 
replace function 
available by editing 
segment

CMS 1 and CMS 2: 
CMS 3: 
Global find/replace as 
an interface available in 
CMS 2

Administrative 
functions

Ability to create templates for 
documents on the CCMS.
Templates to include capacity for
 Text/paragraphs

•• Bullet-pointed lists – to 3 
levels

•• Numbered lists
•• Five levels of headings 

(include document title)
•• Tables
•• Bullet-pointed lists within 

tables
•• Images
•• Text boxes – 3 styles to 

output as 3 different frame 
colour/width combinations

•• Flow charts

All of these features 
available in existing 
templates

CMS 1 and CMS 2: 
CMS 3: 
Fixed programme 
structure/layout in CMS 
2 may not suit project 
need for flexibility

 Ability to create templates 
for exportable Word or PDF 
documents

CMS currently 
creates a template to 
our specifications.
Self-created under 
development

CMS 1 and CMS 2: 
CMS 3: 
In CMS 2, function of 
third party software
Fixed programme 
structure/layout in 
CMS 1 may not suit 
project need for 
flexibility

 Ability to create new documents on 
the CCMS

 Available in all 
comparable CMS 
products

 Ability to assign and monitor user 
tasks

 Available in all 
comparable CMS 
products

Table 2. (Continued)
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Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

 Ability to monitor document review 
activity by user, business type, time 
and date

 Available in all 
comparable CMS 
products

Help 
documents 
and support

Online plain English help/support 
documents for users

Being updated with a 
new version

CMS 1 and CMS 2: 
CMS 3: 

 Online plain English help/support 
documents for administrators 
(project team)

In the process of 
being developed

CMS 1: 
CMS 2 and CMS 3: 

 Ability to provide timely accessible 
ongoing support as required

At the time of 
review, a dedicated 
contact person was 
not available but 
a dedicated email 
address for support/
requests was available

Available in all 
comparable CMS 
products

 Process available for requesting 
ongoing development of the CCMS 
or leave comments about CCMS 
access and design

 Available in all 
comparable CMS 
products

Workflow 
management

Accessible statistics: percentage of 
tasks completed, tasks assigned

 Available in all 
comparable CMS 
products

 Gantt chart (or similar) to track 
deadlines and task completion

 CMS 1 and CMS 3: 
CMS 2: 
Burn down charts are 
available in CMS 3

 Searchable statistics on reviewers/
users of the CCMS (i.e. working 
group membership, what protocols 
have they contributed to)

Information exists 
but reports cannot 
be generated

Not available in any of 
the comparable CMS 
products

 Searchable statistics/documentation: 
versions/changes by reviewers 
versus project administrators

 Not available in any of 
the comparable CMS 
products

Data recovery Provision of a detailed data 
management, backup and recovery 
strategy

 Available in all 
comparable CMS 
products

CMS: Content Management Systems; CCMS: Component Content Management Systems.

Table 2. (Continued)
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Table 3. Comparison of Editing Tools between project CMS and comparable CMS products.

Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

Commenting 
on document 
content

Contributor date and time logged 
for all comments and recorded 
with the remark
Preference for contributor name 
rather than email address to 
appear for privacy reasons

 CMS 1 and CMS 2: 
CMS 3: 
Feature available in 
CMS 1 and CMS 2 with 
contributor name
In CMS 2, users are 
identified by email. This 
could be changed to name

 Comment recorded close to the 
section being discussed on or 
relevant part otherwise identified

Available for editing 
segment or the 
whole document

CMS 1 and CMS 2: 
CMS 3: 
Available in CMS 1 and 
CMS 2 for editing section 
or the whole document
CMS 2 utilises pointer 
to identify exact text 
reference

 Email alert or content of comment 
sent out to other registered 
members of the topic group. 
Users are able to control the 
frequency or turn off email alerts

Currently 
working on a new 
notification system

Not available in any of the 
comparable CMS products

 Users able to ‘reply ‘ to the 
comment establishing a discussion 
thread

 CMS 1 and CMS 3: 
CMS 2: 

 Comments are searchable  CMS 1 and CMS 2: 
CMS 3: 

 Comments can be archived  CMS 1 and CMS 2: 
CMS 3: 

Reviewing/
authoring tools

Spell checker with capacity for 
user-defined dictionary

Not available In the development 
process in CMS 2 and 
CMS 3

 Intuitive search function that 
allows searching of various 
content, for example, whole CMS, 
documents, images and comments

 CMS 2: 
CMS 1 and CMS 3: 

 Ability to tag index terms in the 
CCMS and transfer this data to 
the hard copy publication software 
for automated compilation of the 
index

Transfers word 
documents

CMS 1: 
CMS 2 and CMS 3: 

 Ability for users to log a ‘change 
category’ each time changed 
content is saved, with a rationale 
required for significant changes

 Limited features available 
in CMS 1, CMS 2 and 
CMS 3
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Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

 Ability for users to export Word 
or PDF version of the document 
for reviewing when no Internet

Very limited 
features available

CMS 1: 
CMS 2 and CMS 3: 

Images/digital 
assets

Single searchable repository of 
images

Images will be 
searchable in new 
search interface, by 
whole repository 
or specific folders

CMS 1 and CMS 2: 
CMS 3: 

 System of linking images to 
documents that allow then to be 
stored once but used multiple 
times as needed

 CMS 1 and CMS 2: 
CMS 3: 

 Ability to search for and import 
images from within an open 
document

 CMS 1: 
CMS 2 and CMS 3: 

 Reverse list of image links allowing 
us to know where a given image 
has been used

 CMS 1: 
CMS 2 and CMS 3: 

 Ability to store high-resolution 
images on the CCMS which 
can be
Exported directly for hard copy 
publication
Automatically downsized by 
integrated programme to low-
resolution images for CCMS and 
web viewing

 Not available or limited 
functionality in the 
comparable CMS products

 Ability to archive old versions of 
images

 Available in all comparable 
CMS products
Old versions are tracked 
through the history 
system

Cross-
referencing

Functional hyperlinks within and 
between documents in the CCMS

 CMS 1 and CMS 2: 
CMS 3: 

 Ability to link to a particular 
section of a document, not just 
the start of the document

 CMS 1 and CMS 2: 
CMS 3: 

 Ability to search for content and 
create hyperlinks from within an 
open document

 CMS 1 and CMS 2: 
CMS 3: 

(Continued)

Table 3. (Continued)
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Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

 List of reverse links to document 
or sections of the document (i.e. 
which documents contain a link to 
the open document) to minimise 
unintentional breaks to links

 CMS 1 and CMS 2: 
CMS 3: 

 Hyperlinks remain functional when 
exported to HTML (web) content

 CMS 1 and CMS 2: 
CMS 3: 

 Ability to create active links to 
external electronic content (ex to 
other websites)

 CMS 1 and CMS 2: 
CMS 3: 

 Ability to recognise hyperlinked 
text in exported printed 
documents to allow for page 
referencing (i.e. see page xxx)

Visible in Word 
export

CMS 1: 
CMS 2 and CMS 3: 

Versioning Ability to create a point in time 
versions of document content

 Available in all comparable 
CMS products

 Ability to compare versions of 
documents

 Available in all comparable 
CMS products

 Ability to work with different 
versions concurrently, for 
example, version of the content 
(v1) currently on the website can 
have changes/corrections made 
without having to upload content 
under review (v2)

 CMS 1 and CMS 2: 
CMS 3: 

CMS: Content Management Systems; CCMS: Component Content Management Systems.

Table 4. Comparison of Presentation features between project CMS and comparable CMS products.

Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

User interface Plain English terms/instructions on 
pages used by reviewers making 
them suitable for users with 
varied levels of computer literacy

 These terms were 
configurable in all the CMS 
that were reviewed

 Ability to change current terms/
language that may not be 
appropriate for our users to 
terms/language of our choosing

 These terms were 
configurable in all the CMS 
that were reviewed

 Minimal ‘clicks’ and intuitive 
sequencing for movement 
between screens/functions

 Available in all comparable 
CMS products

 Capacity to have more than one 
document open at once

 Available in all comparable 
CMS products

Table 3. (Continued)
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Table 4. (Continued)

Table 5. Comparison of Publishing features between project CMS and comparable CMS products.

Specification Project requirement Feature in project CMS Features in comparable CMS 
products

Multi-channel 
publishing

Ability to publish 
CCMS XML content 
to HTML website

 CMS 1 and CMS 2: 
CMS 3: 
Available in CMS 1 and CMS 2; 
however, will need customisation 
to fill requirements

 Ability to publish to 
website one document 
at time, to allow 
individual updates

In development CMS 1: 
CMS 2 and CMS 3: 
Potentially available in CMS 2, but 
depended on how the connection 
to the website was designed

 Ability to export 
CCMS XML to a 
programme that 
facilitates hard copy 
publication

Integration with InDesign 
templates for output: 
require further refinement
Possibility of using third 
party software for 
automated output

CMS 1: 
CMS 2 and CMS 3: 
Available in CMS 1; in CMS 2 only 
through third party support

 Ability to publish 
CCMS XML to other 
electronic modalities, 
for example, e-book, 
mobile or PDA apps

Beta version of CMS for 
phone available

CMS 1: 
CMS 2 and CMS 3: 
Available in CMS 1, but will require 
customisation

CMS: Content Management Systems; CCMS: Component Content Management Systems; PDA: personal digital assistant.

Specification Project requirement Feature in project 
CMS

Features in comparable 
CMS products

 Capacity to return ‘back’ to the 
document being originally  
worked on

Back button enabled
Documents able to 
be opened in a new 
window

Available in all comparable 
CMS products

 Reviewing tools that resemble 
common word processor 
functions, including standard 
keyboard shortcuts

 Available in all products 
with some products 
offering additional options

 Intuitive use with minimal need 
for training for people with basic 
computer literacy

 CMS 3: 
CMS 1 and CMS 2: 

CMS: Content Management Systems.
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Introduction

Unintentional fatalities due to prescription medications are a well-established problem in Utah1 
and the United States.2,3 Since 2003, the leading cause of injury death in Utah has been poisoning 
from prescription drugs with opioid-related poisonings as the primary offender.1 During the years 
1999–2007, deaths related to prescription pain medications increased sixfold in Utah.4,5 The 
increase was largely due to deaths from prescription opioid pain medications. The number of emer-
gency department encounters stemming from prescription drug overdose has also continued to 
increase in Utah from 2001 to present.6,7

To support identification of potential cases of prescription medication misuse, inappropriate 
prescribing, and related adverse outcomes throughout the state, Utah’s Division of Occupational of 
Professional Licensing within the Utah Department of Commerce maintains a Prescription Drug 
Monitoring Program which tracks all outpatient prescriptions for Schedule II–IV drugs dispensed 
in Utah.6 Legislative mandate (Utah Code Section 58-37f-101), established in 1995, requires  
all outpatient pharmacies to submit controlled substance dispensing records to Utah’s Controlled 
Substance Database (CSD) The CSD has been a valuable tool for prescribers to look up a patient’s 
access to controlled substances; however, due to the lack of a master patient index/identifier, the 
CSD has been a difficult resource to use for research and population analytics.

Our objectives are to describe and evaluate a linkage protocol for Utah’s CSD, an outpatient 
prescription medication registry, which does not include unique master patient identifiers to link 
patient records.

Methods

Data sources

Utah’s CSD contained over 22 million prescription records from approximately 500 pharmacies 
dated 2005−2009. On a monthly basis, using the standard of American Society for Automation 
in Pharmacy, Version 2, pharmacies report the following variables with each dispensing record: 
patient name, street address, zip code, date of birth and sex, pharmacy identification number, 
prescriber identification number (Drug Enforcement Agency (DEA) number), National Drug 
Code Number, prescription number, date written, date filled, new/refill number, metric quantity 
of drug, days supply of drug, and number of authorized refills. However, the CSD does not 
include a patient master identifier to link multiple dispensing records for each patient. Also, 
information submitted to the CSD does not follow a standardized, structured format, leading to 
considerable variability in submitted patient identifier information, which may include a mix of 
Social Security Number (SSN), phone numbers, names, driver’s license, or other unspecified 
identification numbers or text strings. It should be noted that the greatest potential for variation 
in patient identifiers occurs across multiple pharmacies and tends to be more consistent for a 
patient within a given pharmacy. Extensive record preprocessing and cleaning to standardize the 
linking variables were required before implementing the linkage protocol including removal of 
prescriptions by veterinarians by DEA number, removal of implausible patient names or birth-
dates, and standardization of sex coding. We also attempted to decode 9-digit identifiers that 
were a mix of SSN, phone numbers, and driver’s license numbers to determine whether 
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including them as a matching variable influenced our results. Our evaluation (of a subset of 
records examined in this study)8 revealed that including the 9-digit IDs did slightly improve the 
match likelihood but did not change our overall matching decisions; thus, we chose not to include 
it in our final linkage methods. The proportion of missing identifiers required for the link was 
low (<0.3%; Table 1).

Linkage methods

The Link King. We used a freeware data linkage SAS application, The Link King (available from 
www.the-link-king.com/).9 The Link King allows for integration of restrictive deterministic match-
ing algorithms with more flexible probabilistic algorithms. The Link King was originally devel-
oped to de-duplicate the client database of Washington State’s Division of Alcohol and Substance 
Abuse.9 Probabilistic algorithms used in The Link King were adapted from those developed by 
MEDSTAT for the Substance Abuse and Mental Health Administration’s integrated database.10 
The Link King’s probabilistic and deterministic algorithms compare record pairs that may be 
within a block of records that match on certain user-selected criteria. For each of the record pair 
comparisons, the algorithms derive a cut-point ranging from Levels 1–4 to classify the likelihood 
of a correct match. The highest certainty of a correctly linked record pair corresponds to Level 1 
with each succeeding level corresponding to slightly lower certainty of a correct link. There are 
two other levels, Level 6 (probabilistic probable twins) and Level 7 (probabilistic maybe), which 
are considered to be possible links by the probabilistic but not the deterministic algorithms; there 
is no Level 5. These certainty levels allow the user to decide which record pairs to accept, reject, 
or manually review as correctly linked records. The probabilistic statistical algorithms adjust the 
weights for a given record pair based on the uniqueness of the patient identifier value. For example, 
a common last name (e.g. Johnson) is assigned a lower weight compared to a less common last 
name (e.g. Eisenhower). The program also allows the user to include a “flex variable” such as a 
patient’s address, date or place of birth, or zip code. Users can adjust the weight of the flex variable 
to positively or negatively impact the resultant probabilistic score. Authors of prior studies who 

Table 1. Availability of patient identifiers for the linkage of Utah’s CSD records.

Patient identifier % Missing in raw CSD % Missing in cleaned CSD

Required by the Link King
 First namea 0.02 0.08
 Last namea 0.00 0.06
 9-digit IDb 37.97 66.91
 Date of birtha 0.02 0.08
Recommended by The Link King
 Middle name/initiala,b 100.00 91.54 (imputed in standardization)
 Maiden nameb 100.00 100.00
 Gendera 0.01 0.03
 Race/ethnicityb 100.00 100.00
 Zipcodec or city name or county 2.67 (zip code) 2.50 (zip code)

CSD: Controlled Substance Database.
aPatient identifiers used to link Utah’s CSD records.
b The 9-digit ID was a mix of patients’ driver’s license, phone number, and/or social security number and was frequently 
not present or systematically captured in Utah’s CSD.

cFlex variable used to link Utah’s CSD records.

http://www.the-link-king.com/
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have used The Link King have reported positive predictive values and sensitivity values above 
90 percent depending on The Link King selected certainty score.9,11

Protocol settings

To link Utah’s CSD records, we included patient’s first and last name and date of birth since SSNs 
were not routinely collected (Table 1). We also included the following Link King recommended 
variables, when available: patient’s middle initial and gender. We used patient zip codes as the flex 
variable, and based on The Link King protocol recommendations, we set the program to restrict zip 
code from having a negative weight on the probabilistic score since we anticipated true changes in 
patient addresses to be frequent. Therefore, when a zip code of a given record pair was present, the 
probabilistic score of a correct record link was only positively impacted. Overall, we followed The 
Link King’s default settings which are designed to provide users with “conservative” results, con-
solidating only records where there is a high certainty of the linkage.12,13 Although we note that 
record linkage is a complex task and optimal linkage results may require the user to customize the 
settings. The Link King has numerous options for customizing linkage procedures and supporting 
documentation to help users understand how the various settings impact linkage certainty. The 
default settings we used included the blocking level, probabilistic weight settings, and the name 
rarity cut-point of 0.3. The Link King uses the “rarity/commonness” of a name as part of decision-
making criteria in the deterministic protocol. Matching criteria for the data elements are relaxed 
when a patient’s name is considered to be “rare.” Given the number of records linked in this study 
and the cost and time required for manual review, we retained links classified as Levels 1–3 and 
excluded Levels 4, 6, and 7.

Manual review

Utah’s CSD records linked from years 2005 to 2009 which contained 22,401,506 prescription 
records for 2,232,725 patients; therefore, 90 percent of prescription records were aggregated for the 
same patient, longitudinally. Few patients (13%) had two or more name variations (Table 2). 
Among these 298,430 patients, where The Link King protocol classified records as true links 
(Levels 1–3) but where the patient names, sex, or date of birth were not an exact match for two or 
more linked records, a subset of record pairs and record sets were manually reviewed by two 
researchers and together adjudicated.

Table 2. Patients with one or more name variations.

No. of variations No. of patients (%)

1a 1,934,295 (86.6)
2 255,132 (11.4)
3 35,130 (1.6)
4 6240 (0.3)
5 1365 (0.1)
6 380 (<0.1)
7 or more 183 (<0.1)
Total 2,232,725 (100.0)

a Patients with one or more variations in patient identifiers also include those who were considered unmatchable (i.e. all 
blank values for all patient identifiers).
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Record pair review

For the record pair review, we randomly selected a subset of pairs (N = 998) for manual review. 
Patients with more linked records in Utah’s CSD had a higher likelihood of being selected for 
review, and multiple record pairs for a given patient could be selected. Reviewers manually exam-
ined all linkage variables and classified each record pair as one of the following five “linkage 
certainty” categories: (1) definitely not the same person, (2) probably not the same person, (3) there 
is not enough information to determine whether or not they are the same person, (4) probably the 
same person, or (5) definitely the same person.

Record set review

For the record set review, we categorized patients into 10 different sampling set sizes based on the 
number of records linked by The Link King protocol (Table 3). Ranging from set sizes of 2 to 75+ 
records/patient, we randomly selected 100 sets for manual review for each of the 10 sizes or 1000 
total sets. Reviewers manually examined the linkage variables across all records corresponding to 
each set, and each set was classified according to the same linkage certainty categories described 
for the record pair review.

This work was reviewed and approved by the Institutional Review Boards of the University of 
Utah and the Utah Department of Health.

Results

Reviewers of the record pairs (N = 998 pairs) classified 46 percent as definitely correct links and 
54 percent as probably correct links (i.e. the same person). Few (<1%) had too little information to 
confirm a correct link. None were classified as probably incorrect links or definitely incorrect links.

Reviewers of the 10 record sets classified 27−49 percent as definitely correct links and 
39−63 percent as probably correct links (Figure 1). Fewer sets were classified as having too little 
information to confirm a link (5%−22%) or probably incorrect links (0%−6%). None were classi-
fied as definitely incorrect links. The proportion of sets classified as either lacking enough infor-
mation to confirm a link or probably an incorrect link was slightly lower for set sizes of 2–8 records 

Table 3. Selection of record sets for manual review.

Set size (records/set) No. of patients (%)a Sets sampled

2 38,130 (12.8) 100
3 23,005 (7.7) 100
4 24,558 (8.2) 100
5−6 33,616 (11.3) 100
7−8 21,757 (7.3) 100
9−13 32,147 (10.8) 100
14−21 27,258 (9.1) 100
22−37 28,379 (9.5) 100
38−74 30,361 (10.2) 100
75+ 30,219 (10.1) 100
Total 298,430 (100.0) 1000

a Number of patients with one or more variations in identifiers within a set of records consisting of two or more 
records/set.
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compared to set sizes of 9–75+ records, 8 percent versus 15 percent, respectively. However, con-
trary to our expectation, there was no evidence to suggest that the proportion of incorrect links 
increased with higher set sizes.

Discussion

Using The Link King’s probabilistic and deterministic algorithms, we successfully implemented a 
linkage protocol among 22 million prescription records from Utah’s CSD. Overall, our manual 
review suggested that the pairs and sets of records corresponding to specific patients were correctly 
linked. Therefore, the linked records of Utah’s CSD may be valuable for cross-sectional and longi-
tudinal studies.

The Link King has been used to link a variety of administrative data such as from Medicaid 
files,11 surveillance data including Colorado, Connecticut, and Oregon’s Hepatitis C and HIV/
AIDS data,14 and Washington State’s Division of Alcohol and Substance Abuse data.9,15 Prior 
studies have demonstrated the utility of The Link King for linking administrative records. For 
example, Beil et al.11 attempted to link 80,414 records in the North Carolina Medicaid files to 
public health surveillance files using The Link King. Authors reported validity estimates based 
on manual review of two randomly selected subsets of record pairs: those that were and were not 
successfully linked. For The Link King certainty Levels of 1, 2, and 3 (those considered to be 
correct links in our study), Beil et al. reported sensitivities (95% confidence intervals) of 
83.7 percent (78.5%−89.2%), 89.2 percent (83.8%−94.9%), and 89.2 percent (83.8%−95.0%), 
respectively. Specificities (95% confidence intervals) for Levels 1, 2, and 3 were 89.3 percent 
(81.6%−97.6%), 88.2 percent (80.7%−96.5%), and 88.2 percent (80.7%−96.5%), respectively. 
Had we considered our manual review as the reference standard and that true links were those 
identified as definitely or probably correct links, we would have reported a positive predictive 

Figure 1. Results of manual review: for each set size, number of sets by reviewers’ confidence of a 
correct match.
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value (95% confidence interval) of 99.1 percent (98.5−99.7%) for the linked (Levels 1–3) record 
pairs. Since we did not manually review records that were not linked, we cannot compare the 
sensitivity or specificity of our link to Beil et al. As in our study, Beil et al. chose to exclude 
Levels 4 and 5, which had lower specificities, since their priority was to have a correct link 
rather than capturing all possible matches.

We are unaware of prior studies of The Link King that included manual reviews of record sets 
(greater than 2) corresponding to a single patient; previously, the focus has been on record pairs. 
While our manual review revealed that record set sizes of 9 or greater had a slightly higher propor-
tion of incorrect links or links that lacked enough information to confirm a link compared to set 
sizes of 2–8, there was no evidence to suggest that the proportion of incorrect links increased as the 
number of corresponding patient records increased. It may be important to examine the certainty 
of links across larger set sizes for future studies that rely on linked, aggregated data for longitudinal 
analyses. In the particular case of controlled substance data where individuals might be actively 
attempting to evade detection in order to obtain more medications, this limitation may be even 
more critical when interpreting results.

Limitations

The results of our study should be interpreted in view of several limitations. First, since we relied 
on manual reviews in our evaluation of the linkage, and manual reviews are vulnerable to human 
error, we did not report the validity of the linkage. In cases where there was limited information to 
determine the correctness of a link, one could argue that human judgment is less precise and pos-
sibly less valid than The Link King’s decision-making, such as for record links categorized by our 
manual review as “not enough information to determine whether or not they are the same person.” 
Our manual review of record pairs revealed that The Link King’s decision-making appears valid, 
and for the record sets unlike the manual reviewers, The Link King is able to make a decision 
regarding sets in the context of all record pairs. Second, we did not review unlinked records and 
were thus unable to comment on the proportion of these that could have been deemed by our 
manual review as missed links. A third limitation is that we used strict criteria in our manual review 
of record sets. For example, a set size of 5 records or a set size of 75 records would both be classi-
fied as “probably not the same person” if only 1 record had a different last name than the other 4 
or 74 records, respectively. In other words, we did not down-weight the impact of incorrect/ques-
tionable records as the set size increased in our manual review. Nonetheless, we show that the error 
rate is consistently low, regardless of the set size. Our conservative criteria may have led to lower 
sensitivity. Finally, since we did not retain The Link King assigned levels of certainty, we were 
unable to examine the concordance of certainty assignments given by The Link King and the 
manual review for the record pairs.

Strengths

Strengths of our study included use of Utah’s CSD, a large database that had a low proportion of 
records missing the required linking variables. Also, we included a large number of record pairs 
and record sets in our manual review, and to date, no study has reviewed match certainties for 
record sets of three or more.

Conclusion

The Link King software is accessible and efficient, and it allowed us to develop a protocol for  
successful and cost-effective linkage of prescription records in Utah’s CSD. Contrary to our 
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expectation, the proportion of incorrect links remained stable, even as the number of records in a 
set increased. Overall, our manual review suggested a high proportion of correct links, including 
for patients with 75 or more records. With the growth of many record linkage methods, future stud-
ies are needed to compare results and efficiency across methods that include reports of sensitivity, 
specificity, precision, and recall. Extensions of our work include the application of The Link  
King to merge Utah’s CSD to external data sources, such as from Medicaid, Medical Examiner, or 
Emergency Department databases, thus broadening the scope of public health and epidemiologic 
research that can be accomplished with this resource.
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Abstract
Reaching the actual target group for a web-based health promotion project turns out to be a difficult task. In 
this article, individual and organizational factors which can influence the decision of using apps in workplace 
health promotion are analyzed. Furthermore, we analyzed the opinion about feedback possibilities of apps 
in workplace health promotion. A study with 438 leaders was conducted, as leaders can be seen as a key 
factor in the success of health promotion projects. The results showed that younger leaders and leaders with 
a more positive attitude toward workplace health promotion are more likely to use an app. Furthermore, 
leaders with a positive attitude are more interested in expert-feedback than in instant feedback received 
from an app.
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Introduction

Smartphones have, little by little, invaded our modern everyday life and are already an established 
means to keep in touch with our family and friends all around the globe. But the pocket-sized 
supercomputers are not only an aid regarding communication but have also gained importance as 
a reliable source of information via Internet connection. Furthermore, there is a variety of smart-
phone applications (apps) to choose, which range from simple video games to pass the time to 
reliable assistants to help us face and conquer everyday tasks and challenges.

In line with this increased availability and usage of smartphones, apps for health promotion 
practices and health outcomes are advancing. Despite the increased number of developed health 
apps which can be downloaded at the app store, little scientific research has been done about 
apps for health promotion practices and health outcomes and there is even less research about 
psychological interventions in the organizational context.1,2 Some notable publications in the 
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development and analysis of apps in the organizational context include apps for individual stress 
prevention and leadership development,3–6 but there is a lack of holistic workplace health pro-
motion (WHP) apps which can be implemented in the organizational process.

Reaching the right target group and raising participation rates is one major challenge in WHP. 
This challenge is the same for app-based projects in WHP. Both individual and organizational dif-
ferences are able to influence participation, such as gender, age, health status, experience, or size 
of organization.7–10 Therefore, the aims of this article are to (1) identify individual and organiza-
tional aspects which might influence the decision of using an app in WHP and (2) analyze the 
opinion about feedback possibilities of apps in WHP. More specifically, we investigate the opinion 
of leaders, as leaders can be seen as a major key factor in the success of WHP projects.11,12

Smartphone apps and health promotion

Apps in health promotion have multiple benefits, such as being relatively inexpensive, reaching a 
large number of individuals even in remote places, supporting highly stigmatized groups without 
exposing them, sharing health information on social media, 24-h accessibility, providing updated 
content to the app any time, implementing visual materials (e.g. graphs, videos), and repeating 
lectures/trainings as often as wanted.3,4,6,13–16

Another major advantage is delivering instant feedback and support.4,15 Instant feedback helps 
participants monitoring their personal progress and can motivate participants to proceed with 
health apps. In their guidelines for Internet interventions, Proudfoot et al.17 stated that professional 
support should be included to assist an online intervention. This professional support can be deliv-
ered frequently by qualified health professionals using e-mail, forums, audio chat, webcam, or 
even face-to-face support. Ritterband et al.15 also suggested that instant feedback and support can 
be provided in many ways, for example, personalized e-mails, instant messaging communication, 
or even phone and face-to-face meetings.

However, with external support via phone or face-to-face meetings, the reach of apps will be 
reduced, the costs increase, and the app will be more difficult to organize.18 On the other hand, a 
totally unguided program has more drop-out rates and even can raise ethical issues, such as failing 
treatments, negative side effects, or misinterpretation of the instant feedback on the screen.16,18 
Furthermore, a program without any experts behind is lacking quality and will be less effective.19

A major challenge is quality assurance, as currently nearly everybody is allowed to develop an 
app.20 Another potential risk is data security and privacy.1,21 The user’s lack of technical skills or 
knowledge related to the use of new media is an additional barrier that can prevent persons to try 
app-based health promotion programs.20

Reaching the right target group is another critical aspect that has to be noted. Health apps are 
mainly used by those individuals already supporting a healthy lifestyle,22,23 a point which can be 
found also in other health promotion activities.10,24 This is critical, especially when it comes to 
WHP, where the organization puts time, money, and effort into efficient, successful health promo-
tion activities.

Individual and organizational differences in WHP programs

As previously mentioned, healthier people have higher participation levels in WHP programs. 
Additionally, women are shown to participate more often in health intervention programs than 
men,7,10,25 but there is also evidence that with offering the right activities, men and women are 
participating alike.9 Next to gender, there seems to be a trend where younger employees have the 
highest and elder employees have the lowest participation level in WHP programs.9 However, 
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when it comes to long-term participation, older participants are more likely to participate in follow-
up programs.24,26

Furthermore, WHP programs are usually conducted in larger enterprises. In smaller organiza-
tions, the owner usually is responsible for all management functions and additionally managing 
health programs therefore is less interesting. Moreover, the benefits of WHP activities are less 
obvious in the short term, as problems such as health issues or accidents rarely occur in small 
organizations.8,27 However, there is evidence that although larger companies usually organize more 
health promotion activities, the participation levels in smaller organizations are higher.9

Several methods have been suggested to increase participation rates, such as individually tai-
lored interventions, personalized mails, or giving instant individual feedback.2,25,28,29 For health 
promotion at the workplace, recruitment via company counselors or in particular leaders should be 
considered to raise participation.11,12,22 Successful WHP projects are presented by leaders encour-
aging their employees to adopt a healthy lifestyle and give information about health-relevant 
issues.30 Furthermore, leaders who illustrate the benefits of a WHP program are able to influence 
the participation level positively.31 Therefore, leaders are the promoters of WHP and must be seen 
as the major target group when implementing app- or web-based health promotion programs at the 
workplace.

Research questions

In this article, we want to identify individual and organizational aspects which might influence the 
decision of using an app in WHP and analyze the opinion about feedback possibilities of apps in 
WHP. For this purpose, a study with leaders is conducted, as leaders can be seen as a major key 
factor in the success of WHP projects.11,12 Referring to the current status of research, following 
hypotheses were stated:

1. Female leaders have a more positive opinion of using apps in WHP and their feedback 
possibilities.

2. Younger leaders have a more positive opinion of using apps in WHP and their feedback 
possibilities.

3. Leadership experience is positively related to acceptance of apps and their feedback options 
in WHP, as experienced leaders have the information and skills to conduct and promote 
health promotion projects at the workplace.

4. Similar to the findings that healthier individuals more often participate in health promotion 
activities, we propose that leaders with a more positive attitude toward health promotion 
are more interested to use an app and have a more positive opinion for app-related 
feedback.

5. Working in a larger organization is positively related to a higher acceptance of apps in WHP 
and its feedback possibilities.

6. Having a higher number of direct subordinates is positively related to a higher acceptance 
of apps in WHP and its feedback possibilities.

Materials and methods

Recruitment and selection

Austrian and German leaders were invited to participate in an online study. In this study, we defined 
leaders as persons who assume responsibility for one or more employees in a lower hierarchy.
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In cooperation with a German market research company, the participants were invited by sending 
out e-mails. The participants had to fulfill the requirement of currently having a leading position; oth-
erwise they were excluded at the beginning of the survey. On the whole, 884 participants declared their 
interest to be part of this study. Out of this sample, 418 participants had to be excluded as they did not 
have a leading position; 28 participants cancelled their participation after answering only a few ques-
tions. In the end, a sample of 438 leaders who filled-in all questionnaires could be used for this study.

Participants

In this sample of 438 leaders, 64.2 percent were working in Germany and 35.8 percent were work-
ing in Austria; 29 percent were females and 71 percent were males. In all, 42.5 percent were 
40 years or younger, 34.9 percent were between 41 and 50 years old, and 22.6 percent were older 
than 51 years. They worked in different business sectors, working mostly in the business sectors 
service/consulting (28.3%), manufacturing (12.3%), commerce (12.3%), health care (6.6%), and 
insurance (6.4%). Company sizes ranged from one to nine employees (26.2%), 10 to 49 employees 
(17.1%), 50 to 199 employees (16.8%), and 200 employees and more (39.9%).

The leaders mostly worked in middle or first-line management (68.7%); 31.3 percent were chief 
executive officers (CEOs). Most of the leaders (38.2%) had their leading position for longer than 
10 years, 28.8 percent had their leading position for 5–10 years and 22.7 percent for 2–5 years. The 
number of direct subordinates varied, ranging from only one subordinate (18.7%), two to five sub-
ordinates (29.5%), six to ten subordinates (19.2%), and more than 10 subordinates (32.6%).

Measurements

Next to the sociodemographic data (gender, age, leadership experience, organization size, and 
number of direct subordinates), the acceptance of using apps in WHP and feedback possibilities of 
apps were measured with scales previously developed for this study. All items are listed in Table 1.

The attitude toward WHP in general was measured with six items. These six items can be com-
bined into one scale “positive attitude toward WHP.” The questions could be answered on a 5-point 
Likert scale from 1 (I disagree) to 5 (I agree).

The acceptance of using apps in WHP was measured with two items (Table 1). These two items 
could be answered on a 5-point Likert scale from 1 (I disagree) to 5 (I agree). These two items are 
combined into one scale “acceptance of using apps in WHP.”

Attitude toward feedback was measured with five items. These items can be categorized in two 
scales: (1) expert-feedback (three items) and (2) feedback from new media (two items). Answer 
scale was a 5-point Likert scale ranging from 1 (I disagree) to 5 (I agree).

Feedback possibilities from an app were measured referring to three possible WHP aspects: 
physical fitness, mental fitness, and nutrition. In all, 12 items could be answered on a 5-point Likert 
scale ranging from 1 (I disagree) to 5 (I agree). There were four similar answers for each of the 
three aspects physical fitness, mental fitness, and healthy nutrition (Table 1). The 12 items and can 
be categorized in four scales: (1) individual feedback, (2) analyses of results, (3) advice/sugges-
tions, and (4) sharing results.

Results

Descriptive statistics

Means, standard deviations, internal consistencies, and correlations of the scales can be found in 
Table 2. Internal consistencies of all study variables are high, ranging between .80 and .95, with the 
exception of feedback from new media (.51).
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As for the individual aspects, significant correlates can be found for age and positive attitude 
toward WHP. Age is positively correlated with expert-feedback (.16) and negatively correlated 
with feedback from new media (−.13), individual feedback (−.12), statistical results (−.11), and 

Table 1. Questions used in the study.

No. Item Scale

1 Workplace health promotion projects could improve employee health in the 
long run and can make a positive contribution to the companies’ performance

Positive attitude 
toward WHP

2 I would wish that health-related problems of employees could be detected in 
an early phase so that interventions can be initiated

3 In my opinion, interventions in workplace health promotion can contribute to 
less sickness absences

4 An organization has to take responsibility for the health of its employees
5 There is no point in workplace health promotion, as employees usually are not 

enthusiastic about workplace health promotion activities (inv)
6 In our organization, workplace health promotion is not necessary (inv)
7 I would like to use a new technology (e.g. a smartphone app) to support 

workplace health promotion projects
Acceptance of 
using apps in 
WHP8 With technical help (e.g. a smartphone app) health-relevant aspects can be 

measured more efficiently
9 For an adequate feedback, experts are absolutely necessary Expert-feedback
10 To give professional feedback, trainings would be helpful
11 Especially for critical feedback, it is important that experts give it
12 It is an interesting option to give feedback with new media like smartphone 

apps (e.g. via chat)
Feedback from 
new media

13 Giving feedback indirectly via new technologies is impersonal (inv)
14 Individual feedback from a smartphone app/a web portal […] would motivate 

[…] for physical fitness
Individual 
feedback

15 Individual feedback from a smartphone app/a web portal […] would motivate 
[…] for mental fitness

16 Individual feedback from a smartphone app/a web portal […] would motivate 
[…] to proceed with healthy nutrition

17 Analyses of results from a smartphone app/a web portal […] would motivate 
[…] for physical fitness

Analyses of 
results

18 Analyses of results from a smartphone app/a web portal […] would motivate 
[…] for mental fitness

19 Analyses of results from a smartphone app/a web portal […] would motivate 
[…] to proceed with healthy nutrition

20 Advices and suggestions from a smartphone app/a web portal […] would 
motivate […] for physical fitness

Advice/
suggestions

21 Advices and suggestions from a smartphone app/a web portal […] would 
motivate […] for mental fitness

22 Advices and suggestions from a smartphone app/a web portal […] would 
motivate […] to proceed with healthy nutrition

23 Letting others see my physical training results on a social platform (e.g. 
Twitter, Facebook) […] would motivate […] for physical fitness

Sharing results

24 Letting others see my mental training results on a social platform (e.g. Twitter, 
Facebook) […] would motivate […] for mental fitness

25 Letting others see me eating healthy food on a social platform (e.g. Twitter, 
Facebook) […] would motivate […] to proceed with healthy nutrition
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sharing results (−.16). Positive attitude toward WHP shows a strong positive correlation with 
expert-feedback (.39) and moderate to low correlations with acceptance of apps in WHP (.26), 
feedback from new media (−.16), and advice/suggestions (.13).

For the organizational aspects, only low to zero correlations with the outcome variables can be 
found, showing the highest correlation between size of organization and positive attitude toward 
WHP (.16).

Individual and organizational differences and acceptance of apps in WHP/
feedback possibilities

A hierarchical multiple linear regression analysis was conducted separately for all outcome crite-
ria. Table 3 presents the two steps of the analysis. The individual predictors such as gender, age, 
leadership experience, and positive attitude toward WHP (hypothesis 1, 2, 3, and 4) were stepped 
into the equation first. This step was significant for all outcomes: acceptance of apps in WHP 
(F(4,435) = 10.453, p < .0001), expert-feedback (F(4,435) = 23.335, p < .0001), feedback from new 
media (F(4,435) = 23.335, p < .0001), individual feedback (F(4,436) = 2.472, p < .05), analyses of 
results (F(4,436) = 3.016, p < .05), advice/suggestions (F(4,436) = 3.735, p < .01), and sharing 
results (F(4,436) = 3.365, p < .01). The second step of the model included the organizational predic-
tors such as size of organization (hypothesis 5) and number of direct subordinates (hypothesis 6). 
For all outcome variables, this second step did not significantly add to the explained variance.

Age and positive attitude toward WHP in general were the most important predictors. In detail, 
gender (hypothesis 1) does not show any significant result, which was not expected in our hypoth-
eses. As assumed in hypothesis 2, age is negatively associated with acceptance of apps in WHP and 
feedback possibilities of an app. In contrast to our hypothesis, leadership experience did not show 
any significant association with acceptance of apps or feedback options (hypothesis 3). In line with 
hypothesis 4, leaders with a more positive attitude toward WHP are more interested to use an app. 
Hypothesis 5 and 6 also could not be supported, as the size of the organization and the number of 
direct subordinates did not show a significant relation with acceptance of apps and feedback 
options.

In Table 3, the standardized regression coefficients as well as p values and adjusted R2 from the 
last step are presented.

Discussion

In this article, we aimed to (1) identify individual and organizational aspects which might influence 
the decision of using an app in WHP and (2) analyze the opinion about feedback possibilities of 
apps in WHP.

Our first hypothesis, female leaders are more likely to use an app and their feedback possibili-
ties, was not supported. In our findings, gender does not show any significant effect. This non-
significant result might be influenced by a common gender stereotype, where men are more open 
using new media and technical devices. Another explanation could be the fact that women are 
underrepresented in leading positions. In this study, only 29 percent of the leaders were females. 
So, this non-significant result could be an effect of an inhomogeneous group.

The second hypothesis, younger leaders would have a more positive opinion of using apps and 
their feedback possibilities in WHP, was supported. The analysis shows that younger leaders would 
rather accept an app in WHP and use more of its feedback possibilities (individual feedback, analy-
ses of results, advice/suggestions, sharing results). As younger individuals are shown to participate 
more often in WHP projects,9 this result was expected. Additionally, younger individuals are more 
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familiar with new media such as smartphones and apps, as they are usually used by the younger 
generation.

As the third hypothesis states, leaders with a more positive attitude toward WHP are more inter-
ested to use an app but feedback is expected to be given by experts. Feedback from experts is also 
demanded by older leaders. This refers to quality issues that instant feedback is confronted with. A 
totally unguided program without human involvement can lead to high drop-out rates and smaller 
effects as employees are not provided with enough information and knowledge about health-rele-
vant issues.19 Additionally, ethical issues are raised as feedback can be misinterpreted or might fail 
its purpose.16,18 As the statements of expert-feedback do not exclude instant feedback, this issue of 
quality has to be considered strongly. It can be concluded that the expert’s knowledge and skills are 
essential. This can be also seen in the scale “advice/suggestions from an app,” as leaders with a 
more positive attitude toward WHP would wish this kind of feedback.

In line with past research,8,27 we expected an effect for organization size and number of direct sub-
ordinates, more specifically, that working in a larger organization and having a higher number of direct 
subordinates is positively related to a higher acceptance of apps in WHP. The findings could not sup-
port these assumptions. Larger companies are more willing to invest time and money in health promo-
tion projects,8,27 but we did not find this result for app-based health promotion, as organization size and 
number of direct subordinates showed non-significant results. However, very large companies (5001+ 
employees) have usually fully adopted new technologies, using the Internet for multiple purposes.32 
Therefore, larger companies could be seen as a potential market for apps in WHP. This assumption has 
to be investigated more closely in future research. Furthermore, leadership experience also shows no 
significant relation with acceptance of apps and their feedback possibilities in WHP.

Looking at the results, only small effects could be found, having low—although significant—
adjusted R2. As we were able to collect a large sample of leaders in this study, we can benefit from 
this advantage and see also these small effects. However, more studies including other influencing 
factors such as daily use of smartphones and apps or affinity for technology and mobile communi-
cations should be conducted to investigate possible effects.

Limitations

Data were collected online, which have the advantage of reaching a large number of participants. 
With this method, it was possible to collect a set of complete data without missing values from 438 
leaders, allowing us to find even small effects. With this method, a selection bias could occur as 
our sample consists of leaders being familiar with the Internet. Therefore, it seems possible that 
with this recruitment method we asked leaders that already show a high affinity for technology. 
Generalizing the results to the total population might be difficult.

The participants were recruited with an online panel; therefore, it is possible that the sample in 
this study has more affinity for technology and mobile communications. However, this conclusion 
must be done with caution as we did not ask the participants about their frequency of using apps or 
other new media. Another important aspect which is not considered in this study is the style of 
leadership. Leaders that engage in a health-promoting leadership style are more likely to invest 
time and effort for health promotion practices. These aspects should be included in future research.

Practical implications and conclusion

We could find that the most important aspect that leads to a higher acceptance of apps in WHP is a 
positive attitude toward WHP. Of course, a positive attitude means being aware of the need for 
prevention of risks at the workplace. Leaders that already engage in WHP activities can use apps 
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to support health interventions. Apps could support in many ways, for example, information about 
specific interventions (date, content) can be made available right away with the use of an app, or 
short questionnaires about the team’s stress or motivation level can be used to get a feedback about 
the team’s psychological state. Next studies should include possible features of an app in WHP to 
investigate the leaders’ wishes and expectations.

The findings imply that using feedback possibilities of smartphone apps could be beneficial for 
WHP. The correlation analyses imply that leaders who would accept an app in WHP are also more 
interested in its feedback possibilities. The findings further suggest that feedback from experts 
could be an addition to automatic feedback. Especially when it comes to mental aspects, an auto-
matic feedback without talking to “real” people can be critical, as automatic answers tend to be 
rather brief with less explanation. In line with this assumption, sharing these short automatic 
answers on social platforms may not be desirable, as they might lead to stigmatization. This is 
much more critical in a work-context, where colleagues and leaders might see the automatically 
generated feedback. In this sense, a web-based intervention with automatic feedback—either on 
the personal computer or on the smart phone—must be programmed in highest possible quality. 
Apps can help to sensitize people but in every case we need experts for every area, for example, 
physical activities, mental fitness, and nutrition. These experts can be involved on many levels, 
such as planning the content of the program, developing understandable, non-stigmatizing feed-
back texts, or being available for life-chats.

In the guidelines for Internet intervention research of Proudfoot et al.,17 professional and other 
support was already discussed. We should proceed to the next step also for Internet interventions 
directly. Including “experts” in the process is an important quality criterion for every Internet/
software-based application starting from the concept to the implementation. This is even more 
important when feedback possibilities are included, as the support of “real” people is needed espe-
cially when feedback of critical states are displayed. This will further raise the acceptance of using 
apps or web-related programs in WHP.
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Abstract
Data mining methods in biomedical research might benefit by combining genetic algorithms with domain-
specific knowledge. The objective of this research is to show how the evolution of treatment rules for autism 
might be guided. The semantic distance between two concepts in the taxonomy is measured by the number 
of relationships separating the concepts in the taxonomy. The hypothesis is that replacing a concept in a 
treatment rule will change the accuracy of the rule in direct proportion to the semantic distance between 
the concepts. The method uses a patient database and autism taxonomies. Treatment rules are developed 
with an algorithm that exploits the taxonomies. The results support the hypothesis. This research should 
both advance the understanding of autism data mining in particular and of knowledge-guided evolutionary 
search in biomedicine in general.
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Introduction

Genetic algorithms have been applied to rules from decision trees to improve diagnosis in health 
care.1 This research extends that work by adding domain knowledge to the genetic algorithm.

Genetic algorithms that incorporate domain knowledge may be called memetic algorithms,2 and 
this research contributes to the study of memetic algorithms. Specifically, the discovery of new 
rules will be facilitated through the use of domain knowledge to guide the choice of concepts to 
incorporate in a rule.
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The machine learning research here is applied to the domain of autism. Autism is a neurodevel-
opmental disorder that first appears during childhood and generally follows a steady course with-
out remission. Broadened to include “autism spectrum disorders,” the disease affects 11 of 1000 
children in the United States.3 Decision-support tools can support management of such widespread, 
pediatric disorders.4

The knowledge about autism that is used for this work comes from the Interactive Autism 
Network (IAN) dataset. IAN is an online, research registry that connects family members of autis-
tic people with researchers in an effort to help solve the many problems associated with autism.5

The No Free Lunch Theorem states that a universal optimization strategy is not possible.6 
Therefore, one method can only outperform another method if it is designed to solve a particular 
problem or somehow structured to be specialized. Evolutionary algorithms that incorporate heuris-
tic-based knowledge can outperform ones without such knowledge.7 The domain knowledge can 
be injected at any phase of the genetic algorithm—including initialization, representation, selec-
tion, crossover, and mutation phases.8 The idea of incorporating domain knowledge into an evolu-
tionary process has also been applied to neural network applications in medicine.9

The role of domain knowledge for the medical domain has been investigated in a number of 
studies including the use of evolving sub-ontologies for traditional Chinese medicine.10 Verb selec-
tion patterns were used within a genetic algorithm to classify newly recognized biomedical terms 
co-occurring with domain-specific verbs.11 Of course, other problem domains, such as finance, 
have been approached with memetic algorithms.12

In the work to be presented here, the memetic algorithm is used to produce classification rules 
for autism treatment efficacy. Within the medical domain, classification rules have frequently 
aided clinicians and medical researchers. For example, neuro-fuzzy rule-based classifiers provided 
linguistically interpretable rules for one medical field.13 Classification rules have been extracted 
from trained neural networks for breast cancer diagnosis.14 A genetic programming algorithm was 
developed for discovering classification rules in breast cancer, dermatology, and pediatric adreno-
cortical tumors.15

Several studies have incorporated artificial intelligence methods for the autism domain. Text 
mining was applied to biomedical literature for the construction of an ontology which identified 
rare relations in autism,16 which led to a literature mining method for uncovering hidden relations 
from a set of articles in a given domain.17 Self-organizing maps were used to model attention shift 
impairment and familiarity preference,18 both hallmarks of autistic behavior.

Artificial intelligence and genetic databases have been combined in applications to autism. 
Decision trees19 were created to predict the severity of autism based on single nucleotide polymor-
phisms.20 Genetic and environmental factors were examined using combinatorial fusion analysis 
and association rule mining to determine associations between autism prevalence and the exposure 
to mercury and lead during critical stages of a child development.21 Another genetics study found 
that association rules were able to successfully predict autism susceptibility genes.22

Support vector machines were able to categorize infants in high- and low-risk groups for autism 
via an analysis of electroencephalogram (EEG) data.23 An expert system was developed as a 
screener for autism.24 Heart rate patterns were compared with common autism behavioral prob-
lems, such as self-injury and aggression.25 The performance of various machine learning algo-
rithms in a healthcare application has been compared.26

One parameter of a knowledge-guided, evolutionary search algorithm is the size of concep-
tual changes to a rule.27 This article compares the effects of knowledge-guided mutation to the 
traditional method of random mutation. The algorithm operates on a population of classification 
rules (for autism treatment efficacy) created from the IAN dataset. The fitness measure is the 



58 Health Informatics Journal 23(1)

classification rule accuracy. The hypothesis is that mutations that implement a small conceptual 
change will result in small changes in rule accuracy. The results of these empirical tests will 
assist in the determination of how to best incorporate domain knowledge for both classification 
rules and genetic algorithms.

The remainder of this article is structured as follows: theory, methodology, results, discussion, 
and conclusion. The “Theory” section introduces and defines the concepts of domain knowledge, 
semantic distance, classification rule, and accuracy. The “Methodology” section describes the 
databases, taxonomies, and algorithms used in the experiments. In the “Results” section, the results 
of experiments and the analysis of those results are presented. Finally, the “Discussion” and 
“Conclusion” sections put those results in perspective.

Theory

The fundamental goal was to determine how domain knowledge can be usefully incorporated in 
knowledge-guided mutation in order to constrain the search and thereby constrain the associated 
fitness. Mutations involving random changes often lead to extreme fluctuations in the associated 
fitness measure to the detriment of the overall goal of discovering the optimal solution. The empiri-
cal results will help illuminate the relationship that exists between exploration and exploitation 
within the solution space. The hypothesis is that for a given set of classification rules, a systematic, 
incremental change in semantic distance will result in parallel change in accuracy.

Next, important terms are defined as follows:

Domain knowledge

Domain knowledge can be conceptualized as meta-data or data regarding the data that pertain to a 
particular domain. The domain data itself should be specific and relevant to the problem being 
solved.

Systematic

A systematic change is implemented based on the information contained in the IAN Semantic 
Diagram (presented in the “Methodology” section). Four categories of knowledge guidance (KG) 
control the amount of change that may be applied to a classification rule for autism treatment 
efficacy:

KG1: Knowledge-guided mutation level 1—Involves the minimum amount of change to the classification 
rule. This method will only allow a medication to be replaced with another medication from the same 
category.

KG2: Knowledge-guided mutation level 2—Allows a greater change to the classification rule than KG1. 
This method will allow the medication to be replaced with any other medication.

KG3: Knowledge-guided mutation level 3—Allows a greater change to the classification rule than KG2. 
This method will allow the medication to be replaced with any other treatment.

KG4: Knowledge-guided mutation level 4—Allows the greatest amount of change to the classification 
rule. This method will allow the medication to be replaced with non-treatment data attributes (such as 
“patient diagnosis” and “parent expectation of outcome”).
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Semantic distance

The semantics for the IAN data are formally presented in the drug taxonomy and KG levels (KG1–
KG4). Semantic distance relates to the relative change between one KG level to another (i.e. KG1, 
…, KG2).

Parallel

Parallel refers to the relationship between the change in a rule antecedent and the resulting change in 
that rule’s accuracy. For each degree of change to a classification rule (i.e. KG1–KG4), a similar change 
is hypothesized to occur in the resulting accuracy. In other words, the smallest degree of change (i.e. 
KG1) will result in the smallest (relative to KG2 through KG4) amount of change in accuracy.

Accuracy

Accuracy can be defined as follows

Accuracy R
n

n
totcorrect

totrecords

( ) =

where R represents a single classification rule, ntotcorrect represents the total number of records cor-
rectly classified by R, and ntotrecords represents the total number of records including those not cor-
rectly classified. For any given experiment, where P represents a population of initial classification 
rules, an individual change in accuracy is computed and an absolute change in accuracy is captured 
as a1 to an where n represents the total number of records in P. For each rule, this individual accu-
racy measure is computed using 10-fold cross-validation. The overall average measure, AvgAcc, 
can be formally defined as follows

AvgAcc a a an= …{ , . ),1 2

Classification rule

A classification rule consists of an antecedent(s) and a consequent which predict the class of 
instances covered by that rule. It is represented in IF–THEN form where multiple antecedents 
together form a logical conjunction.

Methodology

The research involved accessing a large database, developing a learning algorithm, and analyzing 
the results, as will explained in this section. The database comes from IAN and the taxonomies 
from IAN and the National Library of Medicine. The algorithm involves initializing the population 
of classification rules and then generating new rules in various ways. Finally, a working example 
is provided of knowledge-guided mutation.

Data

The IAN Project collects data from families with autism including information on demograph-
ics, parent medical data, sibling information, as well as a vast quantity of data on the autistic 
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child including treatment information. Although the primary reason for the creation of IAN is 
to link researchers in the field of autism to potential subjects, the non-identifiable data stored 
on these families are accessible to any researchers that have proper Institutional Review Board 
approval.

The IAN data for this experiment covered approximately 9800 children between the ages of 0 
and 18 years who have been diagnosed with some form of autism. The dataset has over 60,000 
individual treatment records and thus approximately 6.3 treatments per autistic child.

In the data release that is being used for this research (date of version: 19 March 2012), there are 
334 attributes. Some are categorical, some are binary, and some are numeric. Understanding the 
data requires some intimacy with the phenomenon of autism. For example, the categorical attribute 
of patient diagnosis included these entries: autism, Asperger’s syndrome, childhood disintegrative 
disorder, pervasive development disorders, and autism syndrome disorder. These different diagno-
ses reflect the variations of autism as identified by healthcare professionals. Across the database, 
these different diagnostic categories appear with a wide, relatively even distribution which makes 
that attribute a useful one for classification purposes.

For the purposes of data mining, identifying the appropriate outcome measure is an important 
pre-processing step prior to model building. There are a number of outcome measures for the autis-
tic child present in the IAN data that can be derived from IAN’s Social Communication 
Questionnaire, its Social Responsiveness Scaling, or its treatment outcomes.

The Social Communication Questionnaire is utilized as a tool to screen for autism spectrum 
disorders. It consists of 40 “Yes/No” questions to be answered by the parent and will give a result-
ing score. The questionnaire is designed to classify a child as autistic or not and does not allow for 
gradations of severity. Due to the fact that this tool cannot indicate improvement or worsening in a 
child (a movement in the raw score is not an accurate measure), it will not be used as an outcome 
measure in any of the analyses.

Social Responsiveness Scaling could be used for diagnosing the severity of the autism disorder 
in children. It categorizes autistic children as non-autistic, mildly autistic, or severely autistic. 
However, in the dataset, the breakdown for the autistic children is heavily skewed toward severe 
autism.

Treatment outcome is a complex outcome measure that tracks the parent’s perception of treat-
ment efficacy over time (horizontally) and by treatment (vertically). A parent rates each treatment 
that the autistic child receives at three distinct time periods: (1) when the treatment is first entered 
into the system; (2) every year when the parents are requested to update their child’s treatments; 
and (3) when the treatment is stopped. The treatment efficacy measure is provided by the parent 
using a 9-point Likert scale with four ratings for worsening, 1 for no change and 4 for improve-
ment. Given the limitations of the other outcomes and despite the challenges of using subjective 
data,28,29 the treatment outcomes proved to be the appropriate outcome measure for these 
experiments.

A 9-point Likert scale was mapped to a categorical measure clinical outcome. Outcome meas-
ures with high cardinality typically suffer from over-fitting when used in various data mining 
activities. Classification rules are particularly susceptible to this phenomenon. Over-fitting would 
lead to classification rules that will perform well on training data, but when tested on separate data 
perform very poorly.

Initialization

The semantic net for this research (Figure 1) relates to the data structure in IAN. The circle at the 
top level represents all the IAN data, whereas at the second level the circles represent the sub-
entities present in the IAN dataset:
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•• Autistic child;
•• Mother;
•• Father;
•• Sibling.

The circles at the third level represent the sub-entities associated with the main entity. The autis-
tic child has a number of sub-entities including the following:

•• Social Communication Questionnaire;
•• Vaccine history;
•• Social Responsive Scale;
•• Height and weight history;
•• Treatment information.

Treatment information includes two sub-entities: medicinal treatments and non-medicinal 
treatments.

The Medical Subject Headings (MeSH) is a massive thesaurus from the National Library of 
Medicine.30 Drug information was obtained from MeSH that was associated with the treatments in 
the IAN database. The 56 distinct medicinal treatments were then classified into nine categories 
based on MeSH (Table 1).

The experiments used a classification rule with two predicates in the IF-part and one in the 
THEN-part. The first IF predicate was the First Autism Diagnosis Category (DiagnosisPredicate). 
The second IF predicate was treatment. The outcome predicate was one of three values: improve-
ment, no change, or worsening. By combining all the variations of predicates, 1027 distinct rules 
were created.

Experiment parameters

Knowledge may be exploited to constrain evolutionary search, and this experiment will use domain 
knowledge to constrain the mutation operation.31 The genetic algorithm implementation isolated 
the effects of mutation and did not use the crossover operator. The software to run the experiments 

 All IAN Attributes
     Autistic Child
     Treatments
       Non-Medicinal Treatments
       Medicinal Treatments
     Height and Weight
     Social Responsive Scale
     Social Communication Questionnaire
     Vaccine History
     Sibling
     Father
     Mother

Figure 1. IAN semantic net.
This hierarchical listing depicts a partial taxonomy of top-level IAN attribute. An indentation indicates a descendant rela-
tion. It omits the children of the medicinal treatments that are presented separately.
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was coded in Microsoft Access Visual Basic for Applications. The experiment parameters are pre-
sented in Table 2.

For each knowledge level of guidance, mutations were performed on the second predicate. The 
pseudo-code in Figure 2 describes the mutation process and the fitness measure. Each time a rule 
was mutated, the offspring rule was tested for accuracy. Information about the rule, its mutation, 
and the performance of the offspring rule was recorded for every mutation and rule. A one-way 
analysis of variance (ANOVA) test was then conducted in SPSS to determine whether the variabil-
ity between accuracies at the different knowledge levels was statistically significant.

Working example

A simple example illustrates the method presented in Figure 2. First, the starting classification rule 
with a baseline accuracy of 80 percent is

IFDiagnosisPredicate 3ANDTreatmentName AdderallTHEN Improve= = mment

This classification rule is mutated under the guidance of KG1 which is the smallest amount of 
change that can be applied. KG1 dictates that the TreatmentName attribute should be changed to 

Table 1. Drug taxonomy.

ADHD Allergy Anti-anxiety Seizure Anti-depressant Anti-psychotic

Adderall Benadryl Buspar Carbamazepine Celexa Abilify
Catapres Claritin Ativan Clonazepam Citalopram Geodon
Daytrana Singulair Buspirone Depakote Effexor Invega
Dexedrine Zyrtec Fluvoxamine Keppra Lexapro Lithium
Focalin Lorazepam Lamictal Paxil Risperdal
Guanfacine Luvox Tegretol Prozac Risperidone
Intuniv Trazodone Topamax Remeron Seroquel
Meta-date Trileptal Sertraline Zyprexa
Methylphenidate Wellbutrin  
Ritalin Zoloft  
Tenex  
Vyvanse  

ADHD: attention deficit hyperactivity disorder.
This table shows the drug taxonomy for the six categories of medication with the most drugs. This omits the three 
categories of anti-fungal, acid reflux, and laxative which had a total of seven drugs among them.

Table 2. Experimental details.

Experiment Population Fitness Hypothesis test

KG1 versus KG2 1027 two-predicate rules Accuracy One-way ANOVA: Δ in accuracy
KG1 versus KG3 1027 two-predicate rules Accuracy One-way ANOVA: Δ in accuracy
KG1 versus KG4 1027 two-predicate rules Accuracy One-way ANOVA: Δ in accuracy

ANOVA: analysis of variance.
This table shows the three experiments to have the same initial population of rules, the same fitness measure, and the 
same statistical test of the hypothesis.
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another medication in the same family as Adderall. Since Adderall belongs to the category atten-
tion deficit hyperactivity disorder, another medication from this same category will be randomly 
selected—in this case Intuniv. The new classification rule with the calculated accuracy of 82 per-
cent is

IFDiagnosisPredicate 3ANDTreatmentName IntunivTHEN Improvem= = eent

(a)

Definitions

CR = base population of 2-predicate classification rules
CR1…. n = individual classification rules consisting of P1 and P2 where n = 1,027
CR1acc….nacc = initial accuracy calculated for each 2-predicate classification rule
CRM1….n = New individual classification rule consisting of P1 and PM2
CRM1acc….nacc = new accuracy calculated for each 2-predicate classification rule
P1 = first predicate
P2 = second predicate
P2M = second predicate after mutation
KGx= The level of knowledge guidance selected (i.e, KG1, KG2, KG3, KG4)
Accabs1…n = represents the change in accuracy

AvgAcc = captures the mean of the absolute change in accuracy

(b)

Pseudo-code
y=1
For CR1….CRn

 //The second predicate is mutated according to the selected knowledge level
 P2M = KGx(P2)

 //The new rule consists of the first predicate and mutated second predicate
 CRMy = P1 + P2M

 //The accuracy is calculated for the mutated rule
 CRMyacc = accuracy (CRMy)

 //The absolute change in accuracy is calculated
 Accabsy = ABS (CRyacc - CRMyacc)

 y++

Next Record
End Loop

AvgAcc
CRM CRM CRM

n
acc acc nacc=

+1 2 .....
 //The average (absolute) change in accuracy is computed

Figure 2. (a) Definitions for pseudo-code: These acronyms appear in the pseudo-code that describes 
the memetic algorithm used in this experiment. The acronyms are defined in this figure. (b) Pseudo-code: 
This pseudo-code describes the memetic algorithm of this experiment. The algorithm is essential one “Do 
Loop.” The lines beginning with “//” are comments. “y++” means to add one to y. “ABS” means absolute 
value. The other acronyms are defined in (a).
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The absolute change between the two rules is 2 percent. A similar methodology has been used 
in the financial domain where rules were mutated under constraints of domain-specific taxonomy, 
but the domain was finance.32

Results

In this section, the results of the experiment comparing the different knowledge-guided mutation 
levels (KG1 through KG4) will be presented. The experiments support the hypothesis. Additionally, 
an analysis of the issue of evolving poor rules is discussed.

In Table 3 and Figure 3, a summary of the experimental results is presented. Since the sign 
would alter the average significantly, the absolute value is also reported. The results indicate that 
there is an increase in (absolute) change in accuracy across all experiments.

To establish statistical significance, a one-way ANOVA was conducted in SPSS for the experi-
mental results for KG1, KG2, KG3, and KG4. The data contained in four separate data files captured 
the absolute change for each. In Table 4, the descriptive statistics are presented.

Table 5 reports the results of the pairwise comparison (t-test). The results report the mean dif-
ference, standard error, and statistical significance. For each of the comparisons, the p value is 
below .05, thereby confirming statistical significance of the variances. The results of the one-way 
ANOVA indicate that the variances in absolute change that occurred in the four experiments (KG1–
KG4) could not have been due to random fluctuation.

Many of the beginning rules in the dataset as well as number of the mutated rules suffered from 
extremely low accuracy. These rules can be described as poor rules. Poor can be defined in two 
ways: (1) rules that suffer from extremely low accuracy (i.e. 0%) or (2) rules that suffer from 
extremely low support (.001 or less). In the initial dataset of 1027 rules, 261 suffer from extremely 
low support. Subsequently, there are 427 rules with an accuracy of 0 percent. The two reasons for 
including these poor rules in the experiments are presented next.

First, the initial population in a genetic algorithm should exhibit diversity to provide sufficient 
variation in the mutation phase. In other words, starting with a population of all good parents (i.e. 
classification rules) who exhibit both high accuracy and high support is not desirable since this will 
overly constrain the search space. Ideally, the beginning population of classification rules should 
cover a wide spectrum of the desired search space.

Second, due to the multidimensional nature of the classification rules (i.e. two predicates), 
it cannot be assumed that poor support or accuracy is due to the first predicate. It is possible 
that by mutating the second predicate, a rule may be generated that is significantly more 
robust. Discarding rules with poor support or accuracy could constrain the search space 
unnecessarily.

Table 3. Summary of results.

Experiment Change in accuracy (%) Change in accuracy (absolute, %)

KG1 .25 13
KG2 −.67 16
KG3 18 23
KG4 11 21

The leftmost column indicates the experiment. The second column is the average change in accuracy, while the third 
column is the average change in absolute accuracy. In each case, the accuracy is being compared.
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Figure 3. Change in accuracy by level of knowledge guidance.
This figure shows the absolute change in accuracy on the y-axis by level of knowledge guidance on the x-axis.

Table 4. Descriptive statistics.

Experiment Mean SD

KG_1 .13 .23
KG_2 .16 .24
KG_3 .23 .32
KG_4 .21 .30

SD: standard deviation.
One-way ANOVA descriptive statistics. The experiment is in the first column, and the mean and SDs are in columns 2 
and 3. The number of rules in the population was 1027 for each of the four experiments.

Table 5. Pairwise comparison.

(I) Algorithm (J) Algorithm Mean difference (I − J) SD Sig.

KG1 KG2 −.030 .008 .000
KG3 −.097 .011 .000
KG4 −.078 .010 .000

KG2 KG1 .030 .008 .000
KG3 −.068 .011 .000
KG4 −.048 .010 .000

KG3 KG1 .097 .011 .000
KG2 .068 .011 .000
KG4 .020 .009 .037

KG4 KG1 .078 .010 .000
KG2 .048 .010 .000
KG3 −.020 .009 .037

Results of pairwise comparisons for KG1, KG2, KG3, and KG4. The column Sig. is the p value where anything less than 
.05 is statistically significant.
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Discussion

Limitations to this research could affect its generalizability but could be readily addressed in future 
experiments. One logical next step would be to expand the experimental results to include different 
attributes in the first predicate. Another step would be to expand the generations of mutation by one 
of two methods:

•• The first would include creating a set of multiple distinct populations (i.e. 100 datasets con-
sisting of 100 rules). KG1, …, and KG4 would be separately applied to each of these data-
sets. The measures would be collected as they were in the current experiment, and the 
one-way ANOVA test is applied to determine statistical significance.

•• The second method to incorporate multiple generations would begin with the initial popula-
tion (i.e. the dataset of 1026 rules) and apply KG1, …, KG4 as was done in this experiment. 
The results from each of these experiments will become the new populations for further 
experiments.

The experimental results follow a clear trend for KG1, KG2, and KG3. However, the trend was 
broken for KG4, and future experiments could explore this anomaly. From the data and knowledge 
perspective, a limitation of the experiment was the extent of domain knowledge exploited; in other 
words, incorporating new sources of domain knowledge might lead to new insights.

Conclusion

This article’s section “Discussion” emphasized the limitations of the study, while this section will 
highlight the generalizability of the results. This article presents the results of an experiment that 
uses knowledge-guided mutation on classification rules for an autism database. Domain knowledge 
is shown to constrain and guide the mutation operator.

The step-size of the mutation operator tended to correspond to the step-size in the change of 
performance of the rule that was mutated. A mutation that is restricted to make a small semantic 
difference in the classification rule tends to lead to a small change in accuracy of the offspring rule. 
In other words, when the semantic change is allowed to be slightly greater, then the change in 
accuracy is slightly greater (13% for KG1, 16% for KG2, and 23% for KG3).

The domain knowledge refers to the drug taxonomy or semantic net that was created for the 
medications in the IAN database. This domain knowledge could be utilized by other autism 
researchers looking to augment other artificial intelligence methods, such as Naïve Bayes, decision 
trees, or clustering. This work contributes to the growing body of science about incorporating 
domain knowledge in machine learning.

Although this research has focused on how to apply the memetic algorithm to the autism 
domain, the method presented here could be extended to other medical domains, such as cancer 
and aging. The process of creating a drug taxonomy using MeSH could be applied to other medical 
domains where the data include medications. This research might help health informatics research-
ers build prediction or classification models that combine evolutionary algorithms and domain 
knowledge.
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Abstract
Integrated information systems and wireless technology have been increasingly incorporated into health care 
organizations with the premise that information technology will promote safe, high-quality, cost-effective 
patient care. With the advancement of technology, the level of expertise necessary to assume health care 
information technology roles has escalated. The purpose of this article is to describe a clinical residency 
project whereby students in a graduate degree health care informatics program successfully fulfilled program 
competencies through a faculty-lead research project focused on the use of home telehealth with a group of 
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template of applied learning into their practices.
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Introduction

More than a decade ago, integrated information systems began to be incorporated into health care 
organizations creating a fundamental change in the health care industry. The premise was that 
information technology (IT) would promote safe, high-quality, cost-effective patient care. 
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Globally, health care systems have been experiencing unprecedented expansion and restructuring, 
in part, to successfully fulfill initiatives such as integrating patient medical records that yield 
certain incentives and reimbursements for compliant health care systems. For organizations to 
effectively and efficiently accomplish technological priorities and mandates, IT departments have 
initially responded by training employees needed to fill these roles. However, employers will not 
be able to keep pace with the demand for informatics employees since growth is projected to 
increase somewhere between 27 and 38 percent during the next decade.1 Furthermore, as technol-
ogy has become increasingly sophisticated, the level of expertise necessary to assume responsibil-
ity for effective integration and operationalization of these information systems has escalated 
necessitating greater scrutiny as to the existing alternatives for preparing a work force skilled in 
informatics.

Health care informatics education

In response, a growing number of both nursing and non-nursing graduate degree informatics pro-
grams have been developed in an effort to prepare nurses and non-nurses who can confidently and 
competently transition into health care informatics (HCI) employment.2 While there is overlap 
among the fields of HCI, biomedical informatics, clinical informatics, and health information man-
agement, the focus of this article is on HCI (sometimes referred to as health or medical informat-
ics). The knowledge base and skill set acquired through an HCI program prepares graduates to 
apply computer science and IT to health care data. Expertise is developed in managing and com-
municating data in order to make decisions integral to patient care.3 Typically, courses such as 
electronic health records, health care information security, and financial management in health care 
are required in HCI programs (see Table 1). An essential component of the educational experience 
requires active learning experiences whereby HCI students are exposed to “real-world” learning 
through the incorporation of concepts into practice and thereby integration of knowledge, skills, 
and attitudes toward achieving the essential course competencies. Typically, the HCI program cul-
minates with a “capstone” clinical residency (e.g. HCIN (Health Care Informatics Nursing) 545 in 
Table 1), that is, an integrative field experience designed to fulfill requirements for completing a 
graduate level IT health care system project. This application of knowledge is believed to be criti-
cal to achieve a higher level learning.

The purpose of this article is to describe a clinical residency project completed by five HCI 
students in a graduate degree HCI program in southern California, using Donabedian’s model as a 
basis to develop, implement, and evaluate the educational experience. Through this 200-h resi-
dency, each student was assigned to a clinical mentor/preceptor in a health care system and was 
required to apply the knowledge, skills, and attitudes attained through previous courses in order to 
successfully demonstrate essential program competencies. The evaluation of successful comple-
tion of the HCI program competencies was guided by the five learning activities (Table 2) deemed 
essential for the role of an informatics specialist. These learning activities included (1) educating 
patients, peers, and/or colleagues about the technology; (2) demonstrating the ability to operate 
and/or execute the technology device(s) and/or system(s); (3) serving as a consultant regarding the 
project technology; (4) demonstrating expertise through participation in using the technology; and 
(5) demonstrating leadership attributes through presentations and/or educational offerings devel-
oped in collaboration with other team members. At the culmination of the clinical residency, stu-
dent evaluations were completed by the clinical mentor, HCI program coordinator, and primary 
investigator of the research team. Additionally, the student conducted a self-evaluation along with 
an evaluation of the clinical mentor.
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Table 1. Graduate health care informatics program curriculum.

Course name MS HCI—33 
units

MSN HCI 33 
units

HCI Certificate 
15 to 18 units

Course description

HCIN 540: 
Introduction to Health 
Care Information 
Management

X X X Emphasizes computer hardware, 
network architecture, clinical 
application of EHR’s, and other 
software applications, along 
with regulatory, patient privacy, 
security and reimbursement 
issues.

HCIN 541: 
Introduction to 
Health Care Delivery 
Systems*

X X Provides overview of 
health care delivery system, 
professional roles, care delivery 
models, and relevant regulatory 
environment.

HCIN 542: Systems 
Analysis and Design 
for Health Care 
Informatics

X X X Focuses on systems 
development, project 
management skills, requirement 
analysis and specification, 
feasibility and cost-benefit, logical 
and physical design, prototyping, 
and system validation.

MSNC 511: Evidence 
Based Practice: 
Role of Theory and 
Research

X Explores and critiques the 
theoretical foundations of 
nursing science as a basis for the 
development of research.

ENLC 500: Health 
Care Leadership, 
Values and Social 
Justice

X Examines leadership theories, 
corporate ethics, values-focused 
strategies, and principles of 
social and health care justice.

HCIN 543: 
Database Design 
and Knowledge 
Management

X X X Applies skills in database design, 
data structure, modeling, and 
development within database 
management systems.

MSNC 512: 
Influencing the Health 
Care Environment: 
Policy and Systems

X Provides an understanding of 
nursing’s leadership role in 
health care policy, organization, 
and finance.

ENLC 557: Strategic 
Planning and 
Management of Health 
Systems

X X Emphasizes strategic planning 
and management as requisite 
to health care system growth 
and survival. Includes language, 
processes, tools and techniques, 
and marketing.

ENLC 553: Financial 
Management in Health 
Systems

X X Exploration and evaluation of 
the financial environment of the 
health care industry, and how 
it specifically affects the role of 
nurses and nurse entrepreneurs.

(Continued)
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Table 2. Structure, process and outcomes of health care informatics (HCI) capstone project.

Structure
Completion of HCI Residency 
Course Components

Process Outcomes

Educate patients, peers, 
and/or colleagues about 
technology

Developed a home installation toolkit
TH device
•• Loan device agreement
•• Written instructions for use
•• Contact information
•• Extra supplies:

•• Batteries
•• Splitters
•• Phone jacks
•• Phone cords/cables

Implemented patient education
Follow-up phone calls/re-educate on 
technology use as necessary
Repeat home visit if unable to resolve 
problems on phone

HCI student phoned patient 
within 24–48 h to schedule 
date/time for device(s) 
installation
Implemented home-based 
installation and ongoing 
communications
Developed trust and 
rapport between HCI 
students and participants

Course name MS HCI—33 
units

MSN HCI 33 
units

HCI Certificate 
15 to 18 units

Course description

ENLC 556: 
Management of Health 
Care System Quality 
Outcomes and Patient 
Safety

X X Focuses on process of 
health care delivery from 
a systems perspective, and 
emphasizes continuous process 
improvement as crucial to 
achieving high-quality outcomes.

MSNC 507: Statistics X X Emphasizes basis of probability 
concepts and distributions, and 
inferential statistical methods 
used in answering research 
questions. Incorporates SPSS 
statistical software.

HCIN 544: 
Advanced Health 
Care Information 
Management

X X X Emphasizes EHR and clinical 
decision support system design, 
implementation and evaluation. 
Addresses regulatory, 
reimbursement, ethical issues 
and emerging technology.

HCIN 545: Residency 
in Health Care 
Informatics Capstone

X X X Provides an integrative field 
experience to synthesize and 
apply knowledge attained in the 
HCIN core courses.

MS HCI: Master of Science in Health Care Informatics; MSN HCI: Master of Science in Nursing—Health Care Informat-
ics; HCIN: Health Care Informatics; MSNC: Master of Science in Nursing Course; ENLC: Executive Nurse Leadership 
Course; EHR: electronic health record.
Each course is 3.0 academic units.
*Required for individuals having less than 2 years experience in hospital or clinical setting.

Table 1. (Continued)
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Table 2. (Continued)

Structure
Completion of HCI Residency 
Course Components

Process Outcomes

Demonstrate ability to 
operate and/or execute 
technology device(s) and/
or system(s)

Installed in-home TH device(s)
Instructed participant and family 
member(s)/caregiver(s) with return 
demonstration

Developed interface 
between TH device(s) and 
central processing site 
(registration site)

Serve as consultant 
regarding project 
technology

Provided daily monitoring of patient 
data with follow-up communication  
as necessary
Participated in weekly 30–60-min 
team phone meetings focused on 
enrollment status, biometric data/
trends, and troubleshooting issues
Provided support with intermittent 
challenges with battery failure and 
user issues
Revisited home to troubleshoot or 
replace batteries/device—45 percent 
of participants needed a second home 
visit

Evaluated the (devices) 
technology for:
Participant satisfaction
Improvements: provided 
manufacturer with feedback 
on redesign suggestions (e.g. 
blood pressure cuff Velcro 
excess sticky and floor scale 
extra sensitive to tactile 
stimulation)

Demonstrate expertise 
through participation in 
using technology

Developed quality monitoring process 
to ensure accuracy of patient data 
(correct patient with correct data)
Monitored daily biometric 
transmissions
Operated TH device and 
downloading biometric data

Optimized use of resources 
(devices and personnel)
Improved efficiency of TH 
installation with repetition 
and practice
Maintained integrity and 
confidentiality of participant 
biometric data

Demonstrate leadership 
attributes (e.g. 
presentations and/or 
educational offerings) 
collaboratively developed 
with other team members

Developed team communication 
structure with weekly team 
teleconferences
Established secure website for team 
communication of patient data
Facilitated collection of post data (in 
person or over phone) using study 
instruments

Participated in the 
development of a project 
plan
Disseminated structures, 
process, and outcomes in 
an educational poster at the 
university’s Scholarly Day 
(April, 2015)

TH: telehealth; HCI: health care informatics.

HCI residency: telehealth (TH) research study

Specific to this capstone clinical residency project, five HCI students joined a faculty-lead research 
project to gain an appreciation for conducting research as well as fulfill HCI program competen-
cies. Through activities related to the installation, management, and evaluation of TH services for 
the study patients inclusive of telemedicine regulations, HCI students were afforded an experien-
tial learning process to determine their readiness for transition to an informatics specialist role. The 
focus of the research study was to determine the feasibility of using a multimodal technology self-
care educational intervention to promote heart failure (HF) patient self-care and reduce hospital 
readmissions. To meet the requirements of the Institutional Review Board, the HCI students along 
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with all other team members, completed the National Institute of Health “Protecting Human 
Research Participants”4 module. With this educational module, the HCI students gained a funda-
mental comprehension of the importance of protection of human subjects.

Research study team and mentors

The research team consisted of several academicians, clinicians, and five HCI graduate students. A 
PhD nurse practitioner was the principal investigator and a lead university faculty for the research 
study functioned as the primary project mentor for the HCI students with emphasis on the research 
process. The five bachelor’s prepared HCI students had varying professional backgrounds. Two of 
the HCI students were registered nurses (RNs) with extensive clinical experience, while the other 
students had backgrounds in business and/or pharmaceuticals. This variety of student educational 
and experiential backgrounds enriched the overall learning experience for each student frequently 
resulting in one of the students assuming a mentor role for the other students, one of the many 
strengths afforded through graduate education.

Donabedian’s structure, process, and outcome model

The Donabedian’s5,6 framework of structure, process and outcomes was used to guide this collabo-
rative project and research study. Introduced in 1966, this framework guides understanding and 
allows for the monitoring of progress throughout the continuum of a project.7,8 This model was 
utilized based on the required level of detail needed to consistently and safely implement the home 
TH intervention.

Structure

Structure refers to the infrastructure and resources needed to achieve HCI residency requirements. 
Key structural elements for this educational experience were based on utilizing the five “capstone” 
project learning activities (Table 2). Since several of the HCI students did not have a health care 
background, it was important that the team review health care compliance and regulations learned 
in the HCI foundation courses. A secure password-protected website was created for storing the 
participants’ daily biometric data consisting of blood pressure (BP) and weight readings. The mon-
itoring devices used in this study, electronic scales and BP cuffs, were purchased by the researchers 
and were loaned to the study participant. A telephone modem was required for transmission of data. 
HCI students learned how to assemble, calibrate, and install devices through instruction from the 
HCI university professor, reading the handbook, and obtaining telephone tech support provided by 
the manufacturer’s phone assistance staff. Prior to home installation, the HCI students completed 
pre-testing of the equipment for accuracy and reliability and practiced their teaching skills using 
researcher-designed scripts. Additionally, the HCI students designed a tool kit for each in-home 
installation that consisted of documents pertaining to the device loan agreement, installation 
instructions for both the HCI team and patient, monitoring equipment (i.e. BP cuff, weight scale), 
modem, and extra supplies (e.g. batteries).

Process

The home TH patient care process has the potential to be complex especially when the device users 
are older adults. The concept of “process” focuses on what activities are actually completed and a 
comparison to what was planned.6 Positive patient and team member outcomes necessitated 
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coordinated team communication. To achieve high device utilization rates, the installation and 
patient education are needed to be structured and systematic yet customized for each individual 
patient/learner. The process implementation phase of this project included a 24-h post-hospital 
discharge call followed by a HCI student call to schedule home installation of the devices, and 
monthly scheduled HF self-care nurse coaching sessions by an advanced practice registered nurse 
(APRN) interventionist. Additionally, the HCI students monitored daily biometric data collection 
using an American Heart Association algorithm to guide decision-making that was supported by 
their HCI APRN program coordinator while participating in weekly conference calls with the 
research team (Figure 1).

Home TH device installation. The HCI students used a researcher-designed protocol to ensure all 
activities were completed. This process consisted of four phases/steps: (1) identify patients for 
home TH monitoring, (2) initiate patient contact via telephone, (3) install remote monitoring equip-
ment in patient’s home, and (4) troubleshoot, support, and maintain all monitoring equipment and 
manage data via website (Figure 2).

A team of two HCI students, ideally one RN and one non-RN student completed the in-home 
installation of the TH device. Initially, the HCI RN’s assumed a leadership role with patient inter-
action while the non-RN HCI team member initiated the equipment set-up. Each subsequent 

Figure 1. Process for home telehealth device installation and daily monitoring.
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installation afforded each of the students to become comfortable with either of the two in-home 
installation roles. Follow-up phone calls and occasional re-visits to the home primarily due to data 
transmission issues were necessary. For example, one patient experienced functional issues with 
one of the devices that necessitated one of the HCI students to contact the device manufacturer and 
eventually secure a replacement. Ultimately, it was important that all HCI student members were 
comfortable and confident with engaging in participant communication, TH device installation, 
troubleshooting the equipment, and utilizing a teach-back method of educating participants on use 
of equipment.

Team leadership and communication. As participants were enrolled in the home TH device group of 
the study, the HCI student team registered each patient’s demographics into the data collection 
website. One of the two HCI students who installed the home device took a “lead” role in assessing 
daily biometric data and providing updates to the team (Figure 1). On a weekly basis, 30- to 60-min 
team conference calls were conducted and continued throughout the 11 months of the study. Con-
ference topics included information on recruitment updates, participant adherence to daily moni-
toring, data transmission issues, biometric data trends, along with summaries of communication 
between research team members and the participants. These meetings were highly valuable to the 
successful structure, process, and outcomes of the experience.

Outcomes

As a result of this collaborative research project, the HCI students completed multiple “process” 
activities that yielded “outcomes” demonstrating fulfillment of the five “structure”-learning activi-
ties. Through weekly prerequisite teleconferences, the mentors and the students debriefed and 

Figure 2. Home teleheath device installation and maintenance.
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monitored current processes and made necessary adjustments throughout the duration of the study. 
As a result of these ongoing weekly debriefings, the five HCI students consistently demonstrated 
progress toward fulfilling the five “structure”-learning activities. In addition to completing cap-
stone and course competency requirements, the HCI students learned how to foster trust and 
develop a close rapport with study personnel and HF participants. The students developed a further 
appreciation of the research process, the importance of teamwork, and use of effective communica-
tion skills. Over time and with repetition, the HCI students increased their confidence and compe-
tence with home installations and troubleshooting malfunctions. The HCI students also recognized 
and engaged in maintaining the integrity and confidentiality of participant biometric data through 
the secure web site.

Implications for future HCI collaborative learning. Based on evaluations from faculty, mentors, and 
students, there was consensus that the outcomes of this educational experience supported a positive 
learning experience for the HCI students. As with all teaching/learning methodologies, especially 
those that are innovative and novel, there are valuable “lessons” learned from the educational pro-
cess. The following topics are a detailed description of observations and insights shared by the HCI 
students and research team colleagues during the HCI residency project:

•• Participant engagement with timely installation. Timely installation of the home TH device 
was an important variable to ensure that the participants maintained an interest in the pro-
gram. Phone calls were made within 24–48 h after hospital discharge. Occasional delays in 
communication resulted from participants who did not move home immediately (e.g. lived 
with a family member or in a skilled nursing facility) prior to living at home. Delays with 
installation resulted in some participants dropping out of the study.

•• Team member role clarity. With numerous team members participating in the study it was 
important to establish clarity of roles specific to device installation, data tracking, and ongo-
ing communication with the study participant. The HCI student who installed the home 
device was assigned to be the “lead” HCI person for the participant. This role consisted of 
making the 24-h follow-up call and addressing all user or technical issues that occurred dur-
ing the participant’s enrollment in the study.

•• Family/caregiver involvement. Family dynamics, inclusive of caregiver involvement varied 
within each household. Some participants refused family engagement, others recognized 
and agreed to family support with the TH devices, and there were several participants who 
openly communicated that their preference was to have one or more family members assume 
total responsibility for the equipment. To ensure consistency in the use of the devices, it was 
essential that family members involved in the patient’s care be present during installation of 
the TH equipment. In addition, it was necessary to determine if the point of contact for com-
munication was the patient or the family member.

•• Home environment challenges. By entering the patients’ homes, the HCI students experi-
enced the patients’ living conditions first hand. The home environment varied among all 
participants and each one provided unique installation challenges. For example, the location 
of the phone jack bluetooth modem installation site was sometimes distant from the neces-
sary location of the monitoring devices resulting in connection challenges. The use of extra 
long phone cords placing the modem closer to the scale remedied this problem. In many 
cases, the phone jacks in the home were not functioning. This was resolved by using a split-
ter on the main phone line. If the participant, or a family member, used the landline tele-
phone extension while the monitor was interfacing with the modem, the data would not 
transmit to the website. This necessitated that the participant repeat their BP and weight 
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readings. Participants living in mobile home communities often experienced interference 
with other nearby bluetooth devices. In homes where modem Internet connections were 
used, transmission of data was better than with the telephone jack. However, in one home, 
strict firewall security interfered with transmission of data and adjustments were made to 
the patient’s firewall settings.

•• Equipment challenges. Various equipment challenges were encountered; many were due to 
the overall design and functionality of the specific device. For example, participants had a 
difficult time reading the liquid crystal display’s (LCD) blue font on the weight scale, and 
the numbers were too small to read for some participants. The “sensitivity” of the equipment 
was a common problem. The scale was very “sensitive” to bumping or tactile stimulation 
while the BP monitor was very “sensitive” to movement/motion. If the participant moved 
during the inflation phase, the cuff would re-inflate resulting in discomfort to the partici-
pant. At times, the cuff re-inflated several times during one reading. If this occurred the 
participant was instructed to turn the monitor off and repeat the reading. The BP cuff also 
had extremely strong Velcro creating application and removal difficulty. Sizing the cuff to 
the arm and then sliding the cuff on and off the arm for each reading resolved this issue. 
Communication with the manufacturer was provided with subsequent improvements made 
in the design of similar future devices.

•• Vendor website challenges. As each TH participant was enrolled in the study, an HCI student 
registered the patient’s demographics (patient initials and contact information) and device 
serial numbers into the vendor website. The device serial numbers interfaced with each 
patient’s bluetooth modem enabling data to upload into the website. On a couple occasions, 
data interface challenges occurred when a device was deactivated and used for a subsequent 
participant. Existing data from the previous participant did not automatically clear resulting 
in confusion and an overlap of two participant data sets. Equipment serial numbers needed 
to be erased and then re-entered before using the device on another participant. A second 
challenge faced was the consistency of the vendor’s web site. On occasion, the manufac-
turer’s web site unexpectedly went off-line, resulting in the inability to view the partici-
pant’s data for a day or two. In each of these occurrences, the vendor was readily available 
to troubleshoot and correct any issues that were encountered.

•• Working with older adults. The average age of the HF participant was 79 years. Some par-
ticipants were quite frail, lived alone or with an elderly spouse. Working with this popula-
tion enlightened the HCI students with an increased awareness of the daily challenges faced 
by elderly patients and their families in managing a chronic disease. Establishing a trusting 
rapport with each participant by incorporating patience and compassion was crucial to 
ensure success of this relationship and study. Sometimes, this population is reluctant to use 
new technology and their perception of technology is quite varied. Participants often needed 
to be retrained and required additional support with simple tasks such as changing batteries. 
Some of the participants were intimidated by the equipment and needed positive feedback 
to continue. The 24-h follow-up call after home installation was deemed to be crucial to 
reiterate the use of the monitoring equipment and provide needed encouragement. Even 
though each participant demonstrated understanding of the use of the monitors during the 
onsite installation, the participant was challenged the following morning when confronted 
with using the equipment alone since essential information for using the devices had been 
forgotten. To provide support, each participant was given a contact phone number and was 
reassured that they could call the technology team at any time with questions or concerns 
about the equipment.
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Conclusion

This capstone clinical residency project provided a unique opportunity for HCI students to gain 
real-time experience in the use of home TH with a group of HF patients while fulfilling course 
requirements necessary for graduation. Using Donabedian’s5,6 framework of structure, process, 
and outcomes, the HCI students utilized knowledge and skills acquired throughout the HCI pro-
gram to engage in activities demonstrating competency as an informatics specialist. Furthermore, 
the HCI students gained insight and understanding of conducting research including recruitment, 
the informed consent process, home installation of the TH devices, monitoring of biometric data, 
and the ongoing communication with the TH participants over the duration of this 4-month home 
TH intervention designed to promote a positive patient care experience. Ultimately, the students 
reaped the rewards and satisfaction of developing greater self-confidence related to the roles of 
informatics specialist, researcher, and patient care manager. HCI educational leaders are encour-
aged to replicate or modify this template of applied learning to facilitate the application of curricu-
lum education (i.e. theory) into practice.
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