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a b s t r a c t

Objectives: Since the removal of US troops from Afghanistan in 2021, the United States welcomed Afghan
evacuees through Operation Allies Welcome. Using cell phone accessibility, the CDC Foundation worked
with public-private partners to protect evacuees from the spread of COVID-19 and provide accessibility to
resources.
Study design: This was a mixed methods study.
Methods: The CDC Foundation activated its Emergency Response Fund to accelerate public health
components of Operation Allies Welcome, including testing, vaccination, and COVID-19 mitigation and
prevention. The CDC Foundation began the provision of cell phones to evacuees to ensure access to
public health and resettlement resources.
Results: The provision of cell phones provided connections between individuals and access to public
health resources. Cell phones provided means to supplement in-person health education sessions,
capture and store medical records, maintain official resettlement documents, and assist in registration
for state-administered benefits.
Conclusions: Phones provided necessary connectivity to friends and family for displaced Afghan evacuees
and higher accessibility to public health and resettlement resources. As many evacuees did not have
access to US-based phone services upon entry, provision of cell phones and plans for a fixed amount of
service time provided a helpful start in resettlement while also being a mechanism to easily share re-
sources. Such connectivity solutions helped to minimize disparities among Afghan evacuees seeking
asylum in the United States. Provision of cell phones by public health or governmental agencies can help
to provide equitable resources to evacuees entering the United States for social connection, healthcare
resources, and resources to assist in the process of resettlement. Further research is needed to under-
stand the generalizability of these findings to other displaced populations.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is
an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.

0/).

Introduction

Since the removal of troops from Afghanistan in 2021, the
United States has welcomed more than 78,000 Afghan evacuees
through Operation Allies Welcome. During this time, Afghanistan
experienced their third COVID-19 wave, with 155,132 confirmed
cases and 7,128 deaths (September 25, 2021).1,2 Measures were put
in place to mitigate the spread of COVID-19 upon entry to the

United States. When Afghans entered the United States through
Operation Allies Welcome, the US government took steps to reduce
the spread of COVID-19 and other communicable diseases.3

The CDC Foundation is an independent, non-profit organization
that forges partnerships between the Centers for Disease Control
and Prevention (CDC) and private and philanthropic sectors. The
CDC Foundation is uniquely positioned to respond to this emer-
gency because of existing strategic partnerships with federal and
private partners willing and able to implement such a program. The
conflict in Afghanistan and COVID-19 pandemic posed unique
challenges to those experiencing these events simultaneously. In
August 2021, CDC requested the CDC Foundation activate its
Emergency Response Fund to accelerate public health components
of Operation Allies Welcome, including COVID-19 testing,
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vaccination, and mitigation and prevention strategies.4 To do so,
the CDC Foundation provided cell phones to Afghan evacuees
entering the United States. The phones served to provide reliable,
direct, and critical connections between individuals, families, and
public health authorities. The phones were also used to commu-
nicate vital public health alerts and messaging and to connect with
health and resettlement resources.

Challenges of resettling in a new country, such as access to
critical health care and social support services, are exacerbated by
the COVID-19 pandemic. One way to help address these challenges
is for aid agencies to offer access tomobile technology for evacuees;
the evacuation of refugees to the United States provided an op-
portunity to understand how mobile technology can enhance the
evacuee and refugee experience overall. The United Nations High
Commissioner for Refugees has found that “refugees deem con-
nectivity to be a critical survival tool in their daily lives and are
willing tomake large sacrifices to get and stay connected.”5 There is
now a desired vision of connectivity for refugees, emphasizing
“access to available, affordable and usable mobile and internet
connectivity … for protection, communications, education, health,
self-reliance, community empowerment, and durable solutions.”6

By providing such connections to Afghan evacuees, the CDC
Foundation and partners were working to promote health equity.

Methods

Between September 2021 and ending in May 2022, cell phones
were distributed to Afghan evacuees entering the United States via
the Philadelphia International Airport in Pennsylvania and the
Dulles International Airport in Virginia. In partnership with CDC US
Quarantine Stations at the airports, staff were provided instructions
on activating the phone during distribution. The process for phone
distribution was then integrated into the steps taken to enter into
the United States. When planes arrived at designated airports,
evacuees were provided a pre-activated phone at a rate of one
phone per family unit or single adult, with the average phone
serving 3.5 individuals. Roughly 9,979 cell phones were distributed,
facilitating health communications with a total of approximately
34,689 individualsdnearly half of the 78,717 evacuees who had
arrived in the United States as of October 28, 2021. As of November
2022, 10,220 phones were actively used by evacuees and their
families to remain connected. The value of the phones was quickly
demonstrated, and the decision was made to extend phone service
through April of 2023 for a total of 18 months of service.

Having mobile phones allows evacuees to seek out related re-
sources, find means of documenting their identity, and a place
where they can be contacted about potential job, housing, or other
opportunities during resettlement. The leveraging of social
connectedness via mobile phones helps to minimize inequalities
for those seeking asylum. Through this program, at any point
throughout the service period, evacuees can take control of their
assigned phone number. This means that rather than losing the
assigned US-based phone number at the end of the service period,
at any time, they can take over the ownership of their number and
service plan, avoiding any potential of loss of information or contact
with job connections, resettlement resources, or other contacts
they have established.

Results

Federal organizations enrolled the phones into a text-based
messaging system in October 2021 to push public health and
resettlement messages. As of October 31, 2021, 9,091 cell phone

numbers began receiving text messages from the Text Illness
Monitoring System (TIMS), a text-based messaging system. TIMS
was originally developed to monitor symptoms during disease
outbreak, allowing for two-way short messaging to help public
health organizations quickly identify and respond to cases.7

For evacuees, the first round of texts sent included general
public health messaging and information to prevent the spread of
COVID-19, measles, chicken pox, polio, and tuber-
culosisdpreventing the spread of communicable disease was the
prominent concern at the time. Following the first round, message
topics were determined by needs and concerns collected from
staff working alongside evacuees. The second round included in-
formation about resettlement processes and resources. The third
round of messages included information about handwashing, safe
drinking water, and sneezing and cough etiquette. A fourth round
of messaging included information about influenza, respiratory
syncytial virus, lice, safe infant feeding, and bottle sanitation
practices.

To ensure accessibility to the messages, recipients could choose
to receive messages in preferred languages: English, Dari, or Pashto.
On receipt of initial messages via TIMS, 44.9% of recipients actively
engaged by indicating their language preference (25.1% Dari, 13.7%
Pashto, and 6.1% English). The remaining phones (55.1%) defaulted
to messages in Dari, which was identified as the most common
language among the evacuees.

Beyond providing important public healthmessages, the phones
proved useful to the public health protection effort in two unex-
pected and impactful ways. At the safe havens (i.e. bases that are
housing Afghan evacuees), evacuees were provided written in-
structions to accompany their prescription medications along with
other essential information. Some evacuees, however, lacked lit-
eracy and may have only heard their medication instructions one
time from the interpreter. To ensure that individuals had ongoing
access to critical information regarding their medications, medical
providers provided QR codes that link to audio recordings of the
evacuees’ specific prescription instructions. The evacuees were able
to use their cell phones to scan the QR codes and access the re-
cordings, which ensured that they were able to use their medicines
correctly.

Phones were also able to provide unique solutions to health-
related documentation during the evacuee's mobile situation.
During the evacuation and resettlement process, evacuees were
encouraged to keep and carry their medical documents with them
in a folder provided by the International Organization for Migra-
tion. Ideally, the folder included their entire medical record with
information about vaccination history, past pregnancies, nutri-
tional status, and underlying or chronic health issues. The receiving
health departments in the evacuees' resettlement communities use
this information to facilitate ongoing care and referrals to special-
ists on resettlement. To ensure access to and safekeeping of these
materials, the CDC Foundation worked with federal agencies to
encourage evacuees and provided instructions to back up their
medical documents by using cell phones to take photos of the
materials. If evacuees left behind or misplaced their documents,
they can use the photos to help maintain a record of their full
medical history and ensure appropriate care, as needed, upon
resettlement.

The phones have also assisted evacuees with continuation of
ongoing medical care, activities at safe havens, access to virtual
health education, and registration for state-administered benefits
such as Medicaid, the Supplemental Nutrition Assistance Program
(SNAP), and Women, Infants and Children (WIC) Supplemental
Nutrition Program.
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Discussion

The conflict in Afghanistan and the COVID-19 pandemic posed
unique challenges to those experiencing refugees coming to the
United States. The CDC Foundation helped to provide 10,000
phones to evacuees entering the United States as a part of Opera-
tion Allies Welcome to help assist with public health communica-
tions and access to health-related resources. For more information,
you can visit this story on the CDC Foundation's Web site, titled
“Supporting the Public Health Needs of Afghan Evacuees” at the
link https://www.cdcfoundation.org/blog/supporting-public-
health-needs-afghan-evacuees.4

Cell phones provided access to resources and means of identi-
fication, common barriers for evacuees entering the United States.
Cell phones uniquely provided a supplemental way for evacuees to
maintain their medical and resettlement records and a way to
receive translated or spoken instructions for medications. Such
solutions help to minimize disparities among evacuees seeking
asylum in the United States. In the future, provision of cell phones
by public health or governmental agencies can help to provide
equitable resources to evacuees for social connection, healthcare
resources, and resources to assist in the process of resettlement.

Limitations and future directions

Owing to the sensitive nature of the response, the benefits of the
program are qualitative in nature and offered by those working
alongside those provided phones. The impact of the phones was
collected from partners working alongside evacuees and were re-
ported to the CDC Foundation on an agreed upon structure and
timeline. This led to a limit in supportive data points regarding the
use of the phones, photo features, QR codes, and other technology-
related items. This data limitation has been addressed through the
creation of a prospective evaluation plan for future programs,
which will be pilot tested in future phone distribution emergency
responses. Despite supportive statistics, this emergency response is
a case study into the impact that phone distribution can have in
providing connectivity during times of humanitarian or public
health crisis. This study is not generalizable, and further research
should be conducted on the continued benefits of providing cell
phones to displaced populations entering the United States.
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a b s t r a c t

Objectives: Vaccine hesitancy is a public health challenge highlighted during the COVID-19 pandemic.
This study sought to determine the prevalence and explanatory factors leading to COVID-19 vaccine
hesitancy in the Jamaican population to inform vaccination strategies.
Study design: This was an exploratory cross-sectional study.
Methods: An exploratory survey was distributed electronically between September and October 2021 to
gather information on COVID-19 vaccination behaviour and beliefs among the Jamaican population. Data
were expressed as frequencies and analysed using Chi-squared followed by multivariate logistic re-
gressions. Significant analyses were determined at P < 0.05.
Results: Of the 678 eligible responses, most were females (71.5%, n ¼ 485), between ages 18e45 years
(68.2%, n ¼ 462), had tertiary education (83.4%, n ¼ 564) and were employed (73.4%, n ¼ 498), with 10.6%
(n ¼ 44) being healthcare workers. COVID-19 vaccine hesitancy was present in 29.8% (n ¼ 202) of the
survey population, mainly because of safety and efficacy concerns and a general lack of reliable infor-
mation about the vaccines. The likelihood of hesitancy increased amongst respondents under 36 years
(odds ratio [OR] 6.8, 95% confidence interval [CI] 3.6, 12.9), those who delayed initial acceptance of
vaccines (OR 2.7, 95% CI 2.3, 3.1); parents for their children and with long waits at vaccination centres.
Likelihood of hesitancy decreased for respondents over 36 years (OR 3.7, 95% CI 1.8, 7.8) and with vaccine
support from pastors/religious leaders (OR 1.6, 95% CI 1.1, 2.4).
Conclusions: Vaccine hesitancy was more prevalent in younger respondents who were never exposed to
the effects of vaccine-preventable diseases. Religious leaders had more influence than healthcare
workers to increase vaccine uptake.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

Vaccines are effective interventions, designed to prevent and
control infectious diseases, which are otherwise harmful or deadly,
especially in immunocompromised citizens. In 2017, the World
Health Organization (WHO) estimated that worldwide, vaccines
prevented 10 million deaths between 2010 and 2015.1 In Jamaica,
the vaccination rate is high, averaging above 95% for the traditional
vaccines, such as bacillus calmetteegu�erin; measles, mumps,
rubella; diphtheria, pertussis, tetanus; polio; and hepatitis B.2

Nonetheless, despite the proven efficacy and safety of vaccines,

vaccine hesitancy, defined by WHO as willingness to accept some
types of vaccines whilst delaying, being reluctant or refusing to
accept others,3 is a long-standing challenge related to widespread
disinformation, cultural beliefs and concerns of the immediate and
long-term effects.4,5 This is no different for the COVID-19, as shown
by recent reports of non-acceptance or hesitancy because of its
perceived safety and efficacy.6e11 There is a lack of trust and con-
fidence in the importance of the vaccine, which poses direct and
indirect threats to health in developed and developing
countries.8e13 Similar to other countries, Jamaica has a low COVID-
19 vaccination rate with a myriad of possible factors that may in-
fluence the low vaccination rate.14e17 As such, successful control of
the pandemic is partially dependent on widespread acceptance
from the public and healthcare workers.18e20 The objectives of this
exploratory study were to determine the prevalence and underly-
ing causes of hesitancy towards the COVID-19 vaccine in the
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Jamaican population and propose recommendations to increase
vaccination uptake for new vaccines.

Methods

Study design

Following ethical approval from the University's ethical review
board (Reference number: 2021/07/FOSS/111), the study was con-
ducted over a 1-month period between September and October
2021, with the use of an exploratory survey submitted through
electronic media and various social media platforms. The survey
instrument was adapted from validated questionnaires developed
by WHO (2014) and Opel (2011).3,21 A one-device lock was applied
to discourage duplicate responses, where an anonymised unique
identifier was generated once individuals clicked on the survey
link. No personal traceable data were collected. Respondents gave
informed consent for participation. The 46-item survey, a modifi-
cation of established surveys,3,21 used open- and closed-ended
questions to derive information on immunisation behaviour, be-
liefs, attitudes and trust towards the COVID-19 vaccine among
members of the general population (Supplementary material).

Study sample

The study targeted adults from the Jamaican population. An
adequate sample size was determined to be 580 participants, using
the Jamaican population of 2.948 million from the PAHO Immuni-
zation Newsletter,2 at a 95% confidence level (CI) with a 5% margin
of error, and applying a 50% addition, considering projected low
response rates from surveys. Responses with incomplete or missing
information on study variables were excluded. A total of 876 re-
sponses were obtained to the survey within the first 16 days of the
1-month study period. Of that total, 198 responses (22.6%) were
incomplete and excluded, leaving 678 (77.4%) complete responses
that were analysed.

Measures

Dependent variable
The main outcome variable was the self-reported hesitancy to-

wards being vaccinated with the available COVID-19 vaccines. Re-
spondents were asked, ‘Have you personally received any of the
COVID-19 vaccines?,’ with response options being 1 ¼ Yes, 2 ¼ No,
3¼Don't know; and ‘Have you ever delayed or decided not to get the
COVID-19vaccine/shot for reasonsother than illnessor allergy?’,with
response options being 1 ¼ delayed, 2 ¼ refused, 3 ¼ Don't know.

For this study, hesitancy towards the COVID-19 vaccine was
treated as a dichotomous variable, where hesitancy was defined as
a refusal, non-acceptance or delayed acceptance of the vaccine;
acceptance (non-hesitancy) was determined if participants were
already vaccinated with a COVID-19 vaccine. In addition, the in-
strument provided 20 yes/no items for participants to respond on
reasons for being hesitant (delaying or refusing) towards the
COVID-19 vaccines (e.g. did not think it was needed or would work,
possible side-effects, bad experiences, etc.).

Independent variables
The main independent variables used were sociodemographic

variables, including gender, age, educational level and employment
status, which were further divided into healthcare workers and
non-healthcare workers. Parish in which participants live and res-
idential area (urban, rural) were also included. Safety and efficacy
concerns and reasons for hesitancy towards the COVID-19 vaccines
were categorised as binary variable with yes/no. Additional items

included the information source about the COVID-19 vaccines
(traditional news sources [TV, radio, Web sites and newspapers],
scientific sources, social media, friends or family members, guid-
ance from government officials and healthcare providers).

Statistical analysis

Data collected were analysed using the Statistical Package for
the Social Sciences (SPSS) software, version 23. Descriptive data
were quantified and expressed as counts and percentages. The
Pearson Chi-squared test was used to determine the relationship
between different variables (demographics, beliefs and behaviour,
etc.) and the COVID-19 vaccine hesitancy. Significant relationships
were further analysed using multivariate logistic regressions to
determine the contribution of various factors towards the COVID-
19 vaccine hesitancy. The regression analysis was presented as
adjusted odds ratios (ORs) and the corresponding 95% CIs and P-
values. For all analyses conducted, significance was determined at
P < 0.05 (two sided).

Results

Sample characteristics

The demographic characteristics of the sample population are
displayed in Table 1.

Non-hesitancy/acceptance of the COVID-19 vaccine and explanatory
factors

Acceptance for the COVID-19 vaccine was seen in 70.2% of the
respondents. The main reasons indicated for accepting the COVID-
19 vaccine were a general trust/understanding of the information
garnered from personal research on the vaccine (29.8%), a low rate
of adverse effects or death in vaccinated persons (25.8%) and the
proven efficacy of the vaccine to reduce the severity of symptoms/
hospitalisation (24.6%). Less than 10% of respondents accepted the
COVID-19 vaccine based on the belief that it was just another
vaccine and vaccines have been around for decades (9.7%), because
it has the U.S. Food and Drug Administration/WHO approval (4.8%)
and a general trust in the modern technology used (3.2%). Less than
1% of respondents had other reasons for accepting the COVID-19
vaccine (Fig. 1).

Age group (c2 ¼ 35.3, P < 0.001), education level (c2 ¼ 9.9,
P ¼ 0.007), healthcare work status (c2 ¼ 4.1, P ¼ 0.043), parish
(c2 ¼ 22.0, P ¼ 0.024) and community area (c2 ¼ 3.6, P ¼ 0.049)
were significantly associated with the acceptance of the COVID-19
vaccine. However, age was the greatest contributing demographic
factor. Acceptance of the COVID-19 vaccinewas generally higher for
respondents aged >36 years, but the likelihood quadrupled for
respondents within the�56 years old age group (OR 3.7, 95% CI 1.8,
7.8). Simultaneously, the likelihood of hesitancy/non-acceptance of
the COVID-19 vaccine increased significantly for respondents
within the 18e25 years and 26e35 years age groups (OR 4.1, 95% CI
2.1, 8.0 and OR 6.8, 95% CI 3.6, 12.9). Respondents who accepted the
COVID-19 vaccine were also more likely to have a tertiary level
education (OR 2.0, 95%CI 1.3, 3.2) and be healthcare workers (OR
1.9, 95% CI 1.8, 3.5).

Many respondents (68.1%) agreed that the COVID-19 vaccine
was safe (Table 2), which consequently increased the likelihood of
acceptance of the COVID-19 vaccine by >6 times (OR 6.2, 95% CI 4.8,
7.8). Most respondents (93.8%) were also immunised with the
traditional vaccines, bacillus calmetteegu�erin, measles, mumps,
rubella, diphtheria, pertussis, tetanus, polio and hepatitis B. The
immunisation rate was lower for the newer vaccines, chicken pox,
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pentavalent, pneumococcus, human papillomavirus, rotavirus and
influenza but remained high at 71.1%. Respondents who received
the recommended vaccines were more likely to receive the COVID-
19 vaccine (OR 4.7, 95% CI 2.5, 9.1 and OR 1.9, 95% CI 1.3, 2.7).

Delayed acceptance of the COVID-19 vaccine and explanatory
factors

Even with acceptance of the COVID-19 vaccine for themselves,
respondents were three times more likely to delay/refuse this
vaccine for their child (OR 2.6, 95% CI 1.2, 5.3). This resulted in a
COVID-19 vaccine hesitancy rate of 29.8% (n ¼ 202) for themselves
and 27.4% (n ¼ 186) for their child/children. A total of 302 (44.5%)
respondents delayed acceptance of the vaccine, with only 36.4%
(n ¼ 110) later accepting the vaccine, which accounted for 23.1% of

the COVID-19 vaccine acceptance (Table 2). In fact, the likelihood of
hesitancy towards the vaccine tripled in respondents who initially
delayed acceptance of the vaccine for themselves (OR 2.7, 95% CI
2.3, 3.1). Respondents who delayed acceptance of the COVID-19
vaccine indicated that this was mainly due to safety concerns for
themselves (97.3%) or their child/children (91.4%). Accordingly,
hesitancy also increased significantly when respondents had con-
cerns about the side-effects for themselves/loved ones (OR 5.1, 95%
CI 1.8, 14.3) or the technology surrounding the vaccine develop-
ment (OR 3.6, 95% CI 1.2, 8.9; Table 3).

Reasons for delaying acceptance of the COVID-19 vaccine

As presented in Fig. 2, respondents delayed acceptance of the
COVID-19 vaccine because they heard/saw negative comments

Table 1
Demographic characteristics for study participants (N ¼ 678).

Characteristics
(n ¼ 678)

Frequency, n (%) Hesitancy towards the COVID-19 vaccine, n (%) Chi-squared analysis Regression analysis

Yes (n ¼ 202)a No (n ¼ 476) c2 P OR (95% CI) P

Gender 193 (28.5) 0.926 1.0 (0.7e1.5) 0.926
Male 58 (28.7) 135 (28.4) 0.01
Female 485 (71.5) 144 (71.3) 341 (71.6)
Age group, years 4.1 (2.1e8.0)

6.8 (3.6e12.9)
3.5 (1.8e6.7)
1.3 (0.7e8.1)
3.7 (1.8e7.8)

0.001*
0.001*
0.001*
0.463
0.001*

18e25 147 (21.7) 48 (23.8) 99 (20.8) 35.3 <0.001*
26e35 172 (25.4) 73 (36.1) 99 (20.8)
36e45 143 (21.1) 42 (20.8) 101 (21.2)
46e55 79 (11.7) 23 (11.4) 56 (11.8)
�56 137 (20.2) 16 (7.9) 121 (25.4)
Education
Primary 7 (1.0) 3 (1.5) 4 (0.8) 9.9 0.007* 0.7 (0.4e9.0) 0.100
Secondary 107 (15.8) 45 (22.3) 62 (13.0) 4.0 (1.0e1.9) 0.004*
Tertiary 564 (83.2) 154 (76.2) 410 (86.1) 2.0 (1.3e3.2) 0.002*
Job category (n ¼ 415) 1.9 (1.0e3.5) 0.048*
Healthcare worker 44 (10.6) 14 (7.0) 58 (12.2) 4.1 0.043*
Non-healthcare worker 371 (89.4) 187 (93.0) 417 (87.8)
Community area 3.6 0.049* 0.3 (0.5e1.0) 0.193
Urban 471 (69.5) 130 (64.4) 341 (71.6)
Rural 207 (30.5) 72 (35.6) 135 (28.4)

OR, adjusted odds ratios determined from multinomial regression; CI, confidence interval.
*P < 0.05.

a Reference category for regression analysis.

Fig. 1. Reasons indicated by respondents.
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about the vaccine (90.9%) or did not have reliable information about
the vaccine (46.4%). Information about the vaccine was mainly
obtained from electronic or social media platforms (n¼ 299, 44.1%).
Only 2.9% of vaccine information (n ¼ 20) was obtained from a
medical/scientific source. As such, the negative information and
lack of reliable information about the vaccine both accounted for a
significant increase in the hesitancy towards the COVID-19 vaccine
(OR 4.6, 95% CI 2.9, 7.2 and OR 3.5, 95% CI 1.9e6.2). In addition,
vaccine support from politicians significantly increased hesitancy
in over 60% of respondents who did not accept the vaccine (OR 1.1,
95% CI 1.0, 1.2, P < 0.001). However, hesitancy was significantly
reduced when the vaccine was supported by pastors/religious
leaders (OR 1.6, 95% CI 1.1, 2.4, P ¼ 0.004), teachers (OR 1.5, 95% CI
1.2, 2.0, P ¼ 0.043), nurses (OR 1.3, 95% CI 1.1, 1.7, P ¼ 0.046) and
physicians (OR 1.6, 95% CI 1.3, 2.2, P ¼ 0.007).

Perceived ineffectiveness (44.5%) of the vaccinewas also a major
deterrent to getting vaccinated (44.5%), and the belief that the
vaccine was unnecessary (45%) resulted in delayed acceptance of
the COVID-19 vaccine and doubling of vaccine hesitancy (OR 2.3,
95% CI 1.0, 5.1). Vaccine hesitancy quadrupled with the belief that
the COVID-19 vaccine was ineffective against the disease (OR 4.8,
95% CI 1.8e12.4). No respondent identified the cost of the vaccine as
a deterrent to acceptance of the vaccine (Fig. 2).

Refusal of the COVID-19 vaccine and explanatory factors

Refusal of the COVID-19 vaccine was mainly due to a fear of
adverse effects and/or death for self or loved ones (53.0%) and a lack
of reliable information about the vaccine (41.6%). Many re-
spondents also indicated that there were too many uncertainties
surrounding the vaccine (35.6%), as it relates to the technology and
speed of development. As such, they refused the vaccine because
they believed that there was a sparsity of clinical evidence about
safety (31.7%) and vaccine ineffectiveness, as it cannot stop/prevent
the COVID-19 disease (23.8%). The number of new variants and
number of boosters required (13.4%), the long waiting period at the
vaccination sites (26.2%) and the coercion/mandate/incentives from
the government to take the vaccine (12.9%) were identified asmajor

deterrents to being vaccinated. Other reasons for the refusal of the
COVID-19 vaccine were <10% and are shown in Fig. 3.

Beliefs and attitudes contributing to the hesitancy towards the
COVID-19 vaccine

Regression analysis showed that the likelihood of hesitancy
towards the COVID-19 increased due to various beliefs and prac-
tices related to access, awareness and attitude as summarised in
Table 3. The odds of hesitancy towards the COVID-19 vaccine
increased more than five times if respondents could not be both-
ered to go to the clinic to get vaccinated (OR 5.0, 95% CI 0.8e30.4) or
if getting vaccinated was against the respondents' religion (OR 5.7,
95% CI 0.9e35.5; Table 3).

Discussion

Non-hesitancy/acceptance of the COVID-19 vaccine and explanatory
factors

This exploratory online survey assessed the prevalence of vac-
cine hesitancy towards the COVID-19 vaccine and the contributing
factors amongst the Jamaican population. TheWHO in 2019 defined
vaccine hesitancy as the delay in acceptance, reluctance or refusal
of vaccination despite the availability of vaccination services.3 This
hesitancy was noted in 29.8% of the Jamaican population towards
the COVID-19 vaccine, which is similar to other studies in Jamai-
ca,14e16 and the United States at 31%,22 but lower than Portugal at
65%.23 This means that the willingness to accept the vaccine is high
at 70.2% in our population. This encouraging acceptance rate is
similar to findings reported amongst Caribbean countries,
including Jamaica,13e16,24 in the United States,22 and in a few other
countries around the world.7,11,25 Despite this high acceptance of
the vaccine, the actual vaccination rate in Jamaica remains low at
21.1%, as reported on the WHO Coronavirus Dashboard.26 This low
vaccination rate materialised with only 9% of hospitalised patients
isolated in public hospitals (n ¼ 32/360) and 1% of patients with
COVID-19erelated deaths (n¼ 21/2201) being fully vaccinated as of

Table 2
Immunisation status of respondents and their children (N ¼ 678).

COVID-19 vaccination (n¼ 678) Frequency, n (%) Hesitancy towards the COVID-19 vaccine, n (%) Chi-squared analysis Regression analysis

Yes (n ¼ 202)a No (n ¼ 476) c2 P OR (95% CI) P

Received traditional vaccines
Yes
No

636 (93.8)
42 (6.2)

175 (86.6)
27 (13.4)

461 (96.8)
15 (3.2)

25.5 <0.001* 4.7 (2.5, 9.1) <0.001*

Received newer recommended
vaccines

Yes
No

482 (71.1)
196 (28.9)

124 (61.4)
78 (38.6)

358 (75.2)
118 (24.8)

13.2 <0.001* 1.9 (1.3e2.7) <0.001*

Delayed COVID-19 vaccination
for self

Yes
No

302 (44.5)
376 (55.5)

192 (95.0)
10 (5.0)

110 (23.1)
366 (76.9)

297.1 <0.001* 2.7 (2.3e3.1) 0.001*

COVID-19 vaccination for child/
children

Delayed acceptance
Refused
Not applicable, no children
No response

77 (11.4)
109 (16.1)
242 (35.7)
250 (36.9)

21 (27.3)
76 (69.7)
e

e

56 (72.7)
33 (30.3)
e

e

8.1 0.005* 2.6 (1.2e5.3) 0.006*

COVID-19 vaccine is safe
Yes
No
Unsure of safety

462 (68.1)
176 (26.0)
40 (5.9)

28 (13.9)
138 (68.3)
36 (17.8)

434 (91.2)
38 (8.0)
4 (0.8)

268.6 <0.001* 6.2 (4.8e7.8)
0.3 (0.2e0.3)
e

<0.001*
0.001*

OR, adjusted odds ratios determined from multinomial regression; CI, confidence interval.
*P < 0.05.

a Reference category for regression analysis.
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Friday, 11 February 2022; based on the COVID-19 Clinical Man-
agement Summary published by the Ministry of Health and Well-
ness, Government of Jamaica.27 Vaccine hesitancy has been

identified by theWHO as one of the top 10 threats to global health.3

Notably, the COVID-19 vaccine hesitancy has been a major hin-
drance in the global efforts of controlling the negative

Table 3
Beliefs and concerns about the COVID-19 vaccine amongst respondents (N ¼ 678).

Respondent's beliefs/concerns
(n ¼ 678)

Hesitancy towards the COVID-19 vaccine, n (%) Chi-squared analysis Regression analysis

Yes (n ¼ 202)a No (n ¼ 476) c2 P OR (95% CI) P

Vaccines protect against serious
diseases

Agreed
Disagreed
Unsure

136 (67.3)
29 (14.4)
37 (18.3)

436 (91.8)
10 (2.1)
29 (6.1)

68.6 <0.001* 0.5 (0.2e1.4)
3.0 (1.6e5.6)
e

0.204
0.001*
e

Heard/saw negative
information about vaccines

Yes
No

60 (29.7)
142 (70.3)

40 (8.4)
436 (91.6)

51.2 <0.001* 4.6 (2.9e7.2) <0.001*

Lacked reliable vaccine
information

Yes
No

29 (14.4)
173 (85.6)

22 (4.6)
454 (95.4)

19.3 <0.001* 3.5 (1.9e6.2) <0.001*

Vaccine is not needed
Agreed
Disagreed

33 (16.3)
169 (83.7)

17 (3.6)
459 (96.4)

33.8 <0.001* 2.3 (1.0e5.1) 0.041*

Vaccine does not work
Agreed
Disagreed

41 (20.3)
161 (79.7)

8 (1.7)
468 (98.3)

73.3 <0.001* 4.8 (1.8e12.4) 0.001*

Vaccine is not safe
Agreed
Disagreed

80 (39.6)
122 (60.4)

27 (5.7)
449 (94.3)

122.9 <0.001* 4.5 (2.5e8.3) <0.001*

Someone told me it is unsafe
Yes
No

13 (6.4)
189 (93.6)

5 (1.1)
471 (98.9)

15.9 <0.001* 0.8 (0.2e3.7) 0.772

I know someone who had a bad
reaction

Yes
No

29 (14.4)
173 (85.6)

6 (1.3)
470 (98.7)

49.7 <0.001* 4.5 (1.3e15.3) 0.016*

Could not find the time
Agreed
Disagreed

28 (13.9)
174 (86.1)

17 (3.6)
459 (96.4)

24.2 <0.001* 4.2 (1.9e9.1) <0.001*

Fear of needles
Agreed
Disagreed

27 (13.4)
175 (86.6)

18 (3.8)
458 (96.2)

21.0 <0.001* 1.4 (0.6e3.2) 0.415

Against my religion
Agreed
Disagreed

7 (3.5)
195 (96.5)

1 (0.2)
475 (99.8)

12.9 <0.001* 5.7 (0.9e35.5) 0.022*

Long wait at clinic
Agreed
Disagreed

30 (14.9)
172 (85.1)

18 (3.8)
458 (96.2)

26.4 <0.001* 2.3 (1.0e5.2) 0.047*

Prefers alternative therapy
Agreed
Disagreed

11 (5.4)
191 (94.6)

0
476 (100)

26.3 <0.001* 0.3 (0.2e1.3) 0.998

Couldn't bother going to the
clinic

Agreed
Disagreed

6 (3.0)
196 (97.0)

1 (0.2)
475 (99.8)

10.6 0.001* 5.0 (0.8e30.4) 0.037*

Use of nanotechnology
concerns me

Agreed
Disagreed

38 (18.8)
164 (81.2)

10 (2.1)
466 (97.9)

60.2 <0.001* 3.6 (1.2e8.9) 0.020*

Use of viral RNA concerns me
Agreed
Disagreed

55 (27.2)
147 (72.8)

17 (3.6)
459 (96.4)

83.6 <0.001* 3.3 (1.5e7.3) 0.003*

Side-effect for self/loved one
concerns me

Agreed
Disagreed
Unsure

174 (86.1)
20 (9.9)
8 (4.0)

218 (45.8)
216 (45.4)
42 (8.8)

95.7 <0.001* 5.1 (1.8e14.3)
1.0 (0.3e3.2)
e

0.002*
0.962
e

Side-effect for child concerns
me

Agreed
Disagreed
Unsure

85 (63.0)
13 (9.6)
37 (27.4)

105 (34.9)
130 (43.2)
66 (21.9)

50.1 <0.001* 0.9 (0.5e1.5)
0.3 (0.1e0.7)
e

0.587
<0.001*
-

OR, adjusted odds ratios determined from multinomial regression; CI, confidence interval.
*P < 0.05.

a Reference category for regression analysis.
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consequences of the COVID-19 pandemic on health and
economies.9,11,28e30

COVID-19 vaccination services have been available in the
country since March 2021,31 but almost 1 year later, the uptake
remains low, suggesting that other factors are at play. Vaccine
hesitancy is a complex decision-making process with multiple
sources of influences,4,5 as seen by the many factors that signifi-
cantly increased the odds of hesitancy towards the COVID-19 vac-
cine in Jamaica. Similar to other studies, the likelihood of COVID-19
vaccine hesitancy increased significantly below 36 years but was

significantly reduced for persons above 36 years, especially �56
years.8e12 This could be related to the older respondents being
accustomed to vaccines, having received same and being confident
of the safety of vaccines, which was noted as the fourth major
reason for acceptance of the vaccine. In addition, the greater vac-
cine confidence in the older age groups could be related to the
recommendations issued by the Jamaican government in the initial
stages of the vaccination programme for persons aged >60 years to
be vaccinated.31 Greater focus, through media communications,
was placed on the older population because of the greater

Fig. 2. Factors contributing to delay.

Fig. 3. Reasons for vaccine refusal.
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perceived risk of getting infected or developing severe symptoms of
the COVID-19 disease. A similar approach was adopted for health-
care workers, where there was higher risk perception of getting
infected or developing severe symptoms due to repeated exposure
to sick patients. Similar reports showed that older patients and
healthcare workers were more likely to get vaccinated due to the
higher risks associated with contracting the disease.7,23,32 Indeed,
reports from While (2021) and Pires (2022) identified low-risk
perception as a barrier to vaccine uptake.9,33 Strategic communi-
cation to reduce vaccine hesitancy is a well-recognised approach
supported by literature.9,10,12,34,35

Delayed acceptance of the COVID-19 vaccine and explanatory
factors

Delayed acceptance of the COVID-19 vaccine contributed
significantly to the vaccine hesitancy and consequent refusal of the
vaccine. Even with acceptance of the vaccine for themselves, some
respondents were three times more likely to delay/refuse the vac-
cine for their children. This was related to the lack of reliable in-
formation about the vaccine and the belief that the vaccine was
unsafe or ineffective against the COVID-19 disease. These were
major determinants of the delayed acceptance or refusal of the
COVID-19 vaccine and align to the identified determinants pub-
lished by the SAGEWorking Group.3 The personal acceptance of the
vaccine depicts the confidence that the parent has in the vaccine's
importance,3 which can co-exist with the individual's views that
the vaccine is unsafe ormay cause harm to the child. This underpins
the complexity of vaccine hesitancy and the many determinants,
which are part of the decision-making matrix. Safety concern is a
major deterrent in getting vaccinated9e11,22,23,37 and so is the use of
social media as a source of vaccine information.17,36e39 In this study,
most information about the COVID-19 vaccine was obtained from
social media platforms, with some information from print media,
public/community spaces and family members/close associates.
This is significant, as social media allows individuals to rapidly
create and share content globally without editorial oversight. Only
2.9% of vaccine information was obtained from a medical/scientific
source, which additionally contributed to hesitancy, possibly
related to the complicated nature of scientific information that may
be difficult to understand and aligns to recommendations to
simplify targeted vaccination messages.17,34e36

Beliefs and attitudes contributing to the hesitancy towards the
COVID-19 vaccine

Persons with higher level of education were more likely to get
vaccinated, showing that greater health education with knowledge
and understanding of the vaccine can facilitate greater
acceptance.5,11,36,40,41 This was endorsed by the finding that
acceptance of the vaccine was significantly increased with support
from trusted sources, such as pastors/religious leaders, teachers,
nurses and physicians,13,36 but was significantly reduced with
support from politicians.12,17,42,43 Mistrust is identified as a major
factor in vaccine hesitancy,42 with the belief that government and
pharmaceutical interests are pushing vaccines that are unnec-
essary.8,9,12 The 95% successful vaccination rate with the traditional
vaccines in Jamaica may well be a factor in vaccine hesitancy, as
younger persons have not seen the effects of some vaccine-
preventable diseases, such as measles and polio,5 and therefore
consider protection from vaccines as a myth perpetuated by gov-
ernment and pharmaceutical companies.8,9 Another probable cause
for vaccine hesitancy among younger individuals is that their pri-
mary source of information is social media with the attending
misinformation, rumours and scaremongering.17,36,38,39

Notably, the likelihood of hesitancy decreased precipitously
with the belief that the vaccine was safe. As such, a collaborative
effort amongst trusted sources on all electronic and social media
platforms is recommended to build COVID-19 vaccination trust by
increasing the awareness and knowledge about the currently
available vaccines and in assuring the public about the safety and
benefits of the vaccine.28,34e36 Providing reliable, up-to-date and
accessible sources of information on the vaccine and dispelling the
myths and concerns about vaccines, can foster a better under-
standing of the vaccination process and build confidence in the
safety and effectiveness of the COVID-19 vaccine.34e36 This in turn
can help to control the virus spread and alleviate some of the
negative effects and burden imposed by this unprecedented
pandemic.25

The results also showed that the likelihood of hesitancy towards
the COVID-19 vaccine increased additionally when respondents
had a fear of needles, could not find the time or could not be
bothered to go to the clinic to get vaccinated, had to wait for long
periods at the clinic/vaccination centre or had religious reasons.
These results were similar to reports that injection fears and vac-
cine accessibility were factors that affected vaccine
hesitancy.22,44e47

In conclusion, the prevalence of COVID-19 vaccine hesitancy
(delay or refusal) was 29.8%, with increased odds amongst re-
spondents aged <36 years, who are unlikely to have seen the
effects of vaccine-preventable diseases. Hesitancy was linked to
safety concerns and use of social media as source of information.
This research highlights the importance of advocating the role
of vaccines to reduce the impact from disease spread or
contraction and not only prevent infection even before a
pandemic occurs.

Practical implications for future vaccination campaigns

There is much to learn from this study and the practical impli-
cations for future practice, including the engagement of trusted
community sources such as pastors/religious leaders, teachers,
nurses and physicians as part of the information dissemination
campaign on all communication platforms and the use of one
cohesive message by political representatives, irrespective of party
allegiance. Another recommendation is for simplification of the
vaccination campaign with the message that vaccines serve to
reduce spread and decrease the impact of a disease, not just pre-
vent the disease, using popular audience-friendly medium, such as
cartoons and TikTok videos. It is recommended that the population
be educated on the success of vaccines with the reduction in the
morbidity and mortality associated with vaccine-preventable dis-
eases, such as measles and polio, the advances in technology that
allows for reduced production times for manufacturing, food pro-
duction and development of medicines. The population should be
advised on the safety of the vaccines using the low adverse inci-
dence rates and high recovery rates of vaccinated patients. Educa-
tion on the adaptive nature of viruses to mutate, making it
necessary to create boosters, much in the same way as resistance
develops to bacteria or tolerance develops to some medications
could reduce some of themistrust surrounding the need for booster
shots and new vaccines.

Study limitations

This study was limited to persons with internet access and who
were literate therefore reducing participation of marginalised
populations. However, the results are informative and valid for use
in vaccine policy and campaign development.
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a b s t r a c t

Objectives: During the pandemic, Switzerland avoided stringent lockdowns and provided funds to sta-
bilize the economy. To assess whether and in what subgroups the pandemic impacted on depressive
symptoms in this specific Swiss context, we derived depression trajectories over an extended pandemic
period in a Swiss cohort and related them to individuals' sociodemographic characteristics.
Study design: This was a population-based cohort study.
Methods: The population-based COVCO-Basel cohort in North-Western Switzerland invited 112,848
adult residents of whom 12,724 participated at baseline. Between July 2020 and December 2021, 6396
participants answered to additional 18 monthly online questionnaires. Depression symptoms were
repeatedly measured by the DASS-21 scale. Group-based Trajectory Models methods were applied to
identify clusters of similar depression trajectories. Trajectory clusters were characterized descriptively
and with a Multinomial response model.
Results: Three distinct trajectories were identified. The ‘Highly affected’ trajectory (13%) had a larger
presence of younger and female participants with lower average income, higher levels of past depression,
and living alone. A majority of individuals in the ‘Unaffected’ trajectory (52%) were of medium or high
average income, older average age, without previous depression symptoms, and not living alone. The
‘Moderately affected’ trajectory (35%) had a composition intermediate between the two opposite
‘extreme’ trajectories.
Conclusions: This study is among few studies investigating depression trajectories up to the time when
COVID-19 vaccination was readily available to the entire population. During these 18 months of the
pandemic, depressive symptoms increased in a substantial percentage of participants. Economic support,
high-quality health care system, and moderate containment measures did not sufficiently protect all
population subgroups from adverse, potentially long-term psychological pandemic impacts.
© 2023 The Authors. Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is an

open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Introduction

As health is a state of complete physical, mental and social well-
being, efforts to prevent SARS-CoV-2 infections must be parallelled
by measures to maintain mental health.1,2 Possible pathways from
the pandemic to poor mental health include, but are not restricted
to, fear of infection, a severe disease course, and vaccination; job
loss and financial worries; work-life conflict; conflicts in family and

social networks; social isolation; unhealthy or addictive behaviour;
cultural and travel restrictions; a general loss of freedom; and
feelings of uncertainty.3,4 Inadequate utilization of, and access to,
mental health care may have contributed to the increasing symp-
toms burden. The COVID-19 pandemic not only challenged the
capacity of infection-related care, but also mental health care,
which is in any case often marginalized compared to other health
service domains.1,5

According to a recentmeta-analysis of 43 repeated cross-sectional
and longitudinal studies covering the first year of the pandemic,
mental health including depression symptoms worsened on average
during the first twomonths of the pandemic and increased in a dose-
dependent manner with the number of COVID-19 cases and deaths
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and with the stringency of governmental lockdown measures. Past
the first two pandemic months, the heterogeneity of mental health
symptom trajectories was very high,6 thereby questioning the
meaning of overall trajectories reported inpreviousmeta-analyses.7,8

Evidence on substantial differences in longer-term mental reactions
to the pandemic and the numerous pathways potentially affecting
mental healthduring thepandemicpoint to the need for context- and
subgroup-specific evidence on symptom trajectories obtained from
longitudinally assessed individuals.

Understanding individual differences in longer-term mental
health reactions to pandemic situations is of policy relevance for
more precise predictions on the pandemic contribution to the
future mental health burden,8 and for future pandemic prepared-
ness in targeting preventive interventions and in designing
containment measures to protect the most susceptible groups from
adverse mental health effects. It also supports clinicians in paying
attention to patients at high risk for developing a clinically relevant
mental disorder as a result of the pandemic.

Yet, the studies investigating the trajectories of mental health
symptoms based on repeatedly interviewed participants in suffi-
ciently sized adult general population studies are still limited and
often cover the first pandemic months only.2,9,10,11,12,13,14,15,16e18

These shorter-term trajectory studies inconsistently point to dif-
ferences in mental health responses by age, sex, socio-economic
status, or pre-existing mental and physical health conditions in
the first phases of the pandemic. More recent longitudinal trajec-
tory studies covering a period of at least one year after the start of
the pandemic are evolving, covering different cultural contexts, and
they confirm the existence of clusters of individuals with higher
and lower mental health score trajectories (e.g. depression, anxiety,
stress, post-traumatic stress disorder, or a combination there-
of),19e24 with scores seemingly worse during phases of lockdown,
in young adults, inwomen, and in peoplewith pre-existing physical
and mental health conditions. Other factors associated with more
severe mental health trajectories included social isolation, un-
healthy lifestyles and sleep problems, lack of outdoor access, do-
mestic violence, and financial problems.19e24 Interestingly, in
France where financial support was provided to affected occupa-
tional groups, financial difficulties were not associated with the
level of mental health symptoms19

The aim of this study was, first, to identify clusters of similar
depression trajectories over an extended period of the pandemic,
and second, to relate these trajectories to individuals' sociodemo-
graphic characteristics. The study is based on longitudinal data from
more than 10,000 randomly selected residents fromNorth-Western
Switzerland, an economicallywell-off country usually considered as
a countrywith one of theworldwidemost highly performing health
care systems.25 The country was evaluated to handle the pandemic
comparatively well, both from a health26 and from an economic
(https://www.admin.ch/gov/en/start/documentation/media-
releases.msg-id-86822.html) perspective, and avoided very strin-
gent lockdowns.27

Methods

Study population

We analyzed the trajectories of the depression scores in the
digital COVCO-Basel cohort implemented in July 2020 in North-
Western Switzerland to investigate the long-term impact of the
COVID-19 containment measures on broad health domains.28

Persons aged 18 years or older residing in Basel-Stadt or Basel-
Landschaft for at least 5 years were eligible. Equally sized canton

and age-stratified (18e49, 50e65, 65þ years) random samples of
eligible individual residents were provided by the Federal Statisti-
cal Office. Study invitations were sent to the randomly sampled
individuals inwaves by surface mail. Of 112,848 people receiving an
invitation, 12,724 participated at baseline and entered the study
between July 2020 and April 2021. The COVCO-Basel study popu-
lation is comparable to the total population in the two cantons in
terms of publicly available sociodemographic factors including
gender andmarital status (see final COVCO-Basel report available in
German only: https://www.swisstph.ch/fileadmin/user_upload/
CoVCoBasel_Schlussbericht_20211028.pdf).

Women are overrepresented in the age group <65 years and
underrepresented in the age group 65þ years. Foreign
languageespeaking residents are underrepresented as question-
naires were only provided in German in the absence of funds for
multilingual translations.

Between July 2020 and December 2021, participants answered
to a baseline and repeated monthly online questionnaires imple-
mented in REDCap (Research Electronic Data Capture) data
collection system (https://www.project-redcap.org/). The study
period was divided into two-week periods (fortnights), and we
included in the analysis 6396 participants with depression score
recorded for at least eight fortnights, not necessarily in a row.
Participants with segments of trajectories shorter than eight fort-
nights would excessively influence estimation of the parameters
characterizing the clusters, since we fit polynomials of increasing
degree to the observed trajectories (see below).

The study protocol was approved by the regional ethics com-
mittee (Ethikkommission Nordwest-und Zentralschweiz 2020-
00927) and all participants provided informed consent before
enrolment to the study.

Depressive symptom score

Depressive symptoms were measured using the Depressive
Anxiety Stress Scale (DASS-21.)29

Each item (depression; anxiety; stress) is scored on a 0e3 scale:
‘never ¼ 0, sometimes ¼ 1, often ¼ 2, and (almost) always ¼ 3’. The
score for each domain is calculated by summing up the scores for
the corresponding seven items and multiplying the total by 2. The
score can be divided, to aid interpretation, into the following cat-
egories (normal ¼ 0e9, mild ¼ 10e13, moderate ¼ 14e20,
severe ¼ 21e27, and extremely severe¼ 28þ) for each domain. But
the present study a priori focused on the original quantitative
discrete depression score, rather than on categories, as endpoint,
with a possible score range from 0 to 42.

Descriptive characteristics of trajectories

Age in years and sex were self-reported. Non-binary sex was
excluded because of its small sample size. Self-reported household
income was classified into three categories: below 6000,
6000e15,000, and 15,000þ CHF/month (1 CHF is equivalent to
approximately 1.05 US$). Educationwas classified into six levels: no
school degree, compulsory school, vocational training, high school
diploma, technical college/University of Applied Sciences, University
(including Polytechnical University). Canton of residence distin-
guished Basel-Stadt (urban) and Basel-Landschaft (periurban/rural).
Living status was dichotomised into ‘Alone’ vs ‘Not alone’.

Participants were asked to retrospectively report past depres-
sive symptoms according to DASS-21 scale for the month of the
baseline assessment in the year before the pandemic.
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For sensitivity analysis, time of study entry was defined as the
period of completing the baseline questionnaire, categorised as
follows: JulyeSep 2020; OcteDec 2020; JaneApril 2021.

Statistical analysis

In the first step, we applied Group-based Trajectory Models
(GBTM) methods to identify clusters of similar trajectories. The
approach by Nielsen et al. (2014)30 estimates by maximum likeli-
hood a finite mixture model where each individual belongs to a
cluster with an unknown probability (to be estimated), and the
response in each class is assumed to be distributed as a Zero-
inflated Poisson with expected value varying polynomially with
time. A Zero-inflated Poisson distribution is appropriate for the
depression score, which has a discrete domain, ranging from 0 to
42, and a positively skewed distribution characterized by an excess
of zeroes (see Supplementary Fig. S1). Although other approaches
are present in the literature for this purpose, in particular models in
the wide class of Structural Equation Models (like the Latent
Growth Mixed Models e LGMM), we preferred the GBTM approach
mainly for two reasons: i) GBTMs are somewhat more ‘exploratory’
than LGMMs, as they just ‘agnostically’ identify groups of similar

trajectories in the population, leaving to further analyses the task to
characterise such classes (see below, the description of the second
step of analysis); ii) GBTMs are more flexible in the choice of the
response distribution, and therefore more appropriate for our
choice of assuming a Zero-inflated Poisson distribution for the
depression score. For a non-technical comparison of the two ap-
proaches, see Frankfurt et al.31

After obtaining the clusters of similar trajectories, we estimated
the average trajectories for each cluster and plotted them in Fig. 1.

In the second step, we characterised the clusters both in
descriptive and model-based terms. The descriptive analysis is a
simple graphical representation of the distribution of selected
characteristics (specifically: age, gender, income, canton, education,
living status, past depression) in the clusters of similar trajectories.
The modelling approach consisted in treating cluster membership
as a categorical polytomous response variable, specifying a multi-
nomial responsemodel and testing the statistical significance of the
same characteristics used in the descriptive phase, as independent
predictors of the cluster membership.

All statistical analyses were conducted using R 4.0.32 The GBTM
analysis used the codemade available by Paul Schneider at the URL:
https://raw.githubusercontent.com/bitowaqr/traj/master/raw_

Fig. 1. Estimated trajectories of depression symptom scores for the three clusters (n ¼ 6396, number of clusters k ¼ 3, polynomial degree P ¼ 3).
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code.R. Multinomial logit models have been fitted using the library
VGAM. The plots have been produced using the library ggplot2.

Results

Study population characteristics are summarized in Table 1. The
sample has an overrepresentation of females. Participants are well
educated with 32% having a University degree. The mean preva-
lence of moderate to severe depressive symptoms one year before
entry into the study was 8.18% (age group 18e49 years), 3.47% (age
group 50e65 years) and 2.31% (age group 65þ years). Participants
answering to at least eight occasions did not differ from excluded
participants.

Finding clusters of similar trajectories using GBTM

Based on computational stability, the degree of the polynomials
used to estimate the average trajectories in the clusters has been
fixed at P ¼ 3 (i.e. cubic polynomials) and the number of clusters
has been fixed at k ¼ 3, using AIC and BIC as criteria. k ¼ 4 clusters
were slightly superior in terms of AIC and BIC, but posed problems
in terms of convergence. Moreover, the four clusters obtained were
not as well separated as the three clusters chosen for this paper: in
particular, groups 3 and 4 differ on average only by about 1 point of
depression score. This difference does not appear to be relevant in
public health terms, and this led us to prefer the classification into 3
clusters over 4, notwithstanding the small gain in AIC and BIC. The
‘typical’ (average) trajectories of the three clusters of similar tra-
jectories are graphically represented in Fig. 1. Cluster 1 (‘Highly
affected’), with an estimated prevalence of 13%, starts already at a
higher average level of depression score, and follows markedly the
waves the COVID-19 pandemic. Mental health, in terms of
depression score, of members of this cluster is strongly influenced
by the pandemic and stays elevated by December 2021 compared
to the baseline depression score. On the contrary, Cluster 3 (‘Un-
affected’), with an estimated prevalence of 52%, starts at very low
levels of depression and has a typical trajectory over time that is
hardly influenced by the waves of the COVID-19 pandemic. Finally,
Cluster 2 (‘Moderately affected'), with an estimated prevalence of
35%, has an intermediate pattern, similar to Cluster 1, but with
attenuated effects of the waves of the COVID-19 pandemic.

Exploratory analysis
Fig. 2 graphically displays the distribution of selected character-

istics in the three clusters: (a) age, (b) sex, (c) income, (d) educational
level, (e) canton, (f) living status, and (g) past depression. Visual in-
spection of Fig. 2(aeg) suggests that age, sex, income, living status,
and past depressionmay play a role in explainingmembership in the
three clusters, and therefore different trajectories in mean depres-
sion. In Cluster 1 (the ‘Highly affected’), there is a relatively larger
presence, compared to the other two clusters, of participants who
are younger, female, with lower average income, living alone, with
higher levels of past depression. On the contrary, in Cluster 3 (the
‘Unaffected’), there is a majority of individuals with medium or older
average age, high average income, not living along, with no previous
symptoms of depression, while sex seems to be balanced in this
Cluster. Cluster 2 has a composition intermediate between the two
opposite ‘extreme’ Clusters 1 and 3. Cantonal residency (urban vs
periurban/rural setting) and educational level did not seem to play a
significant role in characterizing the three clusters.

Model-based analysis
A selection procedure, starting from the full multinomial

logit model with all covariates additively included and carried
out using both AIC and BIC, has provided the following final
model:

logðp1 =p3Þ¼b01þb11Ageþb21Sex2þb31Income2þb41Income3
þb61LivingStatus2þb51PastDepression

logðp2 =p3Þ¼b02þb12Ageþb22Sex2þb32Income2þb42Income3
þb62LivingStatus2þb52PastDepression

where: p1 ¼ Pr{belonging to Cluster 1}, p2 ¼ Pr{belonging to
Cluster 2}, p3 ¼ Pr{belonging to Cluster 3}; Sex2 ¼ Male;
Income2 ¼ CHF 6000 e 15,000; Income3 ¼ >CHF 15000;
LivingStatus2 ¼ Not alone.

The estimated regression coefficients, their standard deviations and
P-value of the Wald test statistics for testing their significance are
summarized in Table 2. The most statistically significant determinants
of cluster membership were age, sex, the highest category of income
and the score on past depression. Living status appears to have a sig-
nificant effect only on the logit of belonging to Cluster 1 vs belonging to

Table 1
Baseline characteristicsa of COVCO-Basel participants, comparing participants included vs not-included in the current analysis.

Participants included (�8 occasions) Participants excluded (<8 occasions)

N 6396 6328
Age [Years] 57.66 (14.17) 55.4 (15.3)
Sex Female 3561 (55.68) 3430 (54.2)

Male 2835 (44.32) 2898 (45.8)
Household income <6000 CHF/month 1842 (28.80) 1830 (28.91)

6000-15000 CHF/month 3610 (56.44) 3414 (53.95)
15,000þ CHF/month 745 (11.65) 804 (12.70)
NA 199 (3.11) 280 (4.43)

Canton Basel-Stadt 3137 (49.05) 3160 (49.90)
Basel-Landschaft 3259 (50.95) 3168 (50.10)

Education No school degree 4 (0.06) 6 (0.10)
Compulsory school 140 (2.19) 175 (2.77)
Vocational training 2234 (34.93) 2058 (32.52)
High school 383 (5.99) 402 (6.36)
Technical college/University of Applied Sciences 1565 (24.47) 1537 (24.28)
University (including Polytechnic) 2060 (32.21) 2076 (32.80)
NA 10 (0.15) 74 (1.17)

Living status Alone 1362 (21.29) 1316 (20.79)
Not alone 4994 (78.08) 4910 (77.60)
NA 40 (0.63) 102 (1.61)

Past depression (score 0e42) 2.62 (5.14) 2.66 (5.05)

a Data presented as mean (standard deviation) or count (percentage).
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Cluster 3. Education level and canton were not statistically significant
predictors and were thus excluded from the final model.

In Table 3, we report the predicted probability of cluster mem-
bership for three hypothetical individuals.

Petra is a young woman, aged 25 years, living alone, having an
income in the lowest class (< CHF 6000 per month) and with a
previous history of moderate depression symptoms. She has a very
high probability of belonging to Cluster ‘Highly affected’. Ursula is
also a woman, but older than Petra (aged 60 years), living with her
family, having an income in the intermediate class (CHF
6000e15,000 per month) and with only slight symptoms of
depression in the past. Themost probable cluster for Ursula is Cluster
‘Moderately affected’, although the probability of falling into Cluster
‘Highly affected’ is not negligible (0.247). Martin is a man, aged 70
years, living with his family, with an income in the highest class
(>CHF 15,000) and no symptoms of depression in the past. By far the
most probable cluster for Martin is Cluster ‘Unaffected’.

Sensitivity analysis
Participants entered the study at different dates (from July 2020

up to April 2021) and hence at different phases of the COVID-19
pandemic. Supplement Fig. S2 displays the distribution of month

of entry in the three clusters. The distribution is highly balanced.
Furthermore, the distribution of the number of occasions answered
did not differ by cluster (Supplementary Fig. S3).

Discussion

This is one of only few studies investigating depression trajec-
tories in a large adult community sample over an extended period,
up to the time when COVID-19 vaccination was readily available to
the population. Depressive symptoms increased in a substantial
percentage of this North-Western Switzerland study population,
albeit at a rather low, and clinically not yet relevant, average
depression score level, and mental health trajectories were similar
to other regions in Europe and elsewhere.19e24

Compared to other European countries, Switzerland imposed
less stringent containment measures.33 Jobs and enterprises were
protected and subsidized to avoid economic hardship. But like
others, the country experienced substantial excess mortality,
particularly during the second epidemic wave.34 In-hospital mor-
tality among COVID-19 patients decreased between February 2020
andMarch 2021, but deterioratedwhen national intensive care unit
occupancy reached about 70%, suggesting that even in a high-

Fig. 2. Distribution of selected characteristics according to the three clusters of trajectories.
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quality health care system operational pressures develop before
triage becomes necessary.35 In the first pandemic year, a survey
among youth mental health professionals reported a large increase
in treatment demand and waiting time and a worrisome overload
of mental health services.9,36

The study was implemented after the most extreme lockdown
spanning from March 2020 to June 2020 in Switzerland. The in-
crease in depressive symptoms in the affected trajectories coincides
with the second epidemic wave resulting in restrictions between
October 2020 and April 2021, and the emergence of the Omicron

Fig. 2. (continued).

Table 2
Independent association of covariatesa with depression trajectories according to the multinomial logit model.

logðp1 =p3Þ S.Dev. P-value logðp2 =p3Þ S.Dev. P-value

Intercept �1.539 0.302 0.000 �0.083 0.207 0.689
Age �0.010 0.004 0.023 �0.009 0.003 0.002
Sex Male �0.355 0.129 0.006 �0.476 0.083 0.000
Income CHF 6000 e 15,000 �0.137 0.135 0.311 0.022 0.091 0.813

>CHF 15,000 �0.639 0.240 0.008 �0.338 0.142 0.018
Living status Not alone �0.256 0.150 0.088 �0.120 0.104 0.246
Past depression score 1.082 0.048 0.000 0.791 0.044 0.000

a Education and Canton were not maintained in the model.
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Sars-Cov-2 variant and associated restrictions towards the end of
2021. COVID-19 vaccine was provided to susceptible persons from
December 2020 and made readily available to all population sub-
groups from Spring 2021 on.

Few studies identified longitudinal trajectories in an exploratory
fashion. Two early longitudinal studies in the UK investigated
psychological distress trajectories in community samples with a
latent class approach.9,17 In the period between April andMay 2021,
general health questionnaire (GHQ-12) derived psychological
distress was higher than prepandemic. Trajectories also included at
the one extreme end a subgroup of people whose likelihood of
distress remained continuously close to zero up toMay 2021 (53.2%
of study participants) and at the other extreme two-fifths of all
participants who experienced a severe elevation of distress
throughout the observation period.9 Another analysis of the same
study population, but focusing on depressive symptoms, also found
three latent trajectories similar to ours and to the psychological
distress trajectories, including low (60%), moderate (29%) and se-
vere (11%) depressive symptoms during the lockdown.18 Longer-
term trajectory studies confirmed the presence of clusters of
mental health trajectories with different response levels to the
pandemic.19e24 Few quasi-experimental studies benefitted from
the effect of the pandemic and associated lockdowns on mental
health. For example, a quasi-experimental study in Australia
demonstrated that mental health was slightly worse in the region
affected by a lockdown.37

The observed characteristics of persons at risk of exhibiting
mental health symptoms also closely follow results from shorter-
and longer-term studies abroad,19e24,38 although the findings are
not entirely consistent.7 But many, including longer-term studies,
parallel early observations fromUK exploratory trajectory approach
studies, where the risk of belonging to a trajectory affected by
psychological distress was greater for those who were younger,
female, living without a partner, those who lost income or were
living in poor neighbourhoods, and those who were reporting a
previous mental illness. In addition, individuals with COVID-
19erelated symptoms and pre-existing at-risk health conditions for
a severe COVID-19 course seemed more affected.7,9,17 Trajectories
and characteristics similar to ours were also observed in a smaller
Argentinian community sample with less frequent questionnaires
but covering the period from April 2020 to August 2021.10 In the
COVCO-Basel cohort, we observed a strong correlation between
greenspace and life satisfaction that was restricted to persons with
high income pointing to the complex role of the environment on
psychological well-being during the pandemic.28

The population sub-groups exhibiting a continuously high level
of mental distress during times of the pandemic are of concern.
First, extended periods of elevated depression symptoms harbour a
longer-term risk for developing mental illness.39 Second, elevated
depression is often associated with changes in sleeping and eating
habits, themselves posing a risk for physical and mental disor-
ders.38,39 Third, depression and psychological distress are linked to
altered immune system functioning and cardiovascular disease
risk, both affecting infection susceptibility.40 Fourth, differences in

life expectancy of up to four years according to neighbourhood SES
level were previously reported in Basel, the urban centre of North-
Western Switzerland, and the pandemic may widen this gap.41

The strengths of the present study are the population-based
sampling, the comparatively large sample size, that symptoms of
depression were assessed on a monthly basis with a validated tool
until months after the broad availability of an efficient COVID-19
vaccine, and that neither date of study entry nor extent of monthly
participation confounded the results. Study limitations include, first,
the low participation rate in the COVCO-Basel study. Second, the lack
of generalizability of the results to all residents in the greater Basel
region, as foreign languageespeaking residents were underrepre-
sented in the study sample. In the absence of a multilingual non-
responder questionnaire, the present study cannot be evaluated for
representativeness. In particular, the prevalence of the observed
trajectories cannot be estimated for the general population. It is
possible that additional trajectories exist in non-participants. Third,
prepandemic depression levels were assessed retrospectively. If
participants with high depression levels during the pandemic were
more likely to overestimate prepandemic depression, the influence
of prepandemic depression symptoms may be overestimated.
Fourth, as in any cohort, attrition bias is of concern.

Conclusions

The results point out that a high level of economic support and a
high-quality health care system in the light of moderate contain-
ment measures as applied in Switzerland do not sufficiently protect
the entire population to the same extent from adverse psycholog-
ical impacts of a pandemic. Ignoring adverse effects of a long-
lasting pandemic on mental well-being may have negative
repercussions in the life trajectories of specific vulnerable sub-
groups as well as potentially on the infection control. Poor mental
health and associated unhealthy behaviours may well be the most
important long-term sequelae of the pandemic.
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a b s t r a c t

Objectives: Disparities in asthma prevalence present a persistent challenge to public health. The complex
nature of the issue requires studies through a wide range of lenses. To date, little research has examined
associations between asthma and multiple social and environmental factors simultaneously. This study
aims to fill the gap with a focus on the impacts of multiple environmental characteristics and social
determinants of health on asthma.
Study design: This study uses secondary analysis with data from a variety of sources to analyze the effects
of environmental and social factors on adult asthma occurrence in North Central Texas.
Method: Hospital records and demographic and environmental data for four urban counties in North
Central Texas (Collin, Dallas, Denton, and Tarrant) come from the Dallas/Fort Worth Hospital Council
Foundation, the US census, the North Central Texas Council of Governments, and the Railroad Com-
mission of Texas. The data were integrated using ArcGIS. A hotspot analysis was performed to inspect the
spatial patterns of hospital visits for asthma exacerbations in 2014. The impacts of multiple environ-
mental characteristics and social determinants of health were modeled using negative binomial
regression.
Results: The results revealed spatial clusters of adult asthma prevalence and disparities by race, class, and
education. The occurrence of asthma exacerbations was positively associated with exposure to traffic-
related air pollution, energy-related drilling activities, and older housing stock and negatively linked
to green space.
Conclusions: Associations between built environmental characteristics and asthma prevalence have
implications for urban planners, healthcare professionals, and policy makers. Empirical evidence for the
role of social determinants of health supports continuing efforts in policies and practices to improve
education and reduce socio-economic inequities.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

Asthma is a well-known concern in public health. According to
the World Health Organization, more than 262 million people
around the world suffered from the disease in 2019.1 In the United
States, the number of asthma patients was more than 25 million in
2019, of whom more than 20 million were adults aged �18 years.2

Statistics also show persistent disparities among adults with
asthma. For example, the adult asthma prevalence rate in the

United States was 8.1% for non-Hispanic Whites, 9.7% for non-
Hispanic Blacks, and 6.1% for Hispanics. The rate was only 5.9%
for those at 450% of poverty threshold or higher, but 11.8% for those
at or under the federal poverty level in 2019.2

The literature suggests that there exist health inequalities,
defined by McCartney et al.3 as “the systematic, [observable],
avoidable and unfair differences in health outcomes … [among]
groups that share common characteristics.” The existing literature
also suggests that the linkages between asthma and its attributes
are multifaceted. Nevertheless, existing studies mostly focus on the
effects of attributes along limited dimensions on asthma; thus, the
complex relationships require further investigation.4e8 Moreover,
the bulk of asthma literature focuses on children, and evidence
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suggests that asthma triggering factors for adults may be different
from those for children.5,8e13

Building on prior knowledge about asthma disparities, we
investigate the relationships between environmental attributes
and adult asthma occurance in four urban counties in North Central
Texas. We contribute to the literature with a more complete set of
measures along multi-environmental dimensions, Hotspot analysis
for spatial patterns, negative binomial regression for count data,
and the empirical evidence for an area known for domination by car
culture, dispersed land use patterns, and continuing efforts to meet
federal ozone standards. The findings of this study also add insights
into the difference in asthma trigger factors between children and
adults. In the following, we review the current research in asthma
disparities, describe our analysis approach, and present our find-
ings. We discuss the implications of the findings and conclude the
paper at the end.

The literature on health and asthma disparities

The social determinants of health

Traditionally, epidemiological studies followed genetic and
medical models, with a focus on genetic factors and medical
treatments. Krieger4 argued that traditional epidemiological
studies paid little attention to the “web of causation” in health, a
metaphor for the multiple causes of health outcomes. She called for
a shift from the genetic/medical model to including broader socio-
economic factors. Similarly, House and Williams14 noted that bio-
logical variations only explain a small proportion of the health
disparities among racial groups and suggested that racial health
disparity should be examined through a broader sociopolitical lens.

Health studies since the late 1990s have focused on the social
determinants of health. Awell-known theory of health disparities is
the income inequality hypothesis. The theory, by its name, attri-
butes health inequalities to income inequality.15e17 Although the
income inequality hypothesis has contributed to the studies of
health disparities by identifying a major contributor (through ob-
servations of income and health disparity patterns mostly across
countries), more studies have extended the social determinants of
health to include other social, economic, and contextual factors. Yen
and Syme18 noted the importance of socioenvironmental in-
fluences on disease and conceptualized social environment as
physical and social dimensions of neighborhoods. Examples of such
social environments range from dwelling density, access to health-
related services, access to retail stores and parks, social problems
such as crime and vandalism, as well as social structures such as
discrimination, segregation, and social capital. Robert19 conceptu-
alized a framework for studying the linkage between community
socio-economic context and individual health outcome. Similarly,
Sampson et al.20 suggested strategies and directions for studying
the influence of neighborhood social interaction and the institu-
tional process on individuals’ health. Collectively, these studies
contribute to the theoretical foundation for health disparity studies
and suggest the need to study health inequality comprehensively
from multiple social and environmental dimensions.

Empirical studies of asthma disparities

Asthma disparity studies generally consider variables in four
dimensions, including socio-economic characteristics, air quality,
built environment, and other miscellaneous factors. The most
common measurements in the built environmental dimension can
be further delineated into transportation, land use, and housing-
related measurements. Some examples of other factors include
family asthma history, behavior, and lifestyle.

Following the paradigm of social determinants of health, socio-
economic characteristics have been at the center of many in-
vestigations, as these factors have directly or indirectly contributed
to health disparities due to resource limitations or/and environ-
mental risks rooted in structural inequalities, unjustified place-
based and income-based local or federal policies. Common mea-
surements are gender, race/ethnicity, income, and individual or
parental/caregivers’ level of educational attainment.6,8,10,12,21,22

Some studies also investigate other socio-economic variables,
such as financial hardship, marital status, etc. Although many
studies found that males, Blacks, and individuals or households
with low-income status or low level of educational attainment tend
to be associated with high rates of asthma prevalence,6,23 the
findings were not always consistent.7,12,24

Similar discrepancies exist in research focusing on other di-
mensions. Air pollution has been identified as ‘the single largest
environmental health risk.’25 As such, a large body of research has
been devoted to the linkage between asthma and air pollutants.
Due to the limits in air pollution data and the cost of data collection,
studies have used a variety of approaches to estimate air pollution
levels associated with asthma occurrences. Some studies used
spatial interpolation techniques based on values observed at
limited air pollution monitoring stations.11,26,27 Other studies used
transportation and/or land use parameters as predictors of air
pollution.6,28e30 Additional research applied direct measures of
transportation and/or land use as the proxies for air
pollution5,8,9,29,31 because transportation and land use have been
viewed as main sources of pollutants.32 The results are quite mixed.
Although some studies found that land use density, exposure to
NO2 are associated with the risk of asthma symptoms,6,11,27,27 the
results of other studies revealed insignificant association between
asthma and NOs along with PM2.5, PM10, or transportation-related
factors, such as traffic load on major roads and traffic in-
tensity.12,29 Additional studies concluded that the relationships
may vary by age or gender.5,8,9,12,29

A limited number of studies also investigated the impacts of
housing characteristics on asthma. A common measure of housing
characteristic is housing age, as older housing is likely to have is-
sues with construction materials or utility systems. For example,
Free et al.33 investigated the relationship between heating methods
and school absence due to asthma symptoms. Their results indi-
cated that children living in homes with heating intervention
experienced fewer absences from schools. Newcomb and Li8 hy-
pothesized that older housing stocks are less efficient in indoor air
circulation and hence contribute to triggering asthma exacerba-
tions. The results supported their hypotheses. Vesper et al.34 found
a positive relationship between asthma prevalence and older
homes. Similarly, Piekarska et al.35 observed a positive correlation
between the occurrence of allergic rhinitis/asthma and housing age
and a negative correlation between asthma and central heating.
Although the last two studies indicate the effects of housing age
and heating, they did not adjust for the effects of other confounding
factors. The connection between green open space and air quality/
health is well recognized, but research has mostly focused on the
association between open space and air quality (e.g. see, Ebisu
et al.6; Rao et al.30). The research on the relationship between open
space and asthma is limited and inconclusive.36

In summary, significant efforts have been devoted to asthma
disparity studies. The research to date has focused on the effects of
variables along one or few dimensions. The results show complex
relationships between the associated factors and asthma occur-
rence, as well as possible differentiation between children and
adults. The discrepancies in the results of contemporary research
call for more effort to use multivariable analytical techniques and
comprehensive measurements.
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Methods

Research scope

Building on the knowledge from existing asthma disparity
studies, we investigated the complex relationships between
neighborhood environmental characteristics and adult asthma
exacerbations. We focused on the four urban counties in the Dallas/
Fort Worth Metropolitan area, including Collin, Dallas, Denton, and
Tarrant Counties. Data from these four counties are consistent and
available. These counties have known patterns of land use and
vehicle travel when compared withmanymetropolitan areas in the
nation. The four counties are also the core areas crucial to air
pollution attainment in this metropolitan area.

Measurements and hypotheses

The dependent variable is the count of asthma hospital visits in
each census block group. Hospital records contain information
related to specific hospital admissions, such as International Clas-
sification of Diseases, Ninth Revision, diagnostic codes, residential
addresses, race, gender, and insurance. Records were selected ac-
cording to International Classification of Diseases, Ninth Revision,
diagnostic codes, admission type, year, and age. Specially, our data
only included those admissions associated with International
Classifications of Diseases asthma diagnostic codes in 2014. Records
included cases admitted to the emergency department (ED) and
cases admitted directly to an inpatient unit without ED admission.
Inpatient admissions through the ED were excluded to avoid
duplication. Only occurrences from patients aged between 18 and
65 years were included in the analysis.

We identified social and built environmental measurements,
including socio-economic characteristics, transportation, housing
conditions, and land use at the census block group level. Following
the existing literature, the socio-economic characteristics included
the number of adult males, number of Black population, number of
people aged �25 years without high school diploma, and the me-
dian household income in census block groups. A density variable
“Adult Density” was used to normalize the variation in size of
census block groups to control for the impacts of population and
land size. The median age was also used to measure the age dif-
ference in census block groups. In addition, we considered the
potential influence of urban gas drilling, as it is an activity that
affects air quality and potentially contributes to asthma occurrence.
This gas drilling activity is measured by the aggregated counts of
wells in each census block group. Moreover, proximity to highways
is a dummy variable, in which a value of one is given if the centroid
of a census block group is within a buffer zone of a quarter mile
from a highway, and a value of 0 is assigned otherwise. This variable
was used in the existing literature as a proxy to measure exposure
to air pollution resulting from vehicle emissions. It enables the
comparison between the results of this and previous studies. In
addition to the average speed limits weighted by types of roads in
census block groups and road density defined as miles per census
block group, we also included several measures of exposure to
transportation-related air pollution as suggested by Lindgren
et al.,31 such as average commute distance of workers, number of
workers commuting by public transit, and number of workers
working from home in census block groups. Measures of housing
age and conditions, as well as several land use types that are
beneficial for air quality, are also used to examine the complex
relationships between asthma occurrence and potential attributes.
All the variables, the explanation, measurements, and the expected
relationships between the independent variables and the depen-
dent variable are displayed in Table 1.

Data sources

Data on asthma ED and inpatient visits in 2014 were obtained
from the Dallas/Fort Worth Hospital Council Foundation37 after
Institutional Review Board approval. Most socio-economic, hous-
ing, and commute data were extracted from the 2014 American
Community Survey (ACS) data set.38 Gas drilling data were ob-
tained from the Railroad Commission of Texas. Road network, and
land use data were collected from the North Central Texas Council
of Governments.39

Data limitations

Limitations of data should be acknowledged. First, our data are
limited at the census block group level. The 2014 ACS data are
public use data at the block group level. Our asthma data are
limited to the hospital visits for asthma treatment purposes in the
year 2014. As there is no information on non-asthma hospital
visits, it is impossible to conduct an individual-level analysis of
asthma hospital visits vs non-asthma hospital visits. Hence, this
study aggregates asthma hospital visits to the census block group
level to match the ACS data. This data limitation also precludes us
from doing a multilevel analysis. Second, because our data are
cross-sectional, we cannot truly establish causal relationships but
can only make inferences based on multifactorial associations.
Despite these limitations, our assembled data are unique and can
shed light on the associations between built environment and
asthma occurrence.

Data integration and analytic techniques

A geographic information system programwas used as a tool to
geocode residential addresses of patients experiencing asthma
hospital visits and spatially link the data fromvarious sources into a
geodatabase. About 94% of the original hospital records were geo-
coded. The other 6% were excluded because of unknown addresses.
In addition, a descriptive analysis was conducted to identify the
basic demographic characteristics of the asthma patients and to
compare them with those of the general population in the study
area. Moreover, the optimized hot spot analysis tool was used to
analyze and display the spatial clusters of asthma hospital visits
based on their residential locations. The main purpose of this
analysis is to inspect where the patients resided and if they were
concentrated in certain neighborhoods. The information provides
the basis for the contextual analysis in later sections. The hot spot
analysis is a spatial statistical tool based on the Getis-Ord Gi* sta-
tistics that can detect spatial clusters with statistical confidence.

A preliminary descriptive analysis indicated that the mean of
asthma counts is smaller than the variance, an indication that the
data are overdispersed, which suggests that negative binomial
regression (NBR) is more suitable than Poisson regression for the
data because the NBR model is more suitable for overdispersed
count data.28 The NBR model is preferred because it can not only
control for as many confounding factors as possible but also has
fewer restrictive assumptions than the Poisson regression model
and therefore greater generality or applicability. The traditional
NBR model, designated the NBR2 given by Hilbe,40 is specified as
the following:

lnðmÞ¼ b0þ b1X1þ b2X2þ…þ bnXn (1)

where X1, X2, … Xn are predictors as listed in Table 1; b0, b1, b2 …

bn are coefficients to be estimated. We started with a model that
includes the commonly used socio-economic variables plus the
gas drilling variable. In our second model, we supplemented
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transportation variables, including commute variables measuring
exposure to transportation-related air pollution. We added hous-
ing variables to model two in our third model. The final model
included all the variables in model three and the land use
variables.

Results

In the following, we first describe the characteristics of asthma
patients in the hospital visit data set and compare them to the
characteristics of the general population based on the 2014 ACS
data. We then explain the spatial pattern of asthma clusters. The
model results are presented after a brief report of the correlation
analysis.

Characteristics of asthma hospital visits

Table 2displays the characteristics of individuals in thedata set of
asthmahospital visits and the general population of ACS in the study
area. The results indicate that most people were in the age groups
between 20 and 54 years. This pattern of age distribution is in gen-
eral consistent with that of the general population. Females were
overrepresented, as females accounted for about 65% of the asthma
hospital visits and compared to about 51% in the general population.
Whites and Blacks were the majority, which were also consistent
with the general population. However, the percentage of Blacks in
our data was much higher than that in the general population,
whereas Hispanic in our data was much lower. The percentage of
uninsured adults in the data set of asthma hospital visits was 47%,
which was significantly higher than the percentage of uninsured
adults in the ACS data.

Spatial clusters of asthma hospital visits

The result of spatial analysis shows that there was a clear
pattern of clusters in residential locations of asthma patients who
visited hospitals during the study period (Fig. 1). The largest hot-
spots (red) of hospital visits appeared in areas from the center to
the south of Dallas and Fort Worth, and extended further to areas in
south Dallas and Tarrant Counties. Several small hotspots were also

seen in the cities of Denton and McKinney at the center of Denton
and Collin Counties, as well as scattered areas throughout Dallas
and Tarrant Counties. These hotspots indicate that the concentra-
tions of asthma hospital visits were statistically significant at the
0.10 or lower levels. In other words, the cluster patterns of asthma
hospital visits were not the results of random chance with a con-
fidence level of 90% or higher. On the other hand, the largest cold
spots (blue) were in the southwest area of Collin County, south-
center of Denton County, and north of Dallas and Tarrant
Counties. These cold spots indicate the areas with few hospital
visits at the confidence level of 90% or higher.

Table 1
Variables and hypotheses.

Variable name Meaning Measure Predicted direction

Dependent variable
Asthma count Count of hospital visits # per block group
Independent variables
Sociodemographic characteristics
#Adult males Adult males # per block group þ
Median age Median age years in block group þ
#Black Black population # per block group þ
Md HH income Median Household Income $ in block group e

#No HS diploma Population aged 25þ without high school diploma # per block group þ
Adult density Density of adult population #/Sq. Mile þ

Built environmental characteristics
Well counts Counts of drilling wells # per block group þ
Proximity to HWY A quarter mile buffer zone from highway 1 if within; 0 else þ
AVG speed Average speed limit weighted by type of roads Miles/hour þ
Road density Road length density Miles/Sq. Mile þ
AVG COM distance Average commute distance Miles þ
#Work at home Workers working from home # per block group e

#Pubtransit users Workers commute by public transit # per block group þ
House before 1979 Housing units built before 1979 # per block group þ
Gas heating house Housing units w/gas heating # per block group þ
Elec heating house Housing units w/electric heating # per block group e

Park/Rec density Park or recreational land use density #/Sq. Miles e

Tim/farm density Forest and farmland density #/Sq. Miles e

Table 2
Characteristics of asthma sample data and ACS.

Characteristics Asthma ACS (aged 18e64 years)a

Age group (years)
18e19 5% 4%
20e24 13% 11%
25e29 13% 12%
30e34 12% 12%
35e39 10% 12%
40e44 10% 12%
45e49 11% 11%
50e54 10% 11%
55e59 8% 9%
60e64 6% 7%
65 1%
Total 100% 100%
Gender
Female 65% 51%
Male 35% 49%
Race
White 41% 67%
Black 44% 17%
Other 15% 16%
Ethnicity
Hispanic 13% 28%
Non-Hispanic 87% 72%
Insurance
Private 30% 63%
Public 22% 25%
Uninsured 47% 12%

a ACS Insurance data were extracted from Tables K202701, K202702, and
K202703. The percentage data were calculated using the total population in the
2014 ACS 1 Year estimates.
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The spatial patterns are further examined by type of insurance
and race groups. Overall, those with private insurance are found
more in cold spot areas. Those with public or no insurance are
concentrated in hot spot areas. For example, Table 3 indicates that
only about 26% of thosewith private insurance are in hot spot areas,
comparedwith about 45% of thosewith public insurance and 36% of
those without insurance are in hot spot areas. These patterns are

not surprising as insurance is highly correlated to household in-
come. The same is true for White and other race groups. Compared
with other race groups, Blacks are highly concentrated in hotspot
areas (about 53% compared with about 18% for White and 27% for
other race groups). The differences among insurance and race
groups are statistically significant at the 0.001 level.

Negative binomial regression analysis

The results of pair-wise correlation analysis indicated that no
multicollinearity exists among the independent variables. The
highest correlation coefficient among the independent variables is
.45. We tested four models. Following the social determinants of
health theory, Model one contains only socio-economic variables.
Model two adds measures of transportation characteristics to
Model one to inspect the effects of transportation on asthma.
Additional housing variables are included inModel 3. Following our
hypotheses, we included all the regressors along the socio-
economic, transportation, housing, and land use dimensions in
Model 4. This incremental approach allows us to observe the
changes when additional characteristics are considered. The results

Fig. 1. Hot spots of adult asthma hospital visits.

Table 3
Clusters by type of insurance and race groups.

Groups Cold Hot Other Total

Insurance
Private 13.3% 26.0% 60.7% 100.0%
Public 7.6% 45.1% 47.3% 100.0%
Uninsured 10.4% 35.9% 53.7% 100.0%
Total 10.6% 35.0% 54.4% 100.0%

Race
Black 7.0% 52.8% 40.2% 100.0%
Other 12.0% 27.3% 60.7% 100.0%
White 14.1% 18.4% 67.5% 100.0%
Total 10.6% 35.0% 54.4% 100.0%
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of the NBR model fit statistics are presented in Table 4. The Wald
Chi-squared value increases from 724 for Model one to 1033 for
Model 4, which indicates better predictive power, as we increase
the comprehensiveness of the models. Akaike information crite-
rion, a statistical measure of model goodness-of-fit, also indicates
that Model four is the best model; thus, the results of Model four
are the focus of our presentation below.

The results of model four reveal a number of observations
(Table 5). Race, income, and educational attainment are signifi-
cantly associated with adult asthma exacerbation at the 0.001 level
after controlling for all the other variables. Specifically, the inci-
dence rate ratio (IRR) of the variable “Black” in model four is about
1.0005, indicating that for each additional member of the Black
population per census block group, the rate for asthma hospital
visits per block group is expected to increase by a factor of 1.0005
while holding all other variables in the model constant. Similarly,
the IRR for the education variable is 1.0022, which suggests that for
each additional person in the population aged �25 years without a
high school diploma per census block group, the rate for asthma
hospital visits per block group is predicted to increase by a factor of
1.0022, all else being equal. On the other hand, the IRR for the
median household income variable is .99,999, which signifies that
for each dollar increase in median household income in a census
block group, the rate for asthma hospital visits per block group is
expected to decrease by a factor of 0.9999, all else being equal.
Although the coefficients for the variable “Adult Males” are sig-
nificant after controlling for socio-economic and transportation
characteristics, the gender effect is not significant at the 0.05 level

after adding the housing and land use variables. The results of
“Adult Density” and “Median Age” are significant at the 0.01 level or
better after controlling for housing and open space factors. On the
other hand, the association between the number of adult males and
hospital visit counts becomes insignificant after controlling for
housing and open space factors.

The effect of drilling activities on adult asthma occurrence is also
significant at the .05 level when socio-economic, transportation,
housing characteristics, and land use variables are considered. In
general, higher rates of drilling activities are associated with higher
rates of hospital visits. Specifically, the IRR for the variable is 1.0008
in model 4, meaning that for each additional drilling well per
census block group, the rate for asthma hospital visits per block
group is expected to increase by a factor of 1.0008, holding other
variables constant. The same interpretation can be applied to other
transportation, housing, and land use variables.

Most commute-related variables are significantly associated
with the dependent variable. For example, the IRR in model four is
1.0234 for average distance to work, 1.0018 for public transit, .9987
for working at home, and 1.0045 for road density, respectively. All
are significant at the .05 level or better. The associations between
other transportation-related built environmental measures and
asthma are insignificant. For example, the IRRs for the variables of
proximity to highways and the weighted average speed limits are
1.0426 and .9937, respectively, but insignificant. Nevertheless, the
sign of the proximity variable is consistent with the hypothesis and
the literature. The results for the variable of the weighted average
speed limit are consistently insignificant in the relevant models.
Consistent with the existing literature, older housing stock is found
to be associated with a higher rate of asthma hospital visits. The
relationship is significant at the 0.001 levelwith orwithout land use
variables. Themodel results also signify theeffects of gasorelectrical
heating in housing units on asthma as demonstrated by Free et al.,33

Vesper et al.,34 and Piekarska et al.35 though the results vary.
It is expected that green space, measured by land use for parks

or other recreation purpose and timberland/farmland, would
absorb pollution and be beneficial to health. The results in model
four show the significant effect of timber land/farmland density but
not parks or recreation land use density. The findings require
further investigation.

Discussion

The results of this study show significant influences of
neighborhood-level transportation, built environment, and social
characteristics on asthma exacerbation among adults. Neighbor-
hoods where residents on average experience longer commute
distance and use of public transit are likely to have more asthma
hospital visits as residents in those neighborhoods have more
exposure to traffic-related air pollution. Major sources of traffic-
related air pollution for commuters are from vehicle emissions,
especially buses, because most transit vehicles are powered by
diesel. In contrast, neighborhoods with more residents working at

Table 4
The goodness-of-fit statistics of models.

Goodness-of-fit statistics Model 1 Model 2 Model 3 Model 4

Wald Chi-square 724.08*** 819.88*** 1014.12*** 1033.29***
Log pseudo likelihood �7017.948 �6982.307 �6956.796 �6953.519
Pseudo R2 0.0708 0.0742 0.0776 0.0781
AIC 14,053.9 13,994.61 13,949.59 13,947.04
N 2931 2926 2926 2926

AIC, Akaike information criterion.
***p < .001.

Table 5
Negative binomial regression model predicting asthma hospital visits.

Variable name IRR (standard error) 95% confidence interval

#Adult males 0.9999 (0.0001) 0.9997 1.0003
#Black 1.0005*** (0.0000) 1.0005 1.0006
Median HH income 0.9999*** (0.0000) 0.9999 0.9999
#No HS diploma 1.0022*** (0.0006) 1.0009 1.0034
Adult density 0.9999*** (0.0000) 0.9999 0.9999
Median age 0.9946** (0.0021) 0.9904 0.9988
Well counts 1.0008* (0.0004) 1.0000 1.0016
Proximity to HWY 1.0426 (0.0329) 0.9801 1.1092
AVG speed 0.9937 (0.0042) 0.9855 1.0021
Road density 1.0045* (0.0022) 1.0003 1.0087
AVG COM distance 1.0234*** (0.0057) 1.0124 1.0346
#Work at home 0.9987** (0.0005) 0.9978 0.9997
#Pub transit users 1.0019** (0.0006) 1.0006 1.0031
House before 1979 1.0025*** (0.0007) 1.0011 1.0039
Gas heating house 1.0005* (0.0002) 1.00009 1.000835
Elec heating house 1.0007*** (0.0001) 1.0004 1.0009
Park/Rec density 0.9996 (0.0003) 0.9989 1.0002
Tim/farm density 0.9946** (0.0019) 0.9907 0.9985
_cons 3.9817*** (0.9352) 2.5127 6.3096
/lnalpha �1.1587 (0.0504) �1.2574 �1.0601
alpha 0.3139 (0.0158) 0.2844 0.3464

IRR ¼ incidence rate ratio.
***P < 0.001 ¼; **P < 0.01; * P < 0.05.
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home show fewer hospital visits as working at home can reduce the
time and the magnitude of exposure to harmful air pollution. The
results also suggest that higher road density in neighborhoods is
associated with more asthma hospital visits. Drilling construction
activity during the study period was active; thus, the significant
association between urban drilling and asthma symptoms may be
due to airborne dust resulting from disruption of surface areas in
neighborhood. Further research should validate this speculation.
Consistent with previous research, race, income, and education are
significantly associated with asthma exacerbation.

The findings regarding the effects of average commute distance,
workers working from home, and public transit users have impli-
cations for transportation planners and policy makers. With the
advancement in communication and transportation technologies
and the experience with virtual activities due to COVID, working
from home seems to have become an established part of our daily
lives. It may also have other economic and environmental benefits,
such as reduced business rental, utility, and maintenance costs,
reduced travel time, improved productivity, ease of traffic conges-
tion, and lower traffic-related air pollution. Transportation planners
have already advocated travel demand management solutions,
such as telecommuting, congestion pricing, and parking manage-
ment to reduce traffic congestion. Our results lend support for these
solutions. Additional innovative policies are required to further
facilitate the new work at home trend and virtual activities while
maintaining productivity. The finding that public transit is associ-
ated with asthma occurrence calls for urgent improvement in
technologies for clean fuel for buses and trains. Similarly, the
finding of a drilling effect on asthma suggests the need for policies
to promote alternative clean fuels for drilling activities. In short, the
knowledge about the link between asthma exacerbations and
commuting/drilling activities not only lends support for trans-
portation management solutions but also informs public adminis-
trators and policy makers in the energy production and
technologies sectors to search for innovative policies and to speed
up the production and adoption of green energy and transportation
to improve air quality.

The findings on the linkages between asthma exacerbations and
housing/land use characteristics provide support for evidence from
the previous studies in these dimensions. For instance, similar to
some previous studies (e.g. Newcomb and Li8; Piekarska et al.35;
Vesper et al.34; Wang et al.41), this study found a positive rela-
tionship between asthma occurances and housing age, as well as
heating systems. These findings call for policies related to housing
construction and technologies improving housing conditions. The
result of forest and farmland density provides empirical evidence to
the limited research on the relationship between green open space
and asthma.

The findings about the relationships among asthma, race, class,
and education attainment reinforce the notions of disparities in
public health and the need for policies and practices with a focus on
equity and commitment to help poor and less-educated pop-
ulations. Greener alternatives are emerging, but the individuals
most vulnerable to asthma exacerbations are those who will be
least able to benefit from green transportation and fuel technology
alternatives in the near term. Likewise, policies promoting urban
green space and retrofitting of older housing stocks will face the
same equity challenges. Those individuals most likely to be
vulnerable to the loss of asthma control are those least likely to live
near substantial urban green space or to live in newer housing.
Therefore, attention to equity should be addressed in all policies
and practices.

Relevant local, regional, and federal policies and resources will
be critical for urban planners, public healthcare professionals, and
government officials. The internet will be the asthma advocate's

best friend in this respect. For instance, an easy place to start for
municipalities interested in green space is the Municipal Handbook
published by the US Environmental Protection Agency. This publi-
cation is a ‘how-to’ guide for local governments that describe
programs and policies related to funding and incentives, retrofit
policies, rainwater harvesting, and green streets.42 Another
example for municipalities interested in housing is the American
Lung Association's discussion of code ordinances, code enforce-
ment, multiunit housing, and new and remodeled housing.43

Although the results of several environmental variables, such as
highway proximity, average speed limit weighted by type of roads,
and parks/recreation density show, the expected signs as hypoth-
esized, the effects of these variables on asthma cannot be demon-
strated with great statistical confidence. Other measurements, such
as continuous numbers of meters from residential address to
highways and other types of roadways, are less informative than
direct measures of vehicle emission for measuring the effects of
transportation-induced pollution on asthma. Likewise, alternative
measurement of green space, such as tree canopy, may be a better
predictor than the measurements used in this study. In addition,
this study is limited to urban counties in the Dallas-Fort Worth
(DFW) area. The discussion on policy implications should be taken
with cautions.

Conclusions

In general, neighborhood characteristics continue to be deter-
mined by race and socio-economic status through place-based and
income-based local or federal policies. This legacy reflects historical
patterns of discrimination institutionalized in the United States
since its inception and is well documented. From redlining, which
began in the 1930s, to contemporary zoning and the alike, unfair
private actions and governmental policies or practices espouse that
segregation of the poor and people of color remains in place
(Anderson44; Swope45). Historical and contemporary racism
differentially exposes people of color to lifelong conditions harmful
to health (Bravo46; Rothstein47), whereas poverty has the same
effect (Wodtke48). The health effects of racism and discrimination
on the basis of wealth are sweeping, detectable in almost every
branch of medicine and health service, including such diverse areas
as transplants, cancer, maternity outcomes, obesity, and access to
medical providers. Asthma is not exceptional. Revolutions have
failed to eradicate structural inequality, leaving incremental change
as the most likely option. The role of observational studies, such as
this one, is to provide an accumulation of evidence to be used to
guide policy both grand and small. Empirical evidence should be
taken into account in policy making, given that each factor identi-
fied as contributing to asthma exacerbations in studies like this is
amplified in neighborhoods of the poor and people of color.

Social, epidemiologic, and public health scholars have advocated
for studying the causes of health disparities from multiple per-
spectives. Asthma provides an exceptionally relevant condition for
such scholarship as disparities in outcomes, treatment, and access
to health care have been demonstrated repeatedly among patients
with this condition. Asthma exacerbations affect the life of millions
every year. The triggers for asthma exacerbations are multiple and
diverse, including physiological, environmental, and social factors.
Although scholars from various fields in the past several decades
have investigated factors responsible for triggering asthma, fewer
have approached the issue comprehensively and simultaneously
from multiple social/community directions. This research helps fill
that gap using data from four urban counties in North Central Texas.

The results from this study provide additional empirical evi-
dence for the effects of social and environmental determinants of
health on asthma control. The results of this research under a
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comprehensive framework by and large reinforce the notions in the
previous studies that are limited to examining fewer variables.
Drilling activity is rarely considered in the previous studies, but its
effect on adult asthma is demonstrated in this study. The research
also observes the change in significance of gender-related effect,
measured by number of adult males, after controlling for housing
and green open space variables. In addition, the research cannot
determine the effects of proximity to highways and the weighted
average speed limit of roadways, despite the expected signs as
hypothesized. The effect of green open space is partially observed.
The results of social determinants support continuing efforts, either
through policies or practices, to improve education and socio-
economic equities. The results also support existing trans-
portation demand management solutions and disease manage-
ment practices, as well as calls for innovative policies and strategies
to promote clean fuel and technologies for public health. The study
builds upon theories established by the existing literature, and the
results could infer causal relationships and contribute to the cur-
rent knowledge about the complex relationships between asthma
exacerbations and possible triggering factors. Further research can
extend the research scope, use more suitable measurements and
panel data, as well as apply longitudinal research designs to
advance the current understanding of asthma disparities.
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a b s t r a c t

Objectives: This study aimed to (1) encourage allocation of governmental and grant funds to the
administration of local area health surveys and (2) illustrate the predictive impact of socio-economic
resources on adult health status at the local area level to provide an example of how health surveys
can identify residents with the greatest health needs.
Study design: Randomly sampled and weight-adjusted regional household health survey (7501 re-
spondents) analyzed with categorical bivariate and multivariate statistics, combined with Census data.
Survey sample consists of the lowest, highest, and near highest ranked counties in the County Health
Rankings and Roadmaps for Pennsylvania.
Methods: Socio-economic status (SES) is measured regionally with Census data consisting of seven in-
dicators and individually with Health Survey data consisting of five indicators based on poverty level,
overall household income, and education. Both of these composite measures are examined jointly for
their predictive effects on a validated health status measure using binary logistic regression.
Results: Once county-level measures of SES and health status are broken down into smaller areas, better
identification of pockets of health need is possible. This was most strongly revealed in an urban county,
Philadelphia, which is ranked lowest of 67 counties on health measures in the state of Pennsylvania, yet
when broken down into ‘neighborhood clusters’ contained both the highest- and lowest-ranked local
area in a five-county region. Overall, regardless of the SES level of the County subdivision one lives in, a
low-SES adult has close to six times greater odds of reporting ‘fair or poor health status’ than does a high-
SES adult.
Conclusion: Local health survey analysis can lead to a more precise identification of health needs than
surveys attempting to cover broad areas. Low-SES communities within counties, and low-SES individuals,
regardless of the community they live in, are substantially more likely to experience fair to poor health.
This adds urgency to the need to implement and investigate socio-economic interventions, which can
hopefully improve health and save healthcare costs. Novel local area research can identify the impact of
intervening variables such as race in addition to SES to add more specificity in identifying populations
with the greatest health needs.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

In recent years, policymakers have relied on data that rank fairly
broad geographical areas, such as states and counties in the United
States, to identify public health needs and prioritize resources to

address health disparities.1,2 This is the case with the most detailed
annual report for each state, known as the County Health Rankings
and Roadmaps (CHR&R), which is conducted by the University of
Wisconsin Population Health Institute and funded by the Robert
Wood Johnson Foundation.3 CHR&R opens its 2022 County Health
Rankings National Findings report with an Executive Summary that
outlines the purpose of the County Health Rankings (https://www.
countyhealthrankings.org/reports/2022-county-health-rankings-
national-findings-report). The first sentence sums up their mission:
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‘County Health Rankings and Roadmaps (CHR&R) brings actionable
data, evidence, guidance, and stories to diverse leaders and resi-
dents so people and communities can be healthier.’ The reports
focus on the various hardships minorities and people with low-
income face, and the Executive Summary proclaims that the re-
ports are designed to ‘help allocate resources where they are most
needed.’c

The authors of this article laud the ambitious goals of CHR&R
and health planners who want to locate and serve people in need
in the most effective way. We contend, however, that the county
level is often not precise enough for identifying those with the
most health needs, particularly larger suburban and urban
counties, and that health survey data could be more effectively
used if there was a greater availability of local-based health survey
analyses. This would ideally be of the local areas that health
planners are focused on, but when not possible, incorporating
results from small areas that were intensively surveyed. Simply
expressing in an interview or questionnaire that one has fair or
poor health is a good indication that the individual is more in need
of public health interventions, which if properly targeted and
effective, could lower the number of hospital admissions for more
serious health problems.

We provide an example of how sufficient sample sizes for areas
within counties can add additional insights to locating and
assessing health needs. By relying on a general measure of health
(self-assessed health status), we show how county data alone can
be insufficient in locating pockets of greater health needs. We also
show how a key predictive measure of health status can be
measured using a questionnaire format that adds insight to iden-
tifying people with health problems that can complement Health
Ranking reports relying on aggregated data sources.

We focus on one key type of Health Outcome measured in the
County Ranking Reports (Health Status) and one key index of
health factors (socio-economic status [SES]). There are many
choices for identifying county subregions, but because they were
created by combining several neighborhoods together, which are a
mix of community and professional identifications, we opted for
the term ‘neighborhood cluster’ (NC).4 As one can see from a
Google search of maps of Philadelphia, the term neighborhood by
itself has been used to refer to anywhere from 12 to 150
subdivisions.

The most complete source of individual health data at a state
and national level is the Center For Disease Control's (CDC's)
Behavioural Risk Factor Surveillance System (BRFSS) health sur-
vey, which is used by CHR&R for several of its health measures.5

BRFSS is conducted annually within each state, where each state
has some flexibility in tailoring the survey to their particular
needs. Because of the nature of this survey, sample size per
county can be small. Pennsylvania is typical of other states in that
the majority of counties have annual sample sizes less than 100.6

Table 1
Neighborhood cluster characteristics for SES index.

Neighborhood cluster SES rank Income ($) % Families under poverty line Education Employment

Median
household

Per capita All With children % Less than
HS degree

% Less than
college degree

% Unemployed

Center City 24 83,646 73,288 6.6 9.4 4.9 23.6 4.3
South Phila 12 60,420 36,678 14.9 24.5 16.0 64.2 8.9
Southwest Phila 3 35,981 18,788 26.1 37.1 18.0 82.1 16.0
West Phila 5 32,922 19,046 26.0 36.4 14.7 74.5 11.7
Lower N Phila 7 54,111 31,179 25.0 36.1 15.8 60.0 9.9
Upper N Phila 1 24,787 13,375 38.4 51.6 29.0 93.0 20.1
KensingtoneRichmond 2 40,394 20,136 31.8 48.6 27.3 82.7 16.9
RoxborougheManayunk 18 74,051 43,370 6.7 11.2 6.0 50.9 4.8
Germantown Chestnut Hill 10 51,710 34,465 15.5 25.2 11.6 59.7 10.1
Olney Oak Lane 4 41,151 19,959 21.9 31.2 20.3 83.5 16.1
Lower Northeast 6 45,080 20,581 19.8 28.1 20.0 83.3 12.1
Upper Northeast 9 57,711 28,685 8.9 13.6 12.2 76.5 7.4
Bucks South 13 81,791 40,169 3.6 6.7 7.7 66.6 5.6
Bucks Central-South 25 116,750 57,374 3.4 5.3 3.6 46.9 4.3
Bucks Central 27 107,860 55,104 2.7 4.3 5.0 51.7 5.7
Bucks North 16 71,429 34,213 5.9 9.0 8.7 74.9 6.9
Chester Central-East 28 130,159 71,295 3.0 4.9 3.2 30.7 3.4
Chester South 19 90,631 42,563 5.4 9.1 8.8 61.6 5.8
Chester North-Northwest 14 91,945 40,547 4.8 8.2 14.9 62.6 4.1
Chester Northeast 30 100,227 51,168 2.8 3.3 4.4 43.8 4.2
Delaware West 29 64,227 29,177 11.6 19.3 11.6 76.7 9.8
Delaware North 26 85,240 39,678 5.0 7.5 6.6 67.4 5.8
Delaware Northeast 11 58,135 27,945 11.8 17.8 9.7 73.9 7.7
Delaware Central-East 15 103,502 51,191 2.7 4.1 4.4 51.0 4.7
Delaware South 8 107,793 55,020 2.6 4.4 4.0 44.4 4.2
Montgomery West 20 89,702 47,160 3.7 5.4 5.2 51.1 5.6
Montgomery North 17 129,089 69,951 2.6 2.5 2.8 26.0 4.6
Montgomery Northeast 23 93,020 50,447 5.8 9.4 6.9 49.9 5.8
Montgomery Central-South 21 89,122 45,640 3.3 4.9 6.3 54.7 4.9
Montgomery Southeast 31 83,102 36,644 3.1 4.7 8.1 70.2 5.5
Montgomery East 22 88,163 43,285 5.0 7.3 6.3 56.6 5.7

HS, high school; SES, socio-economic status.
Source: Claritas 2018 Pop-Facts Database. Notes: Rankings of these seven items were averaged to form the SES ranks portrayed in Figs. 1 and 2. For Fig. 3, neighborhood ranks
were grouped as follows: 1e11¼ Low, 12e21¼Middle, 22e31¼ High. Their proportional distribution was closely matched by grouping individual SES levels into these three
categories based on the 5-item SES index created from the 2018 Household Health Survey (see Measures).

c The methodology to accomplish this consists of measures with weighted items
to form two scales at the county level: health outcomes and health factors. The
Outcome Scale includes vital statistics and health survey measures, whereas the
more complex Factors Scale includes four dimensions: Health Behaviours, Clinical
Care, the Physical Environment, and Social and Economic Factors.
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For this reason, in Pennsylvania, BRFSS data are broken down into
only six districts and two large counties (Philadelphia and Alle-
gheny) for annual County Ranking Reports.d

Similar to the rankings of counties in the County Health Ranking
and Roadmaps reports, we focus on rankings of the Public Health
Management Corporation Southeastern Pennsylvania Household
Health Survey data broken down into 31 ‘NCs’ within five counties
in Pennsylvania. Among these five counties is one that currently
ranks highest in the state on both health factors and outcomes in
the CHR&R reports, followed by the second highest on Health
Factors. It also includes the lowest-ranked county in the state,
Philadelphia (67th out of 67).e This variability at the county level
implies that residents of the highest ranked counties have better
health than residents of the lowest-ranked county. The aim of this
study is to show how a health survey with sufficient sample sizes
for county subdivisions can reveal a more complex pattern of
health variability in both highly and lowly ranked counties.

Methods

This analysis draws on the 2018e2019 Southeastern Pennsyl-
vania Household Health Survey collected by Public Health Man-
agement Corporation (PHMC HHS) and funded by hospitals and
non-profit organizations that received data files, reports, and nav-
igation tools. It includes more than 7500 health surveys within five
counties of Southeastern Pennsylvania, which actually exceeded
BRFSS state totals that fell below 7000 both in 2018 and 2019. The
2018e2019 survey is the 17th administration of the health survey
conducted by PHMC since 1983, with 13 of the surveys exceeding
10,000 adult samples. The PHMC HHS has been used primarily for
proposals to implement health centers and various health in-
terventions, hospital assessments of their service area's needs, and
newspaper articles detailing local health issues to spread aware-
ness and health education.7 Details regarding the PHMC HHS
methods, including a more detailed description of response rates
and weights, are available at https://research.phmc.org/products/
community-health-database.

The 31 NCs are ZIP code based and derive from a longstanding
division of Philadelphia into 12 Planning Analysis Sections, and for
the four suburban counties, we carved 19 boundaries based on
consultations with county and hospital planners. The total 31 NCs
average 242 respondents apiece.

We focus on SES, a measure of a person's social and economic
status, which is based on income, education, and occupation. SES is
a key component of CHR&R's list of health factors. The PHMC HHS
contains several questions to ascertain income cutoffs enabling the
creation of two poverty-level variables.f These are a major
component of our 5-item SES index consisting of (1) Above the

Poverty line, (2) Above 200% of the Poverty Line, (3) Above
$100,000 Household Income, (4) High School Graduation, and (5)
College Graduation. If a respondent met all five criteria, they were
categorized as high SES, if 3e4, middle SES, and 0e2, low SES.

The methodology to create similar categories for the NC in
which the respondents lived entailed a different approach due to
the aggregate nature of Census data.

We developed an NC SES variable based on seven indicators.
Instead of relying on 5-year averages provided by the US Census, we
used a proprietary database, which provided specific ZIP Code es-
timates for the 2018 survey year by supplementing prior available
US Census data with other current data sources, such as utility bills
and home sales data.8 Each of the 31 NCs received a rank for each of
the seven SES items and then the average ranked score was created
to provide one overall rank. Then the ranks were divided into low,
medium, and high categories, which closely matched the individual
SES proportional distribution.

If NCs were near perfectly matched so that high SES segregation
existed (i.e. low-SES residents only lived in low-SES NCs, middle in
middle, and high in high), it would be pointless to analyze the
combination of the SES of an individual respondent with the SES of
their geographical surroundings. There was much heterogeneity in
individual SES and the SES of the individual's NC, providing us with
sufficient sample sizes for all nine possible combinations of the

Table 2
Neighborhood cluster legend and health status/SES rankings for the 31 neighbor-
hood clusters in five counties.

Cluster ID Neighborhood cluster Health rank % fair/poor
health

SES rank

P1 Center City 31 7.7 24
P2 South Phila 10 21.5 12
P3 Southwest Phila 9 21.8 3
P4 West Phila 2 29.9 5
P5 Lower N Phila 8 21.8 7
P6 Upper N Phila 1 55.2 1
P7 KensingtoneRichmond 16 17.7 2
P8 RoxborougheManayunk 13 19.7 18
P9 German Chestnut Hill 14 18.8 10
P10 Olney Oak Lane 5 23.9 4
P11 Lower Northeast 3 29.4 6
P12 Upper Northeast 6 23.5 9
B4 Bucks South 11 21.5 13
B3 Bucks Central-South 26 12.9 25
B2 Bucks Central 28 9.6 27
B1 Bucks North 17 17.5 16
C4 Chester Central-East 20 14.6 28
C3 Chester South 19 15.9 19
C2 Chester North-Northwest 18 16.2 14
C1 Chester Northeast 30 8.1 30
D5 Delaware West 27 10.6 29
D4 Delaware North 21 14.6 26
D3 Delaware Northeast 4 23.9 11
D2 Delaware Central-East 15 18.0 15
D1 Delaware South 7 21.8 8
M6 Montgomery West 23 14.4 20
M5 Montgomery North 12 21.2 17
M4 Montgomery Northeast 22 14.5 23
M3 Montgomery Central-South 25 13.0 21
M2 Montgomery Southeast 29 8.3 31
M1 Montgomery East 24 14.4 22

SES, socio-economic status.
Rankings of each of the seven Census estimate items (median hh income, per capita
income, % families below poverty, % families with children below poverty, % less
than HS graduation, % less than college graduation, and % unemployed) were
averaged to form the overall SES ranks used for Fig. 1.
To be consistent with the figure, ranks that start at 1 represent the lowest score and
31 the highest score, despite the more common practice of ranking the highest SES
area as 1.
Source: Claritas 2018 Pop-Facts Database and PHMC 2018 Household Health
Survey.

d BRFSS reports have also reduced the 67 counties in Pennsylvania to 25 regions
when three years of data are combined, with only nine counties standing alone
with sufficient sample size for county-level health measures based on the rule of
not reporting a percentage with a denominator under 50 or 95% confidence interval
half-width greater than 10.29

e Philadelphia County is geographically the same as the city of Philadelphia City
and is almost as large as the other four counties combined. It contains 12 of the 31
neighborhood clusters. Even with this great disparity in ranks, we discovered
‘neighborhood clusters’ in Philadelphia, which are in good shape (Center City in
particular) and some in the suburban counties that are not in such good shape.

f Income was collected using ranges that very closely matched US Department of
Health and Human Services Poverty Guidelines for given family sizes based on 2017
and 2018 income.30 The survey contains more categories than BRFSS and enables
the creation of different poverty levels such as extreme poverty (50% of poverty
level) and near poverty (200% of poverty level) by adjusting the ranges. For
example, there are six ranges of income between $33,000 and $57,000 to meet
poverty-level endpoints compared to $25,000e$35,000 and $35,000e$50,000
asked in each BRFSS survey for the past decade.10
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two, with the least likely combination being high-SES residents
living in low-SES NCs (n ¼ 147). This enables us to address the
question of the relative importance of an individual's SES and the
SES of their NC in impacting health, with the implication that to the
extent geographical surroundings, as measured by NCs in this
article, are influential, health needs will be more geographically
concentrated. This questionwas addressed by appropriate bivariate
and multivariate procedures.g,h,i

Self-assessed health, a commonly used measure of general
health status, asks adults to rate their health on a five-point Likert
scale, varying from excellent to poor.9 Analyses commonly
dichotomize the variable between good or better health compared
with fair or worse health. This measure has been found to be pre-
dictive of multiple dimensions of health10 and mortality11 and has
passed multiple reliability and validity tests.12e14

Results

Examining SES at an NC level compared with the county level
reveals substantial intra-county variation, as revealed in the
Census-based items measuring SES in Table 1, and their overall

ranks alongside of health status ranks in Table 2 and graphically
illustrated in Fig. 1. The relationship between the 31 NC ranks on
SES and health status was tested with Spearman's rank order cor-
relation coefficient, producing a strongly predictive coefficient of
.88.

The most notable variation between NCs lies within the county/
city of Philadelphia, which is the poorest- and lowest-ranked
county on social factors among Pennsylvania's 67 counties
(County Health Rankings, 2019). Nonetheless, we can see in these
tables and figure that the SES of one Philadelphia NCdCenter City
(P1 in Fig. 1)dranks close to the wealthiest NCs in the surrounding
suburban counties and highest in health status among all 31 NCs.
Only 7.7% of Center City adults declared their overall health as fair
or poor, compared to 55.2% of adults in the NC with the lowest SES
and health status rankdUpper North Philadelphia (P6 in Fig. 1).
Even the highest SES counties in the top 10 of Pennsylvania
(Chester, Montgomery, and Bucks) have at least one NC that is
lower to middle SES. In fact, Montgomery North and Bucks South
are surpassed by two of the 12 Philadelphia NCs on both SES and
health status.j

Wide variations in health status occur between the NCs ranked
highest and lowest in SESwithin each county, as illustrated in Fig. 2.
The solid horizontal lines connect the rank order points of the
highest and lowest SES-ranked NC in each county, and the dotted
lines connect the rank points of their corresponding health status
level. The most extreme difference in NC SES lies in Philadelphia, as
just mentioned, but large gaps are evident between the highest and
lowest SES-ranked NC within each county and their concomitant
health status ranking. Only Montgomery County contains a partial
outlier for its highest SES NC, whose health status ranked twelfth of
31 clusters.

Fig. 1. Scattergram of low to high rankings of SES based on Census data and of health status based on survey data for 31 neighborhood clusters in five counties*. *B¼Bucks County,
C¼Chester County, D¼Delaware County, M¼Montgomery County, P¼Philadelphia County (Spearman’s Rank Correlation ¼ .88). SES, socio-economic status.

g For our multivariate analysis, we excluded cases without income and/or edu-
cation data rather than allow for imperfect missing values imputation of these
variables. Those excluded were primarily respondents who did not provide their
income, who averaged slightly lower on high school and college graduation rates.
As a result, our multivariate analysis is based on 5110 interviews with non-missing
data on each SES item, weight-adjusted to regional demographics (age, sex, race,
poverty level) and to adult household size (https://research.phmc.org/products/
community-health-database).

h Among this subsample with complete income and education data, the five SES
items have a Cronbach alpha coefficient of 0.72, with no independent correlation
greater than 0.64 or less than 0.15, which is good, as no items are duplicates but
capture the same concept.

i By using a stepwise approach of introducing ‘blocks of predictor variables’ one
at a time into our regression model, we avoid problems of multicollinearity in being
able to determine the effects of county before seeing if they had any independent
effects after controlling for neighborhood cluster effects, where high collinearity
reduces the effects and similarly when introducing the respondents' own SES levels
into the final model.

j The most outstanding outlier, KensingtoneRichmond (P7), was largely due to
weighting adjustments due to a preponderance of older adults being interviewed
who tend to be less healthy. This resulted in an unweighted percent of 30.1% in fair/
poor health that was weight adjusted to only 17.8% due to a small selection of
younger respondents who may not be representative of their cohort.

G.D. Klein, E. Bryer and M. Harkins-Schwarz Public Health 217 (2023) 155e163

158

https://research.phmc.org/products/community-health-database
https://research.phmc.org/products/community-health-database


SES also varies ‘within’ each NC. By using the PHMC HHS to look
at the health status of individuals who differ from their NC level, we
can better assess the extent towhich higher or lower household SES
measures are important predictors of health, independent of
geographic location. We can see at the top of Fig. 3 that NCs are not
entirely homogenous in internal SES levels, where slightly less than
half of respondents residing in lower SES NCs have low SES, with
most of the remainder having middle SES. About one-half of re-
spondents in middle-SES NCs have middle SES, with the remainder
closely divided between high and low SES. One-third who reside in
higher SES NCs have high SES, with most of the remainder having
middle SES. At the bottom of Fig. 3, the graph displays the variations
in health status level for the nine combinations of individual and
NC SES. The most marked difference is approximately 40% of low-
SES adult residents of low-SES NCs have fair or poor self-reported
health compared with only 6.6% of high-SES residents of low-SES
NCs (P < 0.001, RR ¼ 6.08). The best health status outcome for
low-SES adults is residence in high-SES NCs (23.2% with fair or poor
health).k Nonetheless, there still remains a large gap between their
health status and the health status of middle-SES (P < 0.001,
RR ¼ 1.98) and high-SES (P < 0.001, RR ¼ 2.49) adult residents of
high-SES NCs.

The findings from the multivariate binary logistic regression
model add further precision to the direction of the results above.
Table 3 consists of a multivariate analysis of county, NC, and
individual-level predictors of health status, broken down into three
corresponding blocks of predictor variables. Block 1 contains
county only, with the highest ranked Pennsylvania county in recent

ranking reports, Chester, serving as the reference category. Block 2
consists of county plus the inclusion of SES level of the respondent's
NC (with high SES serving as the reference category), and Block 3
consists of county, SES level of the respondent's NC, and SES level of
the individual respondent (with high-SES individuals serving as the
reference category). The fourth column of adjusted odds ratios is a
separate insertion of a block of the nine combinations of respon-
dent and NC SES levels after inserting the county block.

In Block 1, Philadelphia is shown to report significantly lower
health than suburban counties, with Delaware County reporting
only mildly better health. Since no variables are being controlled
for, the odds ratios for Block 1 are unadjusted. Block 2 shows that
once the SES level of a respondent's NC is included in the model,
most of the county effect is removed based on their no longer
significant adjusted odds ratios coupled with highly significant
odds ratios (AOR) for middle- vs. high-SES NC residence and most
strongly for low- vs. high-SES NC residence, where living in low SES
residence NCs doubles the odds of being in fair or poor health
irrespective of county residence.

Block 3 contains the full set of variables, where county becomes
irrelevant in having no additional predictive power, NC SES level is
somewhat, but less significant, and individual SES, regardless of
county or NC resided in, is highly significant and most strongly
predictive (up to six times greater odds of fair or poor health when
comparing low to high-SES individuals, regardless of geographical
location). Each of the five SES scale items is also highly significant
when substituting each one in place of the combined scale, with
being below or above 200% poverty having the highest predictive
value of the likelihood of fair or poor health (AOR ¼ 2.1).

The interaction between the trichotomized NC SES level and
respondent SES level measures can best be grasped by examining
the combination of categories from Blocks 2 and 3, without
controlling for them. Of the nine combinations of low/middle/
high NC SES and individual SES, the higher the SES level of the
individual respondent, regardless of county of residence or NC

Fig. 2. Correspondence of SES and health status in the highest and lowest SES ‘Neighborhood Cluster’ within each county. SES, socio-economic status.

k This improvement in health for the low SES in higher SES environments can
only be partially attributed to having an initial higher SES score when grouped with
other respondents with 0e2 checks of the five-item SES index, in their having a
mean of 1.49 items checked compared with 1.31 for the low-SES residents of low
SES neighborhood clusters and 1.44 for the low SES residents of middle SES
neighborhood clusters.
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SES, the stronger the predictive effects of not having fair or poor
health. There is one modification of the intensity of prediction,
where the odds of low-SES residents living in high SES clusters
are 3.5 times greater than the odds of high-SES residents of high
SES clusters in assessing their health as fair to poor health, which
is less than the odds of their living in low or middle SES clusters,
where residents are over six times greater than high-SES resi-
dents of high SES clusters in assessing their health as fair to poor.
This is the only interaction effect revealed, reinforcing the
importance of individual SES vs. the SES of one's NC when the
two differ.

To further enhance the relationship between SES and health
outcomes, we can incorporate intervening variables such as gender,
race, ethnicity, and age as SES may not have the same predictive
impact for particular groups. We have started this process, and the
initial results lead to promising insights. Racial discrimination has

had hurtful impacts on health,15e17 and African American and
Latinx minorities are more likely to be stuck in lower SES levels.
Nonetheless, some minority members have attained higher SES
status, and we had sufficient sample sizes of African Americans at
each of the three SES levels to compare to Whites.l Our early
exploratory analyses suggest that low SES is hurtful to health status
about equally for both race groups and high SES is equally helpful.
The middle-level SES group, however, showed significantly lower

Fig. 3. Percentage of low, middle, and high SES interview respondents (R) who live in low, middle, and high SES neighborhood clusters (NC) followed by the percentage of each
group with fair/poor health. SES, socio-economic status.

l There was an insufficient Latinx sample at the higher SES level, but their health
status was also lower than White non-Hispanics in the middle SES level and lower
than both White non-Hispanics and African Americans at the low SES level, with
44.8% in fair/poor health compared with 36.0% of African Americans and 34.9% of
White non-Hispanics. Overall, SES is far more predictive of health status as neither
race group with high SES surpassed 10% in fair/poor health.
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health status for African Americans than for Whites (data not
provided).

Conclusion

This article's findings follow the lead of studies that combine
regional and individual SES measures.18e20 To date, based on this
literature, it is still unclear whether low SES individuals living in
higher SES neighborhoods are healthier or not, as these studies
have mixed results. We found a very modest improvement of living
in higher SES NCs.

One way to increase funding for small area health survey
research, without taking funds away from actual programs that
lead to greater health equity, is to have the national BRFSS phone
survey conducted every other year instead of annually. Broad area
health estimates, such as at the state and county level, change little
year by year, so there may be less urgency for annual health survey
data. County ranking reports and the like will still have access to
administrative data for each year and can use imputation methods
based on the BRFSS data available and perhaps piggyback off of the
findings of small area research studies to sharpen the imputation
equations. The added problem of relying on telephone interviewing
exclusively at a time when response rates are dropping and more
interview calls are automatically blocked begs for more innovative
survey methodology.21,22 Small area studies that focus on local
areas, whether they be NCs, neighborhoods, Census tracts, or
Census block groups, are easier to advertise. This is because flyers
and announcements in community centers and the like can be
more concentrated, and the study can train local residents as in-
terviewers and ambassadors for the survey because they know the
area and can make face-to-face contacts with the knowledge that

many, if not most or even all, households are potential health sur-
vey participants. To obtain a more closely representative sample
than telephone interviews which can necessitate weighting ad-
justments for under-represented groups such as low-incomemales,
non-random procedures such as snowball sampling that require
finding local residents such as prior survey participants to recruit
members of under-represented groups can be accomplished within
small areas.22 A combination of non-telephone-based sampling
methods has been fruitfully applied in a just completed study
commissioned by the Pottstown Area Health and Wellness
Foundation.m

Focus on smaller areas that enable intra-county analyses would
not only be informative of the unique aspects of the studied areas;
they could improve the statistically intensive methodology called
‘Small Area Analysis,’ which attempts to impute health outcomes
that are not heavily surveyed by relying on known demographic
and environmental predictors.23e25 Without actual data on small
areas themselves, there is little verification or refinement of these
models to enhance predictive accuracy. By gathering more data on
distinctive neighborhoods and revealing more complex associa-
tions between neighborhood composition, demographics, and

Table 3
Binary logistic regression analysis of the predictive impact of SES on fair to poor health status incorporating three block levels of geographical specificity and the impact of
individual SES when it does not conform to neighborhood cluster SES (n ¼ 5110).

Breakdown of Residential County, and of
SES Levels of Neighborhood Clusters and
of Individual Respondent

Block One Block Two Block Three Combination of Blocks
Two and Three

County County þ Neigh
Cluster (NC) SES

CountyþNC
þIndividual SES

CountyþInteraction of
NC and Individual SES

Block Items Un-adj OR P-value
(Wald)

Adjusted
OR

P-value
(Wald)

Adjusted
OR

P-value
(Wald)

Adjusted
OR

P-value
(Wald)

County
Philadelphia 1.78 *** 1.21 ns .95 ns 1.05 ns
Bucks 1.05 1.03 ns .92 ns 1.08 ns
Delaware 1.40 * 1.21 ns 1.17 ns .85 ns
Montgomery .88 .91 ns .88 ns 1.13 ns
Chester e e e e e e e e

Neighborhood cluster SES
High SES e e e e

Middle SES 1.50 *** 1.29 *
Low SES 2.11 *** 1.34 *
Individual SES
High SES e e

Middle SES 1.94 ***
Low SES 6.17 ***
Neighborhood SES * individual SES
Low/low 6.62 ***
Low/middle 1.99 ***
Low/high .67 ns
Middle/low 6.36 ***
Middle/middle 2.01 ***
Middle/high .86 ns
High/low 3.55 ***
High/middle 1.37 ns
High/high e e

OR, odds ratio; SES, socio-economic status.ns: P > .05 (not significant); *: P � .05 (significant); **: P � .01 (highly significant); ***: P � .001 (very highly significant).
Double dashes (e) represent the comparison group, where the unadjusted and adjusted odds ratios are likelihoods of fair to poor health compared to the comparison group.

m This study's methodology and findings will be available in spring 2023; one can
contact the lead author of this article for access to it. In brief, this study is unique in
that every household in a lower-income neighborhood consisting of approximately
3500 households was contacted via a letter containing a $2 bill in the window and
other incentives to complete the interview online, by phone, or in the library, along
with a second wave of follow-up postcards and snowball sampling of under-
represented males and African Americans. Response rates exceeded other recent
large health surveys, and weighting adjustments resulted in a Design Effect well
under that of most surveys, including the PHMC HHS survey used for this article.
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health, this methodology will improve its ability to generalize to
other similar small areas.

SES should be measured with sufficient indicators and looked at
by breaking down its components, as it has repeatedly shown
strong predictive qualities. In our research, both education and
income were highly significantly predictive, with the strongest
predictive indicator being above or below 200% of the poverty level.
Further research can compare the impacts of education and income
on different health outcomes, as they may have distinctive effects
on health. For example, one study found mental health to be more
strongly impacted by income in a richer country and by education
in a poorer country.26

SES factors may have a more or less pronounced impact on
certain health conditions based on race, gender, and age, such as
has been shown on health outcomes such as cardiovascular health,
but with its impact varying by gender and race (lower SES males
and lower SES Whites more likely to have cardiovascular prob-
lems).27 Further predictive analysis on health data warrants the
inclusion of intervening variables to enable more precise predictive
identification of those who are most in need of assistance at an
early stage of experiencing health problems.

One finding that the gap in health status between low and high
SES residents of lower, middle, and upper SES NCs suggests a need
for further investigation to facilitate greater health equity. Although
when we went below the county-level predictions of health status
greatly improved, there was still much socio-economic and health
variation within these areas. One methodological option is to make
areas studied even smaller in size. For example, regional prediction
of health seems of less value during periods of gentrification, such
as is currently underway in many Philadelphia neighborhoods28

than it was when neighborhoods were more homogenous in
housing stock and assets held. One may be aware, without needing
more research to verify this, that the SES resources one has su-
persede where one lives in impacting health, but nonetheless, our
findings on the great distance between low, middle, and high SES
respondents were surprising. An adjusted odds ratio above 6 when
comparing low-SES respondents to high SES respondents in having
fair or poor health is quite high. Such results could not be attained
with county-level data because of the mix of socio-economic levels
in each county we studied.

Our hope is that this article inspires additional analyses to better
understand and target local areas with the greatest health needs
and that public and private organizations see the value of local-
based health surveys in accomplishing this goal and provide
funding to support them. We also hope that our results lend sup-
port and inspiration to novel efforts to implement and investigate
socio-economic interventions among people with low SES.
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a b s t r a c t

Background: Area-based deprivation indices are used in many countries to target interventions and
policies to populations with the greatest needs. Analyses of the Carstairs deprivation index applied to
postcode sectors in 2001 identified that less than half of all deprived individuals lived in the most
deprived areas.
Objective: This article examines the specificity and sensitivity of deprivation indices across Great Britain
in identifying individuals claiming income- and employment-related social security benefits.
Study design: This was a descriptive analysis of cross-sectional administrative data.
Methods: The data sets for the 2020 Scottish Index of Multiple Deprivation, Scottish Income and
Employment Index, the 2019 English Index of Multiple Deprivation and the 2019 Welsh Index of Multiple
Deprivation were obtained. For each data set, small areas were ranked by increasing overall deprivation,
and the cumulative proportions of individuals who were income and employment deprived were
calculated. Receiver operating characteristic curves were plotted to show the sensitivity and specificity of
each index, and the percentages of income- and employment-deprived individuals captured at different
overall deprivation thresholds were calculated.
Results: Across all indices, the sensitivity and specificity for detecting income- and employment-
deprived individuals were low, with less than half living in the most deprived 20% of areas. Between
55% and 62% of income-deprived people and between 56% and 63% of employment-deprived people
were missed across the indices at the 20% deprivation threshold. The sensitivity and specificity were
slightly higher for income deprivation than employment deprivation across indices and slightly higher
for the Scottish Index of Multiple Deprivation and Scottish Income and Employment Index than for the
English Index of Multiple Deprivation and Welsh Index of Multiple Deprivation.
Conclusion: Area-based deprivation measures in Great Britain have limited sensitivity and specificity for
identifying individuals who are income or employment deprived. Place-based policies and interventions
are unlikely to be effective at reducing inequalities as a result. Creation of individually linked data sets
and interventions that recognise the social and economic relationships between social groups are likely
to be more effective.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Background

Health inequalities, defined as the “systematic, avoidable and
unfair differences in health outcomes that can be observed be-
tween populations, between social groups within the same

population or as a gradient across a population ranked by social
position”,1 remain one of the greatest public health challenges
today.2 Despite there being substantial evidence describing the
effective actions to reduce health inequalities,3e7 they have
remained stubbornly wide across most countries where they have
been monitored.8

In contrast to many European countries, where individually
linked socio-economic position and mortality data are routinely
available, monitoring of health inequalities in the United Kingdom
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has relied on area-based deprivation indices to rank the pop-
ulation.9e12 The use of a comprehensive range of indicators and
statistical analyses to monitor health inequalities has been com-
mended,13,14 but there are three key limitations to the use of area-
based indices for this purpose. First, it misallocates individuals to
the average deprivation level of local areas, which reduces the scale
of inequalities towards the null. Second, it can be misused to accord
individuals the risk and deprivation of the area (and population
average) in which they live (i.e. the ecological fallacy). This is
exacerbated when the area unit size is larger (e.g. local authorities
compared with data zones or Lower Super Output Areas). Third,
some deprivation indices include health outcomes in their
weightings, and this leads to a circular logic in the use of the indices
for ranking health outcomes (which has led to the creation and use
of subindices such as the Index of Employment and Income [IEI]
deprivation in Scotland, which do not include health outcomes).

Despite these limitations, the use of area deprivation indices has
the key advantage of identifying spatial concentrations of need,
which can assist in the planning of services and interventions. This
has allowed targeting of health, social and economic interventions
and funding to the areas of greatest risk and needs.15 However,
identifying the most deprived areas may not identify the most
deprived ‘highest risk’ individuals. Furthermore, area-based stra-
tegies ignore the social and economic relationships that underlie
inequalities between social groups (e.g. they do not address the
income flows between landlords and renters, which maintain or
exacerbate economic inequalities).16,17

The analysis of the Carstairs deprivation index in 2001 in Scot-
land demonstrated that targeting the most deprived 20% of post-
code sector areas would miss more than half of the most deprived
individuals because most did not live in the most deprived areas.18

This article updates that analysis using the smaller area data and
the most commonly used deprivation indices in Scotland, England
and Wales (the Scottish Index of Multiple Deprivation [SIMD], the
IEI, the English Index of Multiple Deprivation [IMD], and the Welsh
Index of Multiple Deprivation [WIMD]) by considering how sensi-
tive these indices are at identifying income- and employment-
deprived individuals at different thresholds.

Methods

Data sources

The 2020 SIMD and IEI data sets were obtained from the Scottish
Government Web site and by personal correspondence.19 The 2019
English IMD and WIMD data sets were obtained from the UK
Government and Welsh Government, respectively.20,21 Although
the IEI data set is less commonly used, nor routinely available, it
was included because of its value for health inequality analyses
because it does not include health measures in the index and
thereby avoids the circular logic of using SIMD as a health ranking
measure. The data sets included the deprivation ranking, the crude
number of individuals claiming unemployment-related social se-
curity benefits and the crude number of individuals claiming
income-related benefits in each small area. The data relating to
individuals are allocated to each small area using their addresses
and associated postcodes. These are unique identifiers that avoid
misallocation on the basis of imprecise georeferencing, although
misallocation could occur as a result of incorrect or out-of-date
addresses within administrative records.

Analytical approach

Each data set was first ranked by the overall relevant depriva-
tion index. The cumulative proportion of income- and

employment-deprived individuals was then calculated and
graphed as a receiver operating characteristic curve to compare
sensitivity and specificity across all possible deprivation thresholds.
The percentage of income- and employment-deprived individuals
resident within themost deprived 5%,10%,15%, 20%, 25% and 30% of
small areas for each of the deprivation indices were calculated.

Results

The receiver operating characteristic curve for the cumulative
percentage of income- and employment-deprived individuals
across areas ranked by overall SIMD deprivation in Scotland is
shown in Fig. 1. As expected, more deprived areas contain a higher
proportion of people who are individually deprived than less
deprived areas, but the curve is not steep, indicating a low sensi-
tivity and specificity. Almost identical results were found when the
IEI was used to rank Scottish areas instead of SIMD. The IMD for
England and the WIMD for Wales are slightly less sensitive than
both of the Scottish indices (Table 1).

Taking the 20%most deprived areas as the threshold, only 45% of
income-deprived individuals were identified using both of the
Scottish indices, with 43% identified using the English IMD and 38%
using WIMD. The percentage of employment-deprived individuals
identified at the 20%most deprived threshold was slightly lower for
all indices, with 44% of people identified with both the SIMD and
IEI, 42% with the English IMD and 37% with the WIMD.

Discussion

The sensitivity and specificity of area-based deprivation indices
in Great Britain in terms of identifying individuals who are income
or employment deprived are low. If the standard threshold of the
most deprived 20% of areas is used to identify people at risk or with
higher needs, some 55e62% of income-deprived people and
56e63% of employment-deprived people will be missed.

The strengths of the approach taken in this article include the
simplicity of the analysis, the triangulation of findings across four
deprivation indices and three national populations, and the use of
commonly used administrative data that are themost common basis
for identifying populations at greatest need across Great Britain. The
extent to which this applies beyond Great Britain, to other area-
based indices and to other outcomes has not been covered here.

The findings in this article show that the SIMD, IEI, English IMD
andWIMD are more sensitive than the Carstairs index as applied to
postcode sectors in Scotland in 2001, when only 34% of all income-
deprived households and 41% of all employment-deprived in-
dividuals were found to live in the most deprived 20% of areas. This
is likely to reflect the larger area unit size of postcode sectors
compared with the data zones and Lower Super Output Areas used
for deprivation indices now.

There are numerous implications of this study across policy,
practice and academia. First, as much as area-based indices of
deprivation are useful tools for identifying spatial areas with
greater needs, they are limited in their sensitivity (i.e. they miss
many people experiencing deprivation) and specificity (i.e. they
include many people within deprived areas who are not experi-
encing deprivation). Using area deprivation to identify people at
higher risk to plan and target interventions is likely to only have
very muted impacts as a result. This compounds the problem of
missing the crucial importance of economic and social relation-
ships between social groups (e.g. between renters and landlords,
company owners and workers, savers and borrowers), which un-
derpin trends in social, economic and health inequalities.16,17,22

Place-based strategies, which have become increasingly popular
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amongst policymakers in recent years, are likely to have very
limited impacts on inequalities as a result.15

However, in the absence of individual-level data on socio-
economic position being routinely linked, in particular to health
data, area deprivation indices provide an important and useful
means of monitoring health inequality trends and identifying
areas with greater needs for service planning. However, facilitating
and funding a sustained linkage of individual socio-economic
position (e.g. from the census, Her Majesty's Revenue and Cus-
toms and the Department for Work and Pensions) and health,
mortality and other outcome data would vastly improve the un-
derstanding of inequality trends, make higher quality evaluations

possible and allow for much better targeting of policies and
interventions.

Conclusion

Area-based multiple deprivation measures, including SIMD and
IEI, English IMD and WIMD, are not sensitive or specific at identi-
fying income- or employment-deprived individuals. The use of
area-based deprivation indices and place-based approaches risks
misunderstanding the extent of need across spatial areas andmight
misdirect attention away from the economic and social relation-
ships between social groups that underlie inequality trends.

Fig. 1. The cumulative percentage of individuals who are income and employment deprived across data zones ranked by SIMD.

Table 1
Percentage of income- and employment-deprived individuals found within the most deprived areas using the Scottish IMD and IEI ranks, 2020, Scotland, English IMD ranks,
2019, England and Welsh IMD rank, 2019, Wales.

Individual deprivation outcome Nation Deprivation index Deprivation threshold (i.e. the percentage of areas included in the most deprived
group)

5% 10% 15% 20% 25% 30%

Income deprived Scotland SIMD 14.2% 25.8% 36.0% 44.8% 52.4% 59.2%
Scotland IEI 14.2% 25.8% 35.6% 44.8% 52.5% 59.3%
England IMD 13.9% 25.3% 34.9% 43.4% 50.9% 57.6%
Wales WIMD 12.0% 21.5% 29.9% 37.9% 44.9% 51.2%

Employment deprived Scotland SIMD 14.1% 25.2% 35.1% 43.5% 55.1% 57.5%
Scotland IEI 14.2% 25.3% 35.1% 43.5% 50.8% 57.6%
England IMD 13.5% 24.3% 33.5% 41.6% 48.9% 55.4%
Wales WIMD 11.3% 20.5% 28.9% 36.8% 43.8% 50.3%

IEI, Scottish Income and Employment Index; IMD, the 2019 English Index of Multiple Deprivation; SIMD, Scottish Index of Multiple Deprivation; WIMD, the 2019Welsh Index
of Multiple Deprivation.
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a b s t r a c t

Background: Area-based indices of deprivation are used to identify populations at need, to inform service
planning and policy, to rank populations for monitoring trends in inequalities, and to evaluate the im-
pacts of interventions. There is scepticism of the utility of area deprivation indices in rural areas because
of the spatial heterogeneity of their populations.
Objective: To compare the sensitivity of the Scottish Index of Multiple Deprivation (SIMD) for detecting
income and employment deprived individuals by urban-rural classification and across local authorities.
Study design: Descriptive analysis of cross-sectional data.
Methods: Data from the 2020 Scottish Index of Multiple Deprivation (SIMD) were used to calculate the
number and percentage of income and employment deprived people missed within each of the six-fold
urban-rural classification strata and each local authority using areas ranked by the national SIMD, within
local authority rankings, and within urban-rural strata rankings, for deprivation thresholds between the
5% most deprived areas and the 30% most deprived areas. The Slope Index of Inequality (SII) and Relative
Index of Inequality (RII) were calculated within local authorities and urban-rural classification strata to
estimate the concentration of deprivation within ranked data zones.
Results: The number and percentage of income and employment deprived people is higher in urban than
rural areas. However, using the national, local authority, and within urban-rural classification strata
rankings of SIMD, and under all deprivation thresholds (from the 5%e30% most deprived areas), the
percentage of income and employment deprived people missed by targeting the most deprived areas
within urban-rural strata is higher in more remote and rural areas, and in island local authorities. The
absolute number of income and employment deprived individuals is greater in urban areas across
rankings and thresholds.
Conclusion: The SIMD misses a higher percentage of income and employment deprived people in
remote, rural and island areas across deprivation thresholds and irrespective of whether national, local or
within urban-rural classification strata are used. However, the absolute number of people missed is
higher in urban areas.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is
an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.

0/).

Background

Socio-economic deprivation is an important determinant of pop-
ulation health.1Many countries have developed area-based indices of
multiple deprivation to serve several purposes.2 First, the indices can

be used to identify populations with different needs for services or
policy interventions based on their experience of deprivation.3 Sec-
ond, the indices can be used to rank the population to monitor the
extentof inequalities.4,5 Third, the indices canbeusedasa data source
for evaluation and monitoring of policy interventions.6

Deprivation indices are constructed at small area level to make
use of routinely available administrative data for standard geog-
raphies.2 This facilitates regular updating of data and avoids the
challenges of individual data linkage or the need to suppress small
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numbers to avoid inadvertent disclosure. A perceived limitation of
area-based deprivation indices is the extent to which their sensi-
tivity at identifying people in deprived circumstances varies ac-
cording to how urban or rural the context is.7 This has led to some
scepticism amongst service managers and planners about the
utility of such deprivation indices in rural and island areas. This is
not unique to rural areas given that most deprived individuals do
not live in the most deprived areas,8 and the use of area-based
deprivation scores to infer the characteristics of individuals or
households falls foul of the ecological fallacy.9

The Scottish Government's official tool for identifying the con-
centration of deprivation across Scotland is the Scottish Index of
Multiple Deprivation (SIMD). The SIMD is derived from a weighted
score of data across seven domains (Income, Employment, Educa-
tion, Health, Access to Services, Crime and Housing).10 The ‘access
to services’ domain captures some aspects of rural deprivation, but
the ‘income’ and ‘employment’ domains which make up the In-
come Employment Index (IEI), a sub-index of SIMD used tomonitor
health inequalities, does not. The experience of deprivation differs
between urban and rural areas. In addition to service access issues,
people living in rural areas may face higher costs (e.g. for fuel,
transport and food), a lack of employment opportunities, and a
reliance on part-time and seasonal work.11

It has been suggested that SIMD, “tend[s] to privilege urban
concentrations of deprivation to the detriment of deprived people
in more rural areas”,12 on the basis that individuals experiencing
deprivationmay bemore dispersed in rural areas, leading to greater
heterogeneity in their populations.6

Given the perception that the commonly used area-based
deprivation index (SIMD) in Scotland is not as sensitive for iden-
tifying deprived individuals in rural areas, this paper aims to
compare the sensitivity of the SIMD in detecting income and
employment deprived individuals between urban-rural categories
and across local authorities.

Methods

The 2020 version of the SIMD data set was obtained from the
Scottish Government for this analysis. The smallest unit of analysis
for SIMD are data zones. There are 6796 data zones in Scotland (in
the revision used for calculation of the 2020 SIMD) defined to
follow natural and social boundaries where possible. The mean
population size of a data zone is 778 people, the median 755, but
with a range of 0e3847 reflecting that there are three data zones
that have become completely depopulated since the definition of
the data zone (due to the demolition of housing in those areas) and
there are several areas whose population has grown substantially
due to new house building since the last revision of boundaries.

The data set obtained had data for each data zone on: the SIMD
ranking; number of individuals within each data zone classified as
income deprived; the number of individuals within each data zone
classified as employment deprived; the local authority; and the
stratum of the six-fold urban-rural classification.13,14

For Scotland overall, within each of the six-fold urban-rural
categories, and within each local authority, data zones were ranked
by the SIMD, and the cumulative numbers and percentages of in-
come and employment deprived individuals calculated. The
sensitivity and specificity of the SIMD was then assessed by
calculating the percentage of income and employment deprived
individuals for Scotland overall, within each urban-rural category,
and within each local authority, captured below different depri-
vation thresholds (the 5%, 10%, 15%, 20%, 25% and 30% most
deprived areas) and within deprivation fifths. These deprivation
fifths were defined within categories (i.e. ranked fifths within
Scotland, within each urban-rural category, and within each local

authority). In other words, the crude number, and % of the total
number of income deprived individuals in Scotland, included
within the most deprived 5% of areas, the most deprived 10% of
areas, etc. were calculated. This was then repeated within each
urban-rural strata, and within each deprivation fifth. As well as the
total number and % captured within each of these, the reverse (the
total number and % missed), were also calculated. The results were
then tabulated and graphed to identify patterns.

The distribution of income deprived individuals across locally
ranked data zones (within local authorities and urban-rural clas-
sification strata) was additionally explored through calculation of
the Slope Index of Inequality (SII) and Relative Index of Inequality
(RII) using weighted linear regressions as described by Pamuk.15

Results

Scotland-level deprivation strata

Although the majority of Scotland's population live in urban
areas (71%), a significant minority live in remote (10%) and/or rural
(17%) areas (Figure S1). Across the urban-rural classification system,
the prevalence of income and employment deprivation is generally
higher in urban than in remote or rural areas (Figure S2). Further-
more, the most deprived SIMD areas are heavily skewed towards
urban areas,with 55.0% of themost deprived tenth of the population
residing in ‘Large Urban Areas’, 38.8% in ‘Other Urban Areas’, 2.5% in
‘Accessible Small Towns’, 1.9% in ‘Remote Small Towns’, 1% in
‘Accessible Rural’ areas, and only 0.8% in ‘Remote Rural’ areas.

When Scottish areas are ranked by SIMD deprivation and
divided by quintiles into fifths, 40% of income deprived individuals
reside in the most deprived fifth, 27% in the second most deprived
fifth, 18% in the middle fifth, 11% in the second least deprived fifth,
and 5% in the least deprived fifth.

When the sensitivity of SIMD in detecting income deprivation is
compared across the strata of the urban-rural classification system,
clear differences can be seen (Fig.1). Using the lowest ranked 20% of
SIMD data zones across Scotland to identify people on low incomes,
55% of income deprived people are missed (and 45% of income
deprived individuals are identified). However, fully 90% of low-
income individuals living within remote rural areas are missed
using this approach, with a stepwise gradient down to 43% of low-
income individuals being missed in large urban areas. This gradient
is seen across the urban-rural spectrum most clearly when a larger
percentage of the most deprived SIMD data zones are included (e.g.
when the 30% most deprived areas is used as the threshold).

Although the percentage of income deprived individuals missed
by targeting deprived areas within remote and rural area strata is
much higher than in urban areas irrespective of the deprivation
threshold used, the absolute number of individuals missed is much
higher in the urban areas because of the greater number of people
in these areas and the overall higher prevalence (Fig. 2). The
patterning and percentages are almost identical when employment
deprivation is the outcome of interest instead of income depriva-
tion (Figures S3 and S4).

Intra-local authority deprivation strata

The percentage of the population in each local authority area
who are income deprived ranges from 5% in Shetland to 19% in
Glasgow City (Figure S5). Using intra-local authority deprivation
rankings to attempt to better identify income deprived individuals,
the varying sensitivity of the SIMD measure can be seen. This
ranking performs worst in the Orkney Islands, Shetland Islands,
and Na-h-Eileanan Siar, with the most deprived fifth of locally
ranked areas identifying only 24%, 29% and 25% of income
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deprived individuals within each local authority, respectively. In
contrast, several relatively affluent local authorities (e.g. East
Dunbartonshire and East Renfrewshire) have more sensitive local
rankings, with 54% and 53% of income deprived individuals in East
Dunbartonshire and East Renfrewshire, respectively, living in the
locally defined most deprived fifth of locally ranked areas (Fig. 3).
The sensitivity of the local rankings for these affluent local au-
thorities are similar to that of the whole-Scotland SIMD ranking
(in which 55% of income deprived people lived outside the most
deprived fifth of Scottish areas, Fig. 1), but for all other areas the
local rankings is less sensitive. Using the SII and RII to investigate
the clustering of income deprivation in locally ranked data zones
across the whole data zone distribution (i.e. not just using the 20%
most deprived areas) shows that Na-h-Eileanan Siar has the flat-
test distributions using both absolute and relative measures

(Figures S6 and S7), meaning that income deprivation is distrib-
uted widely across SIMD ranked data zones within that local au-
thority. Using the RII, there are a small number of local authorities
which have substantially steeper gradients, representing greater
spatial clustering of income deprivation and a lower overall
prevalence (as the SII is then divided by a smaller number [the
prevalence] to produce the RII), including East Dunbartonshire,
East Renfrewshire, Aberdeenshire, City of Edinburgh, Aberdeen
City and Stirling (Figure S7).

Intra-urban-rural classification strata

Ranking data zones within urban-rural classification strata is
another potential means of better identifying people who are in-
come deprived. Using this approach to ranking, the percentage of

Fig. 1. Percentage of all low-income individuals missed within each of the six-fold urban-rural strata using a range of SIMD deprivation thresholds (from the 5% most deprived to
the 30% most deprived).
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income deprived people who live in the most deprived 20% of areas
withineachurban-rural classification strata ranges from45% in large
urban areas to 35% in remote small towns and in remote rural areas
(Fig. 4). When the distribution of income deprivation is measured
using the SII, the concentration is greatest in large urban areas
(Figure S8), but is greater in accessible rural areas using the RII
(Figure S9).

Discussion

The prevalence of income and employment deprivation is
higher in urban areas than in rural areas, although the prevalence in

remote small towns is only slightly lower than in urban areas. The
Scottish level SIMD ranking is more sensitive at detecting income
and employment deprived people in urban areas than in rural
areas, with 57% of income deprived people in large urban areas also
living in the most deprived fifth of Scottish SIMD areas, compared
to only 10% of the income deprived people living in remote rural
areas. However, the absolute number of income and employment
deprived people living in remote and rural areas is much smaller,
and so the number of people missed by the SIMD is higher in urban
areas than rural areas at all deprivation thresholds.

When data zones are ranked by the SIMD within local author-
ities, the sensitivity for detecting income-deprived people is lowest

Fig. 2. Number of all income deprived individuals missed within each of the six-fold urban-rural categories, using deprivation thresholds from 5% to 30% of most deprived SIMD-
ranked data zones.
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in the island local authorities, and highest in the more affluent
urban local authorities such as East Dunbartonshire and East Ren-
frewshire. Finally, when data zones are ranked by the SIMD within
urban-rural classification strata, the percentage of income deprived
people who live in the most deprived 20% of areas within each
urban-rural classification strata ranges from 45% in large urban
areas to 35% in remote small towns and in remote rural areas.
Although the sensitivity of all three rankings of SIMD (using Scot-
tish rankings, within local authority rankings, and within urban-
rural classification rankings) is lower in remote and rural areas
and island local authorities, the number of income and employ-
ment deprived people missed remains greater in urban areas
because of the higher prevalence and larger populations.

The key limitation in the approach taken in this paper is that the
focus is on income and employment deprivation as an outcome. By
definition, this misses the potentially compounding effects of
rurality (e.g. higher costs, seasonal employment, etc.) on the
experience of deprivation, and as a result may underestimate the
limitations of SIMD in identifying deprivation in remote and rural
areas. Income and employment deprivation within the SIMD are
based on individuals being in receipt of income support or other
benefits. There are studies that have suggested that a culture of self-
reliance, or indeed stigma, may discourage individuals in rural
areas from accessing income support to which they are entitled
which could differentially underestimate the number of people
actually income or employment deprived within rural areas
compared to urban areas.16

Despite these limitations, this paper addresses a key question
for policymakers in relation to the utility of SIMD in remote and
rural areas in Scotland. Across all areas the sensitivity and speci-
ficity of SIMD in identifying income and employment deprived
individuals is relatively low, and in percentage terms performs
worse in remote and rural areas, and in island local authorities.

However, the total number of people missed by SIMD at each
threshold is much higher in urban areas. The implication is that the
use of SIMD rankings, evenwithin local strata or urban-rural strata,
is a weak means of identifying people at high risk of income and
employment deprivation (and likely other health and social prob-
lems), and this is worse in remote and rural areas. However, for
resource allocation and identifying the degree of need across
populations, more income and employment deprived people are
missed in urban areas. Of course, rurality can be considered as an
aspect of deprivatione especially in terms of the potentially greater
difficulties in service access and through the range of higher costs
faced by rural populations. Our results which consider the identi-
fication of income deprived individuals without accounting for
these issues have to therefore be considered in that context.

Although much has been written about the limited ability of
area-based deprivation measures to identify deprived individuals
and households,8,9,17 there is less known about whether the oper-
ation of this ecological fallacy varies across the urban-rural spec-
trum. Of those studies that have considered this question, and in
contrast to this study, they find limited evidence to support a clear
pattern in the sensitivity and specificity of deprivation measures
across the urban-rural spectrum.18 There is a much more extensive
literature on the relationship between rurality and health. For
example, the likelihood of reporting a mental health condition was
lower in rural (and especially island rural) areas, even after
adjusting for markers of socio-economic position.18 However, for
other diagnoses, such as prostate cancer, no relationship with
rurality was identified across the UK.17

There are several implications from this study. First, there is a
need for linkage between individual and household level socio-
economic position data and other data sets to address the issues
identified here. Routine linkage of data from the Census, Her Maj-
esty's Revenue and Customs (HMRC) and the Department for Work

Fig. 3. The distribution of the income deprived individuals across intra-local authority deprivation rankings.
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and Pensions (DWP), with other data sets (including health and
mortality data sets) would be an obvious approach. Second,
increasing the availability of data on wider aspects of deprivation
(including differential costs, employment experiences, etc.) across
areas, would allow for a much more nuanced understanding of the
lived reality of deprivation between populations. Both of these
would enhance the ability of service planners and policymakers at
all levels to better assess the levels of need, and how to better target
interventions. Service managers and policymakers working at local
level should only use SIMD cautiously for assessing the needs of
populations, and particularly in remote, rural and island areas.
Place-based approaches to reducing inequalities are likely to have
very limited impacts because of the wide spatial distribution of
people across areas, and approaches that recognise socio-economic
relationships between social groups,19,20 rather than people clas-
sified by their place of residence may be more effective.

Conclusion

The sensitivity of SIMD for detecting income and employment
deprived people is lower in remote and rural areas, and in island
local authorities, no matter whether the Scottish ranking, within
local authority ranking, or within urban-rural classification strata
ranking, is used. Across deprivation thresholds and rankings
derived at Scotland, local or within urban-rural strata, the per-
centage of local income and employment deprived peoplemissed is

greater in remote, rural and island areas, but the absolute number
of people missed is higher in urban areas because the levels of
deprivation are higher.
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75018 Paris, France

a r t i c l e i n f o

Article history:
Received 20 September 2022
Received in revised form
5 January 2023
Accepted 27 January 2023
Available online 3 February 2023

Keywords:
SARS-CoV-2
COVID-19
Lockdown
Heart failure
Acute coronary syndrome
Epidemiology
Hospitalization
Myocardial infarction

a b s t r a c t

Objectives: There are concerns about the potential effect of social distancing used to control COVID-19 on
the incidence of cardiovascular diseases (CVD).
Study design: Retrospective cohort study.
Methods: We examined the association between lockdown and CVD incidence in a Zero-COVID country,
New Caledonia. Inclusion criteria were defined by a positive troponin sample during hospitalization. The
study period lasted for 2 months, starting March 20, 2020 (strict lockdown: first month; loose lockdown:
second month) compared with the same period of the three previous years to calculate incidence ratio
(IR). Demographic characteristics and main CVD diagnoses were collected. The primary endpoint was the
change in incidence of hospital admission with CVD during lockdown compared with the historical
counterpart. The secondary endpoint included influence of strict lockdown, change in incidence of the
primary endpoint by disease, and outcome incidences (intubation or death) analyzed with inverse
probability weighting method.
Results: A total of 1215 patients were included: 264 in 2020 vs 317 (average of the historical period). CVD
hospitalizations were reduced during strict lockdown (IR 0.71 [0.58e0.88]), but not during loose lock-
down (IR 0.94 [0.78e1.12]). The incidence of acute coronary syndromes was similar in both periods. The
incidence of acute decompensated heart failure was reduced during strict lockdown (IR 0.42 [0.24
e0.73]), followed by a rebound (IR 1.42 [1e1.98]). There was no association between lockdown and
short-term outcomes.
Conclusions: Our study showed that lockdown was associated with a striking reduction in CVD hospi-
talizations, independently from viral spread, and a rebound of acute decompensated heart failure hos-
pitalizations during looser lockdown.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

Since the beginning of the SARS-CoV-2 pandemic, strict social
distancing and healthcare reorganization measures have been
adopted worldwide to contain transmission and address the surge
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of critically ill patients in acute care settings.1 Thesemeasures along
with border closing and contact tracing contributed to an efficient
control of the spread of SARS-CoV-2 in certain isolated territories
such as New Caledonia.2e4 Restrictions related to COVID-19 remain
debatable because of their social and economic consequences.
Consequently, elimination strategies, which aim to fully prevent
any viral circulation, represent a high level of social restrictions.
Their impact on healthcare systems and diseases unrelated to
COVID-19 remains to be elucidated.5,6

New Caledonia, a territory of the French Republic in the Pacific
region, has a multicultural and inclusive population with Melane-
sian, Oceanian, Asian, and European cultures characterized by a
high incidence of obesity.7 New Caledonia benefits from a health
system and medical infrastructure that meet the highest interna-
tional standards, guaranteeing safe and efficient care. Early in the
COVID-19 pandemic, New Caledonia issued a Zero-COVID strategy
starting with complete border closure.4 Indeed, after the detection
of a first local case of COVID-19 in March 2020, a strict 1-month
lockdown was applied. During this period, no local COVID-19
cases were detected. The strict lockdown was followed by a sec-
ond month of looser restrictions and social distancing strategies.4

Eventually, New Caledonia was declared a Zero-COVID country by
the end of May 2020 and maintained this status until March 2021.8

After the introduction of the first lockdown measures, local
healthcare workers in New Caledonia soon reported changes in
hospitalization patterns with a specific signal on acute decom-
pensated heart failure (AHF), acute coronary syndrome (ACS), and
acute heart rhythm and conduction disorders as observed else-
where in the world.9 Few data on lockdown-related healthcare
consequences and patient outcomes have been published despite
the fact that it represents the untold toll of the pandemic. The
unique setting of New Caledonia during the first lockdown in the
absence of viral spread of SARS-CoV-2 represents an exceptional
opportunity to analyze the consequences of this healthcare policy.
Therefore, we studied the impact of lockdown on the incidence of
cardiovascular hospitalizations.10

Methods

We conducted this study at the regional hospital of New Cale-
donia Centre-Hospitalier-Territorial Gaston-Bourret (CHT), the only
tertiary hospital in New Caledonia. Unscheduled hospitalizations
represented the nearly unique reason for hospital admissions in
2020 in the CHT, which is the referral hospital for major surgeries
and life-threatening emergencies in non-pandemic time. In the
present analysis, all adult patients with a positive troponin plasma
sample at hospital admission were included. The threshold was
>15.6 pg/mL for women and >32.4 pg/mL for men (Alinity I STAT
high-sensitive troponin I kit, Abbott, Chicago, USA).10 Patients who
underwent cardiac surgery during the index hospitalization, im-
ported COVID-19-related myocarditis, patients presenting with
post-traumatic myocardial injury, as well as patients admitted for a
scheduled dialysis or ambulatory care facilities were excluded. To
limit bias due to migration and tourism in the historical group,
residents from outside of New Caledonia were excluded because of
the border closure during lockdown. The study period lasted from
March 20, which was the day of the international border closure, to
May 20, 2020. The lockdown period was compared with the same
period of the three previous years (i.e. historical period) to mini-
mize a potential seasonal epidemic effect.

Sensitivity analyses were also conducted. First, time effect was
assessed by comparing the two lockdown periods vs the historical
period. Period A comprised the 4 weeks when strict lockdown

policies were enforced in New Caledonia and period B, the
following month, when loose lockdown and social distancing
policies were implemented. Second, the incidence of different
cardiovascular diseases during lockdown was compared with their
incidence during the historical period, such as the hospitalizations
for AHF, ACS, acute rhythm and conduction disorders, sepsis, and
surgical emergencies. Third, an analysis was conducted in the
subgroup of intensive care unit (ICU) admissions. Finally, we
analyzed the association of lockdown to a composite outcome
(intubation and all-cause in-hospital death).

This study was approved by the local ethics committee (iden-
tification number 2020-001) and performed in accordancewith the
declaration of Helsinki.

Data on hospitalizations in ICU, specialty wards, and emergency
department visits were collected. Chronic and acute diagnosis
associated with the index hospitalization were collected according
to the French coding system (CIM-10). Demographic data were
recorded on age, gender, billing address, medical history of cancer,
neurovascular disease, arterial hypertension, coronary artery dis-
ease, chronic heart failure, and chronic kidney failure. Clinical
characteristics and biological data were extracted from the CHT
clinical database (DXCare). ZIP codes were used to define two types
of urbanicity (see supplementary materials).

Outcome variables included all-cause in-hospital death, the
need for mechanical ventilation, a coronary angiography, ICU
admission, and Simplified Acute Physiology Score 2 (SAPS2) score.
The main diagnosis of cardiovascular disease included type 1
myocardial infarction (MI; ACS with and without ST-elevation [ST-
segment elevation myocardial infarction (STEMI) and ST-segment
elevation myocardial infarction (NSTEMI)]), AHF, as well as acute
rhythm and conduction disorders. Data on myocardial injury were
also collected, as defined by type 2 MI due to sepsis, acute neuro-
vascular disease, or surgery.

The maximal troponin measured on plasma sample and the
time from admittance to the troponin peak were noted.

The primary endpoint was the incidence of hospital admissions
with a positive troponin sample during the 2020 lockdown
compared with previous years and the incidence of the main CVD
diagnoses, including ACS, AHF, and acute rhythm and conduction
disorders.

The secondary endpoints included the effects of strict and loose
lockdown on primary endpoint, change in incidence of hospitali-
zation for each cardiovascular diagnosis, and effects of lockdown on
the occurrence of the composite outcome of all-cause in-hospital
death and the need of invasive ventilation.

We calculated bivariate frequencies of hospitalization rates,
main diagnoses, outcome, and preadmission characteristics. Cate-
gorical variables are presented as number and percentage.
Continuous variables are presented as means and 95% confidence
interval (CI). The ZIP codes were used to provide a mapping of
patients included in the analysis and to adjust the statistics ac-
cording to the geographical localization.

The incidence ratios (IRs) were calculated as the proportion of
related events from the study period in 2020 to the historical
period. The incidence of events in the population of New Caledonia
was calculated as the proportion of disease for 100,000 inhabitants.
The interaction between periods A and B was also tested.

Data for patients' outcomewere censored on September 1, 2020.
We conducted a multivariable logistic regression analysis to esti-
mate the association between the lockdown and the composite
endpoint (all-cause in-hospital death or invasive ventilation). We
conducted a propensity scoreematched analysis to reduce the bias
of confounding factors in the analysis. The individual propensities
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to be hospitalized with a positive troponin sample in 2020 were
calculated with a multiple regression model using the same cova-
riates as previously described. The association between the lock-
down period and outcomes was first assessed by a logistic
regression analysis (i.e. crude analysis), then by three different
analyses using a propensity score. First, we used the propensity
score as an additional covariate in the multiple logistic regression
analysis with all potential cofounders as covariates. Second, we
applied the nearest neighbor propensity score matching. Caliper
value was 0.25 of the standard deviation of the logit of the pro-
pensity score. Finally, we used inverse probability weighting (IPW).
Death and mechanical ventilation were studied as separate out-
comes with the samemethodology. Odds ratios (ORs) and their 95%
CIs were calculated.

The subgroup analysis included ICU admissions. Patients with
missing data on SAPS2 were considered random and excluded from
the analysis.

Results

A total of 1399 patients were admitted with a positive troponin
sample during the 2-month period from March 20 to May 20 in
2017, 2018, 2019, and 2020. Thirty-two patients were excluded
because they underwent cardiac surgery,104 for non-admittance to
hospitalization, 19 for traumatic injuries, 17 because they were not
New Caledonia residents, eight patients for chronic dialysis, and
three due tomissing ZIP codes. The final study cohort included 1215
patients (an average of 152 patients per month). The evolution of
emergency department visits, as well as hospitalizations in ICU and
non-ICU ward, are described in Fig. 1. The median troponin con-
centration on inclusion was 142 pg/mL (52e1078) and observed at
the median day 1 after admission (0e2).

Baseline characteristics of the study population are presented in
Table 1. Themedian age of patients included in the study during the
2020 lockdown was 67 years. Compared with the historic cohort,
patients included in 2020 had more comorbidities, including neu-
rovascular disease (10.2% vs 5.4%, P ¼ 0.01) and chronic kidney
disease (32.2% vs 23.6%, P ¼ 0.01).

Concerning the primary endpoint, there were 264 hospitaliza-
tions with a positive troponin sample in 2020 vs 951 during the
historical period (mean value of 317 patients over 2 months). This
amounted to an 18% absolute reduction in hospitalizations in 2020
(see Fig. 1), with an IR of 0.83 (0.72e0.95). This reduction in the
incidence was exclusively seen during the first month with strict
lockdown (IR 0.72 [0.58e0.88]) and not during the secondmonth of
loose lockdown (IR 0.93 [0.78e1.12]), P ¼ 0.005.

The incidence of hospitalization according to urbanicity is
illustrated in Supplementary Fig. 1.

The incidence of main cardiovascular diagnoses during the
study period is described in Supplementary Fig. 2. The number of
hospitalizations for Type 1 MI did not vary significantly during
periods A and B whether it was for an STEMI or an NSTEMI (P
interaction 0.5; Fig. 2). However, the incidence of hospitalizations
for AHF dropped significantly during the period A with a decrease
of�42% comparedwith previous years and increased during period
B at þ41% above the usual rate (Supplementary Fig. 3; P interaction
<0.001). Similarly, the hospitalizations for acute rhythm and con-
duction disorders decreased during period A and nearly doubled
during period B (P interaction 0.002).

Concerning the diagnosis associated with type 2MI, the number
of hospitalizations for acute neurovascular events, sepsis, or sur-
gical emergencies with a positive troponin sample did not vary over
time.

During the period A, defined as the month of March 2020 when
the strict lockdown measures were implemented, a 28.3% decrease

in hospital admissions was observed, with 109 hospitalizations
compared with a mean of 152 hospitalizations per month during
the historical period of the three previous years, with an IR of 0.72
(0.58e0.88), P ¼ 0.002. During the period B, defined as the second
month of lockdown (April 2020) when restrictions were loosened
and social distancing policies were applied, a 6.5% decrease in ad-
missions was observed, with 155 patients hospitalized vs an
average of 165 patients during the same month of previous years,
with unchanged IR of 0.93 (0.78e1.12), P ¼ 0.452.

During the inclusion period in 2020, the composite outcome of
all-cause in-hospital death and mechanical ventilation was
observed in 19.3% of patients vs 18.4% of patients of the historical
cohort (P ¼ 0.74).

Fig. 1. Number of hospital admissions in Centre-Hospitalier-Territorial according to the
study period and the historical cohort. (A) Emergency department admissions. (B) The
number of hospital admissions. (C) Intensive care unit (ICU) admissions. (D) The
number of patients with a positive troponin sample included in the study. Data were
collected from the March 20 till May 20, 2020, and were compared with the same
period of the three previous years (i.e. historical period).
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The OR and 95% CI for the outcome endpoint and its two de-
terminants (i.e. death and mechanical ventilation) were calculated
for each characteristic studied (Supplementary Table 1). In the
crude unadjusted analysis, therewas no difference in the composite
outcome of all-cause in-hospital death or mechanical ventilation
during the lockdown period compared with the historical cohort
(OR 1.01 [0.96e1.06]). No influence was found for the strict vs loose
lockdown (P interaction 0.888). No significant differences in the
composite outcome were observed after adjustment for propensity
score (OR 1.01 [0.97e1.05]), neither after propensity score match-
ing (OR 1.02 [0.97e1.08]) or after inverse probability weighting (OR
1.01 [0.97e1.05]), with no significant interaction of strict vs loose
lockdown. No significant differences were observed when
analyzing each outcome separately (see Table 2).

Additional sensitivity analysis comparing the influence of the
strict lockdown month vs looser lockdown month demonstrated
that neither strict nor loose lockdown was associated with an
increased rate of in-hospital death or mechanical ventilation (see
Supplementary Table 2).

The subgroup analysis of ICU admissions during lockdown
showed that there was no significant impact on the composite
outcome (see Supplementary Table 3). Interestingly, patients who
were admitted to the ICU during the lockdown period had a higher
SAPS2 score when compared with the previous years (median 55
[24e96] vs 44 [19e95], P ¼ 0.01).

Sensitivity analyses according to the admission diagnosis (ACS,
AHF, acute rhythm and conductions disorders, acute neurovascular
diseases, sepsis, and surgical emergencies) and ubranicity were also
conducted according to the outcome (Supplementary Table 4). No

associations were detected between the diagnosis on admission
and the composite outcome.

Discussion

This study describes the incidence of cardiovascular hospitali-
zations and their outcomes during a lockdown period in a territory
where implemented restrictions successfully prevented the spread
of SARS-CoV-2. The overall incidence of hospitalizations for CVD
with increased myocardial injury biomarkers was lower during
lockdown, especially during the first month of strict lockdown
when compared with the following month of looser restrictions.
However, although the admissions for ACS remained similar during
lockdownwhen compared with a historical cohort, the admissions
for AHF decreased during the period of strict lockdown and
rebounded with a dramatic increase during the period of looser
lockdown. Interestingly, there was no association of the composite
endpoint (all-cause in-hospital mortality and intubation) in pa-
tients hospitalized during lockdown.

Our study is unique, given the specific setting of New Caledonia,
where early border closure and an implementation of strict lock-
down resulted in a total control of the outbreak. No COVID-19 cases
were detected in the population during the first wave of the SARS-
CoV-2 pandemic. Our results provide a valuable insight into the
impact of lockdown per se, without the confounding of direct ef-
fects of SARS-CoV-2. Until March 2021, all COVID-19 cases were
diagnosed during quarantine with no local transmission.8 Analysis
of the hidden toll of lockdown is critical to identify patients at risk
and to prevent any malfunction of the healthcare system.

Table 1
Patient characteristics and outcomes according to the period of inclusion.

Characteristics Unmatched patients P-value Matched patients P-value

2020 (N ¼ 264) Historical period (N ¼ 951) 2020 (N ¼ 261) Historical period (N ¼ 261)

Age (years) 66 (15) 66 (16) 0.89 66 (15) 65 (15) 0.70
<40 16 (6.1) 70 (7.4) 0.55 16 (6.1) 13 (5.0) 0.70
40e59 80 (30.3) 229 (24.1) 0.05 77 (29.5) 81 (31) 0.78
60e79 113 (42.8) 479 (50.4) 0.04 113 (43.3) 119 (45.6) 0.66
�80 55 (20.8) 173 (18.2) 0.38 55 (21.1) 48 (18.4) 0.51

Female sex 128 (48.5) 453 (47.6) 0.86 126 (48.3) 116 (44.4) 0.43
Geographical region
Grand Noumea 179 (67.8) 637 (67.0) 0.86 176 (67.4) 176 (67.4) 1.0

Medical history
Oncology 29 (11.0) 103 (10.8) 0.97 29 (11.1) 34 (13) 0.59
Neurovascular 27 (10.2) 51 (5.4) 0.01 26 (10) 31 (11.9) 0.57
Cardiovascular 186 (70.5) 646 (67.9) 0.48 183 (70.1) 173 (66.3) 0.40
Hypertension 134 (50.8) 464 (48.8) 0.62 131 (50.2) 132 (50.6) 1.00
Coronary artery disease 85 (32.2) 253 (26.6) 0.09 83 (31.8) 71 (27.2) 0.29
Chronic heart failure 68 (25.8) 228 (24.0) 0.61 68 (26.1) 61 (23.4) 0.54
Chronic respiratory diseases 9 (3.4) 59 (6.2) 0.11 9 (3.4) 12 (4.6) 0.66
Chronic kidney disease 85 (32.2) 224 (23.6) 0.01 82 (31.4) 90 (34.5) 0.52
Active smoking 50 (18.9) 212 (22.3) 0.28 50 (19.2) 60 (23) 0.33
Metabolic syndrome 125 (47.3) 443 (46.6) 0.88 122 (46.7) 120 (46) 0.93

Associated diagnoses and procedures, n (%)
STEMI 29 (11.0) 77 (8.1) 0.18 27 (10.3) 33 (12.6) �0.49
NSTEMI 26 (9.8) 86 (9.0) 0.78 26 (10) 25 (9.6) 1.00
Acute heart failure 63 (23.9) 204 (21.5) 0.45 63 (24.1) 57 (21.8) 0.60
Acute neurovascular disease 33 (12.5) 80 (8.4) 0.06 32 (12.3) 29 (11.1) 0.79
Acute arrhythmia and conduction disorders 91 (34.5) 262 (27.5) 0.03 91 (34.9) 92 (35.2) �1.00
Sepsis 44 (16.7) 128 (13.5) 0.22 44 (16.9) 44 (16.9) 1.00
Coronary angiography 70(26.5) 260(27.3) 0.85 70 (26.8) 71 (27.2) 1.00
Surgery 34 (12.9) 99 (10.4) 0.31 33(12.6) 30 (11.5) 0.79
ICU admission 68 (25.8) 256 (26.9) 0.77 68 (26.1) 71 (27.2) 0.84

Outcome
Composite outcome 51 (19.3) 175 (18.4) 0.8 51 (19.5) 46 (17.6) 0.65
All-cause death 36 (13.6) 115 (12.1) 0.57 36 (13.8) 27 (10.3) 0.28
Mechanical ventilation 32 (12.1) 109 (11.5) 0.85 32 (12.3) 32 (12.3) 1.0

ICU, intensive care unit; NSTEMI, non-ST-segment elevation myocardial infarction; STEMI, ST-segment elevation myocardial infarction.
The composite outcome is defined as the occurrence of death or mechanical ventilation. The results are expressed as mean and standard deviation or number and percentage.
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In other regions of the world, the effect of lockdown on diseases
unrelated to COVID-19 is difficult to interpret because of the con-
founding factors caused by the viral spread in the population.11 Our
findings confirm a decrease in admissions for cardiovascular dis-
ease during lockdown, which was comparable to those observed in
countries with an active spread of SARS-CoV-2, including Italy,
United Kingdom, and France.9,12,13

Most of the included patients were at risk of severe COVID-19.
They presented a number of cardiovascular risk factors, such as
metabolic syndrome and hypertension.22,23 Also, patients

hospitalized during lockdown had more comorbidities when
compared with a historical cohort. Having in mind the reduced
incidence of hospitalizations, higher rates of comorbidities
demonstrate that only the most severely ill patients presented to
the hospital during lockdown. This finding also emphasizes the
importance of prevention policies for community medicine and
continuity of essential health care for patients with chronic
illnesses.14

Further key insights can be highlighted when looking closely at
the admission diagnosis.15 We hypothesized that specific factors
might have had an influence on CVD presentation, such as a
decrease in ACS admissions during lockdown, possibly due to a
change in lifestyle or reluctance to seek medical help. A previous
study reported significant lifestyle changes during lockdown in
relation to NSTEMI incidence.17 On the contrary, the hospitaliza-
tions for ACS during the lockdown period in New Caledonia did not
change significantly when compared with other countries where
the spread of SARS-CoV-2 was high.12,16 ACS patients may have
been compelled to consult hospitals because of the severity of their
symptoms. Our data support the hypothesis that ACS rates were not
influenced by the lower degree of physical exertion and other
lifestyle changes during lockdown.13 Furthermore, there was no
increase in hospital workload related to COVID-19, so ACS patients
were not underdiagnosed or undertreated, in contrast to countries
with active viral spread.18 Our study shows that there were no
negative effects of early lockdown on the incidence of hospitali-
zations for ACS.

The incidence of hospitalizations of patients presenting with
type 2 MI was not influenced by lockdown, in accordance to

Fig. 2. Incidence of hospitalizations with a positive troponin sample and associate diagnosis during the strict lockdownmonth of the study period in 2020 (blue line) and during the
looser lockdown (yellow line) compared with their historical counterpart of the three previous years. The results are expressed as incidence ratios (IRs) and 95% confidence interval.
A P-value of interaction between the strict lockdown and the loose lockdown period was considered as significant when <0.05. ICU, intensive care unit; IR, incidence ratio; NSTEMI,
non-ST-segment elevation myocardial infarction; STEMI, ST-segment elevation myocardial infarction; 95% CI, 95% confidence interval. (For interpretation of the references to color in
this figure legend, the reader is referred to the Web version of this article.)

Table 2
Association between lockdown and patient outcomes.

Outcomes N Odds ratio 95% CI P-value

Composite endpoint of death and mechanical ventilation
Crude analysis 1215 1.06 [0.75e1.49] 0.87
Adjusted for propensity score 1215 1.07 [0.66e1.72] 0.83
Matched on propensity score 322 1.29 [0.69e2.41] 0.58
IPW stabilized 1215 1.07 [0.66e1.72] 0.87
Death
Crude analysis 1215 1.15 [0.76e1.70] 0.29
Adjusted for propensity score 1215 1.15 [0.71e1.85] 0.38
Matched on propensity score 322 1.70 [0.88e3.26] 0.99
IPW stabilized 1215 1.16 [0.71e1.86] 0.35
Mechanical ventilation
Crude analysis 1215 1.07 [0.69e1.60] 0.96
Adjusted for propensity score 1215 1.11 [0.60e2.03] 0.60
Matched on propensity score 322 1.18 [0.52e2.70] 0.99
IPW stabilized 1215 1.11 [0.60e2.03] 0.63

CI, confidence interval; IPW, inverse-probability-weighted.
Data are presented as odds ratio (95% confidence interval).
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previous studies.19 No significant difference was found in outcomes
associated with type 2 MI in patients hospitalized during lockdown
vs the historical period.

Acute heart failure patients with a positive troponin sample are
considered as high risk because of the increased risk of in-hospital
mortality. Our study demonstrated a dramatic decrease in AHF
hospitalizations during lockdown, with a rebound phenomenon
after the restrictions were lifted. Our results are consistent with
previously published findings in countries with active SARS-CoV-2
circulation.20e22 Our study was underpowered to analyze the
specific reasons why heart failure patients did not present to the
hospital or if they avoided preventive care. Notably, the New
Caledonia residents strongly believed in the active circulation of
SARS-CoV-2. We may thus hypothesize that the psychological
aspect of lockdown was a prominent factor that prevented heart
failure patients from seeking medical care during the initial phase
of the pandemic. The rebound phenomenon that was observed
during the looser lockdown illustrates the importance of ambula-
tory management of chronic heart failure.

It is challenging to identify the direct effect of healthcare pol-
icies, such as early strict lockdown in the setting of a pandemic.
However, in our study, we were able to control for bias from the
confounding factors, as our results are free from the influence of the
direct effects of SARS-CoV-2. Other strengths of this study include
an extensive overview of different causes of myocardial injury
during lockdown. We used a composite outcome of all-cause in-
hospital death and intubation clinically relevant during the
pandemic.23,24 We acknowledged that these outcomes can be un-
evenly affected by both the severity of underlying conditions and
quality of care. Our results confirmed a preserved quality of care in
the acute setting, as although the incidence of hospital admissions
decreased, short-term outcomes remained unaffected. Therefore,
the study provides information on the resilience of healthcare
system rather than disease-specific factors.25 It was important to
verify this hypothesis when considering the restrictions initially
applied to curb the spread of SARS-CoV-2 down to zero detection.
Border closure might negatively affect patient care delivery in New
Caledonia, as the healthcare system relies on medical evacuations
to France or Australia as well as specialized visiting medical or
surgical missions. Aside from hospital overload, Pacific islands as
well as other remote territories had to face specific challenges in
their healthcare systems due to the SARS-CoV-2 pandemic.

Several limitations of the present study must be acknowledged.
First of all, the retrospective design of the study accounted to a
small amount of missing data due to the potential inaccuracy of
electronic medical records. Second, due to lack of randomization,
there might be residual bias of the outcome analysis. However, the
propensity score matching and the inverse probability weighting
(IPW) method allowed us to minimize selection bias and provided
consistent in line with a recent meta-analysis focused on the inci-
dence of STEMI during lockdown.26 Furthermore, our study
included both unscheduled and planned hospitalizations, only
outpatients were excluded to minimize the selection bias. Third,
the results are based only on in-hospital outcomes without
extended follow-up. On the one hand, the Zero-COVID-19 strategy
with complete border closure might have direct implications on the
incidence of COVID-19erelated myocarditis. On the other hand,
general stress and lack of medical care in patients with chronic
diseases could have led to an increase in morbidity andmortality in
the long term. Unfortunately, our study was underpowered to
assess the long-term effects of Zero-COVID strategy. Finally, our
study relies on data from a single center, which could limit the

generalizability of the findings. However, the studied site has the
only ICU, cardiology ward, and angiography facilities for the whole
territory.

We feel that it is important to emphasize that the results of this
study should not lead to a conclusion that the lockdown had no
negative consequences. The fall in the incidence of hospitalization
leads to the hypothesis that a significant number of patients did not
consult and stayed home with a myocardial injury. Further studies
should focus on the sociological and psychological aspects of the
reluctance to seekmedical care during the pandemic. Moreover, the
rebound phenomenon of AHF hospitalizations emphasizes a major
public health issue. At the time of study completion, New Caledonia
succeeded in a Zero-COVID-19 strategy, but the pandemic conse-
quences such as anxiety or other psychological aspects were most
likely present. Policy makers should consider these aspects to
enhance outpatient care during lockdown periods.
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a b s t r a c t

Objectives: During the early stages of the COVID-19 pandemic, the full reopening of the economy typi-
cally accelerated viral transmission. This study aims to determine whether policy response could
contribute to the dual objective of both reducing the spread of the epidemic and revitalising economic
activities.
Study design: This is a longitudinal study of Organization for Economic Cooperation and Development
(OECD) and Brazil, Russia, India, Indonesia, China, and South Africa (BRIICS) from the first quarter (Q1) of
2020 to the same period of 2021.
Methods: From a health-economic perspective, this study established a framework to illustrate the
following outcomes: suppression-prosperity, outbreak-stagnancy, outbreak-prosperity and suppression-
stagnancy scenarios. Multinomial logistic models were used to analyse the associations between policy
response with both the pandemic and the economy. The study further examined two subtypes of policy
response, stringency/health measures and economic support measures, separately. The probabilities of
the different scenarios were estimated.
Results: Economic prosperity and epidemic suppression were significantly associated with policy
response. The effects of policy response on health-economic scenarios took the form of inverse U-shapes
with the increase in intensity. ‘Leptokurtic’, ‘bimodal’ and ‘long-tailed’ curves demonstrated the esti-
mated possibilities of suppression-prosperity, outbreak-prosperity and suppression-stagnancy scenarios,
respectively. In addition, stringency/health policies followed the inverted U-shaped pattern, whereas
economic support policies showed a linear pattern.
Conclusions: It was possible to achieve the dual objective of economic growth and epidemic control
simultaneously, and the effects of policy response were shaped like an inverse U. These findings provide
a new perspective for balancing the economy with public health during the early stages of the pandemic.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

The COVID-19 pandemic has caused the most severe damage to
the socio-economic system in the last 80 years and has led to global
recession and intense conflicts.1 Over the last 2 years, governments
around the world have been trying to revitalise the socio-economic
structure.2 However, the full reopening and recovery of the socio-
economic system relied on the mobility of people to consume
and produce, which accelerated the spread of the virus, especially

during the early stages of the outbreak.3e5 Thus, the pandemic and
the economy seemed to be coupled and bound together under the
bridging effects of mobility, resulting in conflicts between pro-
tecting public health and revitalising the economy at the same
time.6e8

Previous studies generally agreed that both the needs of public
health and the economy were important,9,10 but the logistics for
achieving these two goals were different. Some studies demon-
strated that only when the epidemic was under control could the
economy develop.11 It was highlighted that ‘active’ policy in-
terventions were useful to curb transmission, reduce mortality,
prevent medical systems from being overwhelmed and promote
safe and sustained recovery of the socio-economic system.12e16
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Other studies stressed that society had the capacity for epidemic
prevention only when sustainable economic growth was main-
tained.17 These studies suggested that an open and liberal approach
was required, where governments should assume a ‘passive’ role
and phase out segregation, virus testing and vaccination orders to
avoid substantial economic damage.17e21

All these studies, both those considering epidemic control
before economic revitalisation or the reverse, still regarded the
pandemic and the economy as absolute antagonists in the short
term. Moreover, both ‘active’ and ‘passive’ responses, based on this
antagonistic relationship, provided limited suggestions for the dual
objective of developing the economy and controlling viral trans-
mission concurrently. For this reason, this study defined the
economy and the health as a coupled/decoupled system to elimi-
nate the antagonistic perspective. Instead of debating ‘active’ or
‘passive’, this study analysed what level of intensity and what kind
of policy response could decouple economic recovery from pan-
demics and achieve the dual objective.

Accordingly, 38 OECD (Organization for Economic Cooperation
and Development) and BRIICS (Brazil, Russia, India, Indonesia,
China and South Africa) countries, representing the major global
economies, were included in this study. First, a four-quadrant
framework was provided to depict four scenarios addressing both
the economy and the pandemic. Second, it was found that the ef-
fects of policy response were lagged and showed an inverted U-
shape, and the probabilities of the scenarios of interest corre-
sponded to three different U-shaped curves, which could be
described as ‘leptokurtic’, ‘bimodal’ and ‘long-tailed’. Moreover, 20
policies were classified into stringency/health measures or eco-
nomic support measures, and heterogeneity analyses took place.

Methods

Data from Q1 2020 to Q1 2021 were used in the analyses. Data
came from OECD and BRIICS countries (see Table S1 in the sup-
plementary material). The longitudinal design of the study and the
lagged outcomes strengthened confidence in making causal
inference.

Outcomes

A framework was established with decoupling theory and
defined outcomes22 (see Table S2 in the supplementary material).
The ratio between the relative economic recovery index (DERI) and
the relative number of new cases (DNC) was used to describe the
decoupling relationship between the economy and the pandemic
(see Equation S1 and Table S2 in the supplementary material). In
particular, the DERI could be obtained by global principal compo-
nent analysis of seven core economic indicators (e.g. the change
rate of gross domestic product and the change rate of purchase
management index on year-on-year basis).23e25 Quarters in 2019
were set as the common base periods, and data details can be found
in Tables S3 and S4 in the supplementary material. The relative
number of new cases referred to the difference between the
number of newly reported cases per million in each nation and
worldwide over a specific period,26,27 which was available in cur-
rent data series and could serve directly as the indicator for cross-
country comparisons.28 Pandemic data were collected from the
World Health Organisation database.

Four logical relationships, calculated as positive decoupled
(DERI > 0, DNC < 0), negative decoupled (DERI < 0, DNC > 0),
positive coupled (DERI > 0, DNC > 0) and negative coupled
(DERI < 0, DNC < 0), were used to demonstrate the following four
health-economic scenarios: suppression-prosperity, outbreak-
stagnancy, outbreak-prosperity and suppression-stagnancy (Fig. S1

in the supplementary material). The suppression-prosperity sce-
nario was the optimal state, where public health and economic
development were both promoted. The outbreak-prosperity and
suppression-stagnancy scenarios were suboptimal conditions. In
the outbreak-prosperity scenario, the economy kept growing while
the virus swept over the country. Conversely, suppression-
stagnancy referred to the scenario where the proportion of
confirmed cases was lower than in other countries, but the econ-
omy was seriously damaged. Both scenarios were temporary, and
occasionally, they might transition into one another. Finally, the
rising number of confirmed cases and sluggish economy appeared
at the same time in the outbreak-stagnancy scenario. All outcomes
were lagged to establish temporality.

Independent variables

The core explanatory variable, policy response index (PRI), was
made up of 20 policies to measure the strength of the government's
response.29 These data were drawn from the Oxford COVID-19
Government Response Tracker (OxCGRT; see Table S5 in the sup-
plementary material). In addition, public health measures and
economic measures were assessed using the stringency/health
policy index (SHI) and the economic support policy index (ESI),
respectively. These indicators were set as the average of daily
indices in the quarter.

National and digital features were adjusted for in the data, as
previous studies reported this to be crucial for economic develop-
ment models during the epidemic.30e34 Adjusted covariates
included the population, digital services and online education. The
digital services came from the search quantification points with
‘Amazon’, ‘eBay’, ‘Taobao’ and ‘Tmall’ as the keywords in Google
trends; online education was from the search quantification points
with ‘Coursera’, ‘Google Classroom’, ‘Udemy’ and ‘Zoom’; and
population data were derived from the OECD database. Descriptive
statistics for all variables are shown in Table S6 in the supple-
mentary material.

Statistical analyses

Multinomial logistic models with random effects were used to
analyse the impact of policy response. The standard form of
multinomial logistic model was as follows (equation (1)):

ln

 
pij

pij*

!
¼aj þ bjx ðjs j*Þ (1)

where pij was the probability that sample i fell into result j, and j*

was the base category; each result had its own slope item; pij

pij*
was

known as relative risk. In this study, the dependent variable
included four scenarios: suppression-prosperity, outbreak-pros-
perity, suppression-stagnancy and outbreak-stagnancy. Outbreak-
stagnancy scenario was set as the base category. Due to the corre-
lations between data within each sample, random effects calcula-
tions were used on the assumption that different nations had
unique intercept terms in the regression, which could account for
depended observations.

Overall PRI and its subset SHI and ESI, as core independent
variables, were placed in the regression models. Models with
squared terms of the variable indicated parabolic impacts of the
policy response, whereas models without squared terms indicated
linear effects. Akaike Information Criterion (AIC) and Bayesian In-
formation Criterion (BIC) were used to determine whether to
include squared terms. The policy mix of stringency/health mea-
sures and economic support measures were also analysed.

Y. Wang and C. Zhang Public Health 217 (2023) 7e14

8



When estimating the probability of each health-economic sce-
nario, equation (1) could be written as follows:

Pðyi ¼ jjxiÞ¼
exp

�
x0ibj

�
PJ

k¼1 exp
�
x0ibk

� (2)

Obviously,

XJ

k¼1
exp

�
x0ibk

�¼1 (3)

The coefficient of the base category was set as 0. Thus, the
probability of scenario j was as follows:

Pðyi ¼ jjxiÞ¼

8>>>>>><
>>>>>>:

1

1þ
XJ

k¼2
exp

�
x0ibk

� ðj ¼ 1Þ

exp
�
x0ibj

�
1þ

XJ

k¼2
exp

�
x0ibk

� ðj ¼ 2;…; JÞ
(4)

where the base category, outbreak-stagnancy scenario, was corre-
sponding to j ¼ 1.

Adjusted variables and models were used for sensitivity ana-
lyses. First, fixed effects models were used for comparison with the
main analyses and Hausman tests were performed. Second, the
outbreak-stagnancy scenario was set as the base category (x ¼ 0)
and the others as 1; and, separately, the suppression-prosperity
scenario was also set as the base category and the others as 1. A
series of logistic regressionswas performed. STATA (version 17) was
used for statistical analyses.

Results

Health-economic scenarios and coupled correlation during the early
stage of the pandemic

Fig. 1 shows the coupled relationship between economic
expansion and virus spread caused by the outbreak. Many countries
entered a paradigm of suppression-stagnancy or even outbreak-
stagnancy by Q2 2020 (Fig. 1A). Data from Q3 2020 indicated that
a recovery of the health-economic system might be imminent
(Fig. 1B). However, only a small number of nations, such as South
Korea and China, remained in the suppression-prosperity scenario
in Q4 2020 and Q1 2021 (Fig. 1C and D). On the other hand, for
example, the United States experienced a high rate of economic

Fig. 1. A schematic framework of the health-economic scenarios in Q2 2020 e Q1 2021 (AeD). Outbreak-prosperity scenario is the first quadrant, outbreak-stagnancy scenario is the
second quadrant, suppression-stagnancy scenario is the third quadrant, and suppression-prosperity scenario is the fourth quadrant. DERI, relative economic recovery index; DNC,
relative number of new cases.
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expansion in Q1 2021 along with a reported case count of more
than 10 million people, resulting in the outbreak-prosperity sce-
nario. In addition, Indonesia was in suppression-stagnancy in Q4
2020. The blockade for virus control kept economic growth low for
a significant amount of time, with imports and exports greatly
reduced (Fig. 1C and D). It was worth noting that the outbreak-
stagnancy scenario logically followed from the coupled relation-
ship, such as the increase in the number of confirmed cases fromQ2
to Q3 of 2020 after the slow growth of the Indian economy, which

brought India from the suppression-stagnancy to the outbreak-
stagnancy scenario (Fig. 1A and B).

Associations between policy response and health-economic
scenarios

Since Q1 2020, all countries adopted either strong or weak
policies (for more details, see Figs. S2 and S3 in the supplementary
material).

Table 1
Results for multinomial logistic models.

Scenario Model Total (For
reference)

Model Subtype-stringency/
health policies

(For
reference)

Model Subtype-
economic-policies

(For
reference)

Model Subtype

b (95% CI) b (95% CI) b (95% CI) b (95% CI) b (95% CI) b (95% CI) b (95% CI)

Outbreak-stagnancy
scenario

Base
category

/ / / / / / /

Suppression-
prosperity scenario

L_PRI 0.970*** 0.082*** / / / / /
(0.271, 1.668) (0.028,

0.136)
/ / / / /

L_PRI_squ ¡0.009*** / / / / / /
(¡0.015, ¡0.003) / / / / / /

L-SHI / / 0.750*** 0.073*** / / 0.799***
/ / (0.271, 1.229) (0.020,

0.126)
/ / (0.280, 1.318)

L-SHI_squ / / �0.007*** / / / ¡0.008***
/ / (¡0.012, ¡0.002) / / / (¡0.012, ¡0.003)

L-ESI / / / / 0.092* 0.027* 0.021
/ / / / (¡0.014, 0.198) (¡0.002,

0.056)
(¡0.013, 0.054)

L-ESI_squ / / / / �0.001 / /
/ / / / (¡0.001, 0.0003)

Outbreak-prosperity
scenario

L_PRI 0.564*** 0.086*** / / / / /
(0.237, 0.892) (0.042,

0.131)
/ / / / /

L_PRI_squ ¡0.005*** / / / / / /
(¡0.008, ¡0.002) / / / / / /

L-SHI / / 0.632*** 0.077*** / / 0.629***
/ / (0.280, 0.983) (0.034,

0.120)
/ / (0.268, 0.991)

L-SHI_squ / / �0.006*** / / / ¡0.006***
/ / (¡0.010, ¡0.002) / / / (¡0.010, ¡0.002)

L-ESI / / / / 0.085 0.039** 0.023
/ / / / (¡0.022, 0.193) (0.007,

0.071)
(¡0.015, 0.061)

L-ESI_squ / / / / �0.0004 / /
/ / / / (¡0.001, 0.0005) / /

Suppression-stagnancy
scenario

L_PRI 0.205* �0.019 / / / / /
(¡0.003, 0.412) (¡0.051,

0.014)
/ / / / /

L_PRI_squ ¡0.003** / / / / / /
(¡0.005, ¡0.0002) / / / / / /

L-SHI / / 0.219* �0.018 / / 0.245**
/ / (¡0.007, 0.444) (¡0.051,

0.016)
/ / (0.014, 0.477)

L-SHI_squ / / �0.003** / / / ¡0.003**
/ / (¡0.005, ¡0.0001) / / / (¡0.006, ¡0.0002)

L-ESI / / / / 0.051 �0.019 ¡0.0156
/ / / / (¡0.024, 0.125) (¡0.048,

0.011)
(¡0.041, 0.010)

L-ESI_squ / / / / �0.001* / /
/ / / / (¡0.001, 0.0001) / /

AIC 328.9147 347.6178 336.7429 355.4985 369.6402 368.5781 336.877
BIC 392.4162 402.0476 400.2444 409.9284 433.1417 423.008 409.4501

AIC, Akaike Information Criterion; BIC, Bayesian Information Criterion; CI, confidence interval.
*P < 0.1; **P < 0.05; ***P < 0.01.
Model Total focused on the impact of overall policy response index (with the squared terms). Model Subtype-stringency/health policies andModel Subtype-economic-policies
included stringency/health policy index (with its squared terms) and economic support policy index (with its squared terms), respectively. Models For reference were
provided without squared terms. Model Subtype was the comprehensive model with the policy mix. L_PRI was policy response index. L-SHI and L-ESI referred to stringency/
health policy index and economic support policy index. These Models all controlled for covariates. Bold models fitted the data better and were used to estimated probabilities
for health-economic scenarios.
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Table 1 shows the results of multinomial logistic regressionwith
random effects. From Model Total, PRI and its squared terms were
found to be statistically significant, and the coefficients of squared
termwere less than 0. The coefficients of PRI and its squared terms
were 0.970 (0.271, 1.668) and �0.009 (�0.015, �0.003) for
suppression-prosperity scenario; 0.564 (0.237, 0.892) and �0.005
(�0.008, �0.002) for outbreak-prosperity scenario; and 0.205
(�0.003, 0.412) and �0.003 (�0.005, �0.0002) for suppression-
stagnancy scenario, respectively. Because AIC and BIC of Model
Total were lower than the reference, the quadratic form may fit the
data better. The results validated that the effects of policy response
on health-economic scenarios were marginal diminishing. Inverse
U-shapes can be seen in Fig. S4 in the supplementary material.

Stringency/health policies and economic support policies were
analysed in Model Subtypes separately (Table 1). According to
comparisons of AIC, BIC and the significance of the squared terms
among thesemodels, the effects of SHI were found to be inverted U-
shaped (AIC and BIC in Model Subtype-stringency/health policies
were lower than the reference, and the coefficients of the squared
terms were mostly significant), whereas the effects of ESI were
linear (AIC and BIC in Model Subtype-economic-policies were
higher than the reference, and the coefficients of the squared terms
were not significant). The regressionwas further performed on SHI,
SHI's squared terms and ESI in Model Subtype. The coefficients of
SHI and its squared terms remained significant, whereas the sig-
nificance of ESI coefficients became lower.

For sensitivity analyses, a fixed effects multinomial logistic
regression was first performed for comparison (see Table S7 in the
supplementary material). Inverted U-shaped relationships
continued to exist and were mainly significant; hence, the sub-
stantive findings remained unaltered. According to the results of
Hausman tests, random effects models were shown as main ana-
lyses (see Table S8 in the supplementary material). Second, a lo-
gistic regression was performed after recoding the outcomes by
setting the outbreak-stagnancy scenario and suppression-
prosperity scenario as the base category separately. Analyses
showed that most of the effects of policies followed the same
patterns (see Table S9 in the supplementary material).

Estimated curves of policy response with health-economic scenarios

Model Total and Model Subtype (best-fitted) were used to es-
timate probabilities for health-economic scenarios (see Fig. 2). The
outbreak-stagnancy scenariowas almost certainwhen therewas no
policy at all. With increasing policy response, the probabilities of
the other three scenarios increased. At medium-low intensity
(around 30 score), the suppression-stagnancy scenario peaked for
42.80% (22.79%, 62.82%). A higher intensity of late policy response
was likely to lead to outbreak-prosperity or suppression-prosperity
scenarios. At medium-high intensity (about 57 score), the proba-
bility of suppression-prosperity reached the highest for 40.27%
(25.14%, 55.40%); and outbreak-prosperity scenario reached the
peak for 43.48% (27.40%, 59.56%) at the turning point of 66 score
(see Table S10 in the supplementary material). The likelihood of
these three eventualities decreased considerably when the policy
intensity rose above a 70-score threshold.

Separately, the curves of suppression-prosperity, outbreak-
prosperity and suppression-stagnancy scenarios corresponded to
three different inverted U-shapes, which could be described as
‘leptokurtic’, ‘bimodal’ and ‘long-tailed’ (Fig. 2BeD). A leptokurtic
shape indicated that the curvature of the policy response curvewas
larger, and marginal effects were more distinct and sensitive in the
suppression-prosperity scenario. The bimodal shape demonstrated
that the probability curve of the outbreak-prosperity scenario had a
length of ‘plateau’ after increasing to a certain level and showed

signs of relatively obvious twin-peak characteristics. The proba-
bility of the suppression-stagnancy scenario swiftly reached its
peak and then rapidly declined with the increase of policy intensity,
as it was long-tailed.

The three-dimensional figures of stringency/health and eco-
nomic policy mix are shown in Fig. 2EeG. It was shown that
moderate intensity of stringency/health policies and high intensity
of economic support policies were the optimal policy mix. Positive
incentives from SHI attained maximum at medium policy intensity.
Yet, the impacts from ESI continued while enhancing policies.

Discussion

Data from OECD and BRIICS countries were used to analyse the
impacts of policy response on the pandemic and the economy. The
results showed that (1) both economic development and epidemic
suppression might be achieved, namely, decoupled, with the
intervention of policy response; (2) the impacts of policy response
were lagged and showed an inverted U-shape, meaning that the
benefits of policy response on the health-economic system would
be overweighed by the incremental distortive effects after the
turning point; (3) the effects of stringency/health policies resem-
bled inverted U-shapes compared with economic support policies;
and (4) estimated curves of suppression-prosperity, outbreak-
prosperity and suppression-stagnancy scenarios presented ‘lep-
tokurtic’, ‘bimodal’ and ‘long-tailed’ characteristics. These findings
might help to keep the epidemic controlled while not sacrificing
economy recovery in the early pandemic period.

It was often assumed that stimulating the economy and con-
trolling the pandemic were in conflict.35 However, the current an-
alyses based on OECD and BRIICS countries offered a different story.
This study emphasised that the dual objective, by decoupling the
epidemic and the economy, was more important when facing
complex, uncertain and ambiguous risks. It was possible to keep the
epidemic controlled while not sacrificing the recovery of the
economy. In addition, this study focused on the perspective of
policy intensity and put forward the inverted U-shaped pattern of
policy effects, indicating that it was advisable to adopt medium-
intensity (around 57 score) public policies in the early COVID-19
period (see Table S10 in the supplementary material). This U-sha-
ped pattern is consistent with several previous studies on
pandemic policy analyses.9,36 In total, 20 different policies and 38
countries were included in the current analyses, which enhanced
the general significance of the research results. The study findings
are complementary to the previous literature.

From a theoretical perspective, the inverted U-shaped curves of
stringency/health policies may be caused by the interaction of two
latent but opposite functions.37 Because these functions are
asymmetric in two aspects, an inverted U emerges. The first stems
from the asymmetry between the effects of blockade policies on
health and economic activities. Lockdowns are detrimental to the
economy but are beneficial for viral containment. However, panic
and irrational behaviour responses as a result of lockdowns often
result in extensive damage to economic systems, which is greater
than the protective effect provided by lockdowns to susceptible
people.38 The second stems from the asymmetry between the ef-
fects of health support policies on the contact rate and the proba-
bility of infection. Scholars often believe that health support
policies can separate the contact rate and the probability of infec-
tion, which should both be dependent on social mobility.39,40 In
terms of the probability of infection, the initial effect of health
policies is obvious, but higher levels of intensity may not continue
to decrease this variable.5,41 For example, more extensive tests
sometimes have no greater effect than tests for high-risk pop-
ulations. In terms of the contact rate, the incremental policies may
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make people overtrust the government's ability and become more
relaxed about self-protection and movement restrictions, both
psychologically and behaviourally.42 When the promotion of the
contact rate outpaces the inhibition of the probability of infection,
negative incentives outweigh positive ones. From these two

perspectives, the effects of stringency/health policies show inver-
ted U-shapes.

This study identified ‘leptokurtic’, ‘bimodal’ and ‘long-tailed’
inverted U-shapes for the scenarios of interest. In probability the-
ory, leptokurtic shapes are curves with larger positive kurtosis,

Fig. 2. Estimated curves of policy response and marginal effects. Panel A indicates the probabilities of four scenarios; Panels BeD represents the probability curves of three interest
scenarios as PRI changed; Panels EeG were probability curves under the impact of stringency/health policies and economic support policies. PRI, policy response index.
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bimodal shapes refer to curves with two peaks that indicate two
local maximums and long-tailed shapes have heavier tails than the
typical.43 Disparities among the three scenarios were caused by the
dissimilar policy thresholds and unequal widths of effective policy
intervals. The probabilities of scenarios were affected by each other,
and the dominant scenario was different under different policy
intensity. Suppression-prosperity scenario was the optimal
outcome, but the most difficult to achieve during the pandemic.
The kurtosis of the curve of suppression-prosperity scenario was
relatively large, where even a slight intensity score deviation from
the turning point could result in a considerable decrease in prob-
ability. Moreover, the effective policy interval for the suppression-
prosperity scenario was smaller than that in the outbreak-
prosperity scenario. Hence, the effective interval of policy in-
tensity for suppression-prosperity scenario was very narrow. In a
sense, ‘moderate’ policy measures are the key to good governance.
To be specific, too-strong or too-weak policy responses were
detrimental to achieve the suppression-prosperity scenario, and
precise intensity of policy implementation was essential.44

Although this study has demonstrated the effectiveness of some
policy response, the possibility of action is limited by the constantly
changing virus, and thus, policymakers must be prudent. Policy
instruments are more likely to be implemented when institutional
and social infrastructures support management actions.45 Howev-
er, in some decentralised systems, governments face higher
thresholds to justify intervention.12 In addition, China's recent
experience revealed that the ever-increasing ‘ultra-long isolation’
did not benefit the dual objective and increased the cost of con-
trolling the epidemic. Policymakers should be cautious tomaximise
the effectiveness of policy implementation by ensuring that the
reaction offers positive rather than negative incentives.

This study has some limitations. First, treating only the strength
of policy response might fail to consider some crucial concerns
pertaining to policy contents. In addition, to perform country-based
comparison, the set outcomesmight overlook some contexts in this
study. For example, over the study period, different countries were
dealing with different COVID-19 variants and conducted testing at
different rates. Quarterly variations could also make the current
data less comparable. Moreover, the inverted U-shaped curves
identified did not emphasise predictive functions but rather illus-
trated the tendency for policy intensity to affect health-economic
scenarios. In addition, the temporality of the data in the early
pandemic phase also limited the study. Only the early stages of the
pandemic were considered in the assessments that were given in
the present study. Future research could consider the contents of
policy instruments, as well as the difference of testing rates and
viral variants.

In conclusion, it was possible to achieve the dual objective of
economic growth and epidemic control simultaneously, and the
effects of policy response were shaped like an inverse U. These
findings provide a new perspective for balancing the economywith
public health during the early stages of pandemics.
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a b s t r a c t

Objectives: This study aimed to explore the specific pathway of family structure on adolescent health.
Study design: This was a cross-sectional study.
Methods: We examined the influence of family structure on adolescent deviant behavior and depression,
as well as the mediation roles of parental monitoring and school connectedness, using the multivariate
regression and Karlson-Holm-Breen mediation models.
Results: Compared with adolescents in intact families, those in non-intact families showed more deviant
behaviors and depression. Parental monitoring and school connectedness appeared to be two important
pathways from family structure to deviant behavior and depression. In addition, urban and female ad-
olescents in non-intact families showed more deviant behaviors and depression than their rural and
male counterparts, respectively. Furthermore, adolescents in reconstituted families showed more deviant
behaviors than those in single-parent families.
Conclusions: The behavioral and mental health of adolescents in single-parent or reconstituted families
deserves more attention, and interventions should be actively conducted at both family and school level
to improve adolescent health.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

The healthy growth and development of adolescents are crucial
to the quality of population and social development. However, with
a rapid social transition, adolescent health is challenged by various
risk factors. In this context, adolescent deviant behavior in China
shows an upward trend, and their psychological disorders such as
depression and anxiety are also becoming increasingly popular.1e3

Numerous studies have suggested the rapid transition in culture
and social structure is a fundamental factor leading to the deteri-
oration of adolescent behavioral and mental health.4 Huge struc-
tural changes in family, school, community, and labor market in the
process of modernization and social transition are crucial forces
influencing adolescent behavioral and mental health. As the first

growth place of children, family plays an extremely important role
in adolescent healthy growth.

The double-parents rearing theory holds that a perfect child
rearing process consists of participation of both parents. The father
mainly takes the social parenting responsibility, whereas the
mother takes the emotional parenting responsibility. Both parties
follow established family gender division system and sociocultural
rules to play the role, and their parenting practices have different
but indispensable functions, and they complement mutually and
work together.5,6 Thus, living in a native family environment is of
great significance for the healthy growth and development of ad-
olescents, and an intact two-parent family structure is conducive to
adolescent behavioral and mental health.7,8 However, in the pro-
cess of China's social transition, parental divorce continues rising,
so more and more adolescents have to grow up in non-intact
families, which brings about many negative consequences for
their healthy growth.6,9 However, it is unclear whether non-intact
family structure exerts significant negative effects on adolescent
health in different subgroups, whether different forms of non-
intact family structure can lead to distinct negative consequences,
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and the underlying pathways in this relationship. Therefore, this
study aimed to analyze the impact of family structure on adolescent
deviant behavior and depression, as well as potential pathways and
group heterogeneities.

Literature review and hypotheses

Influence of family structure on adolescent deviant behavior and
depression

Parental divorce is the most important reason for adolescents to
grow up in non-intact families. The serious influence theory believes
that the breakdown of family relationship caused by parental
divorce exerts serious and irreversible negative effects on the
mental health and behavioral development of adolescents.10 The
limited influence theory, by contrast, puts that the negative conse-
quences of parental divorce are not irreversible, and most adoles-
cents can gradually adapt to their new family environments in the
process of familyesociety interactions.11,12 Anyway, both of the
abovementioned theories note that broken or non-intact family
structure will have negative impacts on the healthy growth of
adolescents.

Studies in most countries have shown that non-intact family
structure caused by parental divorce has negative effects on the
behavioral and psychological health of adolescents.13e15 Studies
from South Korea report that middle school students from single-
parent families are more likely to skip classes,16 use drugs, and
report depressive symptoms.15 Studies from Italy and Denmark
indicate that adolescents from non-intact families are more prone
to smoke and drink13 and be charged with a criminal offense and
disconnected from education.17 Two Canadian studies report that
parental divorce is associated with more deviant behaviors and
poorer mental health among children.18,19 Studies from India and
Ghana find that adolescents in single-parent families show more
mental health problems, especially for female adolescents.20,21 The
impact of non-intact family structure caused by parental divorce on
adolescent behavior and psychology is long-lasting, and numerous
adolescents with divorced parents are even at a behavioral and
mental health disadvantage in their adulthood.22

Evidence from China suggests that the impact of family struc-
ture on adolescent psychological and behavioral development is
complex. Living in an environment where parents are absent for a
long time can significantly impair adolescent mental health.23,24

Parental divorce can lead to more adolescent mental health prob-
lems and deviant behaviors, but it can also help them grow up
faster and becomemature earlier.25 Recent evidence shows that the
influences of different family structures may differ; compared with
adolescents in intact families, those in single-parent families are
more prone to report deviant behaviors.9 However, due to the
reintegration of family structure, adolescents in reconstituted
families have similar self-consciousness and self-control compared
with those in intact families.9 By contrast, some scholars find that
single-parent and orphans family structures exert a negative effect
on adolescent psychosocial health compared with intact family
structure,6,26 and the negative effect of single-mother family on
adolescent psychosocial health is stronger than that of single-father
family.6 Accordingly, we proposed the following hypothesis.

Hypothesis 1: Non-intact family structure increases adolescent
deviant behavior and depression.

Mediation of parental monitoring and school connectedness

Family and school constitute two vital growth environments for
children and adolescents. Non-intact family structure will lead to

insufficient resource input in the process of child rearing, including
not only material resource input but also social capital, time, and
emotional input.26 Empirical evidence suggests that the time and
affection that parents devote to their children play important roles
in adolescent healthy growth, and the lack of parental monitoring
and parentechild interaction will worsen adolescents' mental
health6,27,28 and lead to deviant behaviors such as truancy, fighting,
and substance abuse.29,30 Because of the absence of biological fa-
ther or mother in single-parent and restructured families, non-
intact family structure may lead to limited time and emotional
investment of parents in rearing and supervision on adolescents;
meanwhile, the breakdown or reconstitution process of family will
have huge negative influences on parentechild relationship.28,31

The abovementioned phenomena weaken family constraints and
parental monitoring, increase adolescent deviant behaviors, and
damage their mental health.

School connectedness also fundamentally shapes adolescent
behavioral and mental health. Previous evidence shows that school
connectedness can effectively reduce adolescent depression and
anxiety.32e35 School connectedness may be an important channel
through which family structure influences adolescent behavioral
and mental health. On the one hand, the school education of Chi-
nese children is deeply bound to family education, and most of the
extracurricular tasks assigned by school require the participation of
both children and parents.36 Thus, the non-intact family structure
will lead to the absence of parents in the above process, making it
difficult for children to complete their learning tasks. This will
result in elevated academic stress, disharmonious relationship with
teachers and classmates, and decreased school connectedness,
which ultimately hinder their behavioral and mental health
development.7,30 On the other hand, the influence of non-intact
family structure on adolescent behavioral and mental health
mediated by school connectedness may be cyclic and continuously
enhanced. Non-intact family structure will lead to psychological
problems, such as autism, inferiority, and depression among ado-
lescents,6,18 which further affects their active integration into
campus life and makes it hard to gain a sense of belonging in the
school. The above decline in school connectedness may further
enhance adolescent rebellious psychology and lead to more serious
deviant behaviors and psychological disorders. Accordingly, we
proposed the following two hypotheses.

Hypothesis 2: The influence of family structure on adolescent deviant
behavior and depression is mediated by parental monitoring.

Hypothesis 3: The influence of family structure on adolescent deviant
behavior and depression is mediated by school connectedness.

Moderation of sex and urban-rural residence

There are potential sex and urban-rural heterogeneities in the
influence of family structure on adolescent behavioral and mental
health. Chinese families have long had different parenting strate-
gies for boys and girls. A fair amount of families still have the son
preference value, which makes boys get more family resources
input when family resources are insufficient.37 Thus, the negative
effect of non-intact family structure on girls' behavioral and mental
health may be stronger. On the other hand, boys and girls also differ
significantly in behavioral styles and traits. Girls are more suscep-
tible to puberty and bear more stress from physiological develop-
ment, school adaptation, and social norms than boys,38,39 which
may make the negative effect of non-intact family on girls'
behavioral and mental health stronger.20

There are huge differences in the socio-economic development
of urban and rural China, so the growth environment of urban and
rural children is significantly different. In this context, compared
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with urban adolescents, rural adolescents are more resilient and
psychologically mature,40 so their behavioral and mental health
may be less affected by family structure. By contrast, the absence of
parents in urban families is more likely to be caused by parental
divorce,41 and urban adolescents have weaker psychological resil-
ience and less psychological maturity than their rural counter-
parts.40 Therefore, non-intact family structure may be more
destructive to the healthy growth of urban adolescent. Accordingly,
we proposed the following two hypotheses.

Hypothesis 4: The negative influence of non-intact family structure
on deviant behavior and depression is stronger in boys than in girls.

Hypothesis 5: The negative influence of non-intact family structure
on deviant behavior and depression is stronger in urban adolescents
than in their rural counterparts.

Methods

Participants

Data came from a survey conducted among Chinese high school
students from May to June 2021. Four senior schools (one private
and three public) were chosen to recruit participants in Henan
Province, central China. Four or five classes were randomly sampled
from grades 10 and 11 at each school site. All students in selected
classes were invited to complete an anonymous questionnaire. A
total of 1650 students from 33 classes were interviewed, and 1607
respondents were eligible for data analysis.

Measures

Family structure
We dichotomized family structure into intact family (two-

parent family) and non-intact family (single-parent family,
restructured family, and other family types). In addition, to analyze
the separate effects of single-parent and reconstituted family, a
three-category variable (intact family, single-parent family, and
reconstituted family) was also used in this study. Because the op-
tion ‘other family types’ only includes five samples, we consider it
as missing data in the three-category family intactness variable,
given statistical power.

Deviant behavior
Ten dichotomous questions were used to measure common

deviant behaviors among Chinese adolescents, including skipping
school, carrying weapons, fighting, smoking, drinking, cheating in
tests, running away from home, vandalism, and sexual behavior
(Cronbach's alpha ¼ 0.702). All items were summed to yield a
continuous variable, and larger scores meant more deviant
behaviors.

Depression
Depression was measured using the 20-item Center for Epide-

miologic Studies Depression Scale,42,43 and all items were assessed
on a 4-point Likert scale. All items were summed to yield a
continuous variable, with larger scores representing more depres-
sion (Cronbach's alpha ¼ 0.889). Furthermore, score of 21 was used
as the cut-off point of depressive symptoms.42

Parental monitoring
Parental monitoring was measured using the 8-item Parental

Monitoring Scale developed by Small and Kerns;44 it has been
validated in Chinese youth,45 and all items were assessed on a 5-
point Likert scale (0 ¼ never, 1 ¼ hardly ever, 2 ¼ sometimes,
3 ¼most of the time, and 4 ¼ always). Items were summed to yield

a continuous variable, and larger scores meant higher levels of
parental monitoring (Cronbach's alpha ¼ 0.845).

School connectedness
The 10-item School Connectedness Scale developed by Yu et al.

was used in the present study,46 which includes classmate support,
teacher support, and school belonging. Items were assessed on a 5-
point Likert scale, ranging from ‘0 ¼ strongly disagree’ to
‘4 ¼ strongly agree.’ All items were summed to yield a continuous
variable, and larger scores meant higher levels of school connect-
edness (Cronbach's alpha ¼ 0.859).

Covariates
Sex, age, grade, residence, paternal and maternal educational

year, family economic status, left-behind adolescents, only child,
academic performance (1 ¼ very poor, 2 ¼ poor, 3 ¼ medium,
4 ¼ good, 5 ¼ very good), and school type were used as covariates.
More details are listed in Appendix 1.

Statistical analysis

First, the ordinary least squares and binary Logit models were
used to examine the influence of family structure on adolescent
deviant behavior and depression, whereas a stepwise strategy was
used to explore the mediation effects of parental monitoring and
school connectedness. Subsequently, the Karlson-Holm-Breen
(KHB) mediation model was used to check the significance of
mediating effects through the product of coefficients (more details
can be seen in Karlson et al.'s study).47,48 In addition, the sex and
urban-rural heterogeneities in the influence of family structure,
parental monitoring, and school connectedness on adolescent
behavioral and mental health were tested using the syntax ‘diff’
developed by Lian et al.,49 and the bootstrap method (seed
number ¼ 19950111, time of repeated sampling ¼ 1000) was used
to re-estimated the standard errors. All the data analyses were
performed using Stata version 14.0 (Stata Corp, College Station, TX).

Results

Influence of family structure on adolescent deviant behavior

Table 1 shows that adolescents in intact families reported fewer
deviant behaviors (b ¼ �0.462, P < 0.01), whereas parental moni-
toring and school connectedness were negatively related to
adolescent deviant behavior (b ¼ �0.048, P < 0.001; b ¼ �0.039,
P < 0.001; respectively). Parental monitoring and school connect-
edness appeared to partially mediate the association between
family structure and adolescent deviant behavior because the
negative association between family structure and adolescent
deviant behavior reduced (b ¼ �0.323, P < 0.05) after controlling
for parental monitoring and school connectedness.

Influence of family structure on adolescent depression

Table 2 displays that with other variables controlled for, ado-
lescents in intact families reported lower levels of depression
(b ¼ �2.668, P < 0.01), whereas parental monitoring and school
connectedness negatively predicted adolescent depression
(b ¼ �0.117, P < 0.01; b ¼ �0.591, P < 0.001; respectively). Parental
monitoring and school connectedness appeared to be mediators in
the relationship between family structure and adolescent depres-
sion because the association between family structure and
adolescent depression reduced (b ¼ �1.532, P < 0.1) after control-
ling for parental monitoring and school connectedness. Similar
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results were yielded when adolescent depression was dichoto-
mized (see Appendix 2).

KHB mediation test

The KHB mediation method was used to test whether the
aforementioned mediation effects were statistically significant.
Table 3 displays that parental monitoring and school connected-
ness significantly mediated the relationship between family
structure and adolescent deviant behavior (b ¼ �0.139, P < 0.01),
which explained 30.1% of the total effect (16.5% for parental
monitoring and 13.6% for school connectedness). Similarly, the
mediation effects of parental monitoring and school connectedness
on the relationship between family structure and adolescent
depression were also statistically significant (b ¼ �1.136, P < 0.01),

which explained 42.6% of the total effect (6.9% for parental moni-
toring and 35.7% for school connectedness).

Sex and urban-rural heterogeneities

Panel A in Appendix 3 shows that the association between
family structure, parental monitoring, and school connectedness
and deviant behavior between boys and girls was similar. Family
structure, parental monitoring, and school connectedness were
significantly related to urban adolescent deviant behavior
(b ¼ �0.351, P < 0.1; b ¼ �0.058, P < 0.001; b ¼ �0.044, P < 0.001).
However, family structure did not relate to rural adolescent deviant
behavior, and the association between parental monitoring and
rural adolescent deviant behavior was significantly weaker
(difference ¼ �0.021, P < 0.1).

Panel B shows that family structure, parental monitoring, and
school connectedness were significantly related to girls' depression
(b ¼ �2.153, P < 0.1; b ¼ �0.102, P < 0.1; b ¼ �0.686, P < 0.001). By
contrast, family structure was not related to boys' depression, and
the association between school connectedness and boys' depres-
sion was significantly weaker (difference ¼ �0.171, P < 0.01). The
association between family structure and depression was not sig-
nificant in both urban and rural adolescents, but parental moni-
toring and school connectedness mattered in both urban and rural
adolescents, with no significant urban-rural difference.

Effects of single-parent and reconstituted families

Panel A in Appendix 4 shows that compared with adolescents in
intact families, those in single-parent and reconstituted families
reported more deviant behaviors, and the effect of reconstituted
family seemed to be stronger (b¼ 0.339, P < 0.1; b¼ 0.617, P < 0.01;
respectively). With parental monitoring and school connectedness
controlled for, the influence of single-parent and reconstituted
families on adolescent deviant behavior reduced, suggesting sig-
nificant mediation effects of parental monitoring and school
connectedness.

Panel B shows that both single-parent and reconstituted fam-
ilies positively predicted adolescent depression (b¼ 3.014, P < 0.05;
b ¼ 2.232, P < 0.1; respectively). After controlling for parental
monitoring and school connectedness, the influence of single-
parent and reconstituted families on adolescent depression
became non-significant, suggesting significant mediation effects of
parental monitoring and school connectedness.

Discussion

The healthy growth of adolescents is of strategic significance for
one country, and family structure plays a very important role. This

Table 2
Influence of family structure, parental monitoring, and school connectedness on
adolescent depression.

Variables Model 1 Model 2

b SE b SE

Family structure (ref: non-intact) �2.668** 0.897 �1.532^ 0.794
Sex (ref: female) �1.192** 0.441 �1.993*** 0.404
Age �0.174 0.309 �0.084 0.272
Grade (ref: 10th) 1.748** 0.527 1.089* 0.466
Residence (ref: urban) 0.181 0.498 �0.291 0.441
Family economic status (ref: low)
Middle �3.777*** 0.714 �2.406*** 0.633
High �3.678*** 1.033 �2.170* 0.914

Paternal educational year 0.055 0.089 0.014 0.079
Maternal educational year �0.019 0.079 0.011 0.070
Only child (ref: no) 1.341^ 0.740 1.323* 0.653
Left-behind adolescent (ref: no) 0.465 0.516 0.514 0.456
Academic performance �1.359*** 0.262 �0.605* 0.234
School type (ref: private) �0.123 0.535 1.782*** 0.481
Parental monitoring �0.117** 0.039
School connectedness �0.591*** 0.031
Intercept 6.566 5.573 26.680*** 5.113

R2 0.061 0.271
n 1576 1576

SE, standard error.
P < 0.1, *P < 0.05, **P < 0.01, ***P < 0.001.

Table 3
Results of KHB mediation test.

Effects Model 1: deviant
behavior

Model 2: depression

b SE b SE

Total effect �0.462*** 0.130 �2.668** 0.791
Direct effect �0.323* 0.131 �1.532^ 0.794
Mediation effect �0.139** 0.043 �1.136** 0.428
Parental monitoring �0.076** 0.028 �0.185* 0.088
School connectedness �0.063* 0.028 �0.951* 0.404

SE, standard error.
Sex, age, grade, residence, family economic status, parental educational year,
maternal educational year, only child, left-behind adolescent, academic perfor-
mance, and school type were controlled in Models 1 and 2.
P̂ < 0.1, *P < 0.05, **P < 0.01, ***P < 0.001.

Table 1
Influence of family structure, parental monitoring, and school connectedness on
adolescent deviant behavior.

Variables Model 1 Model 2

b SE b SE

Family structure (ref: non-intact) �0.462** 0.137 �0.323* 0.131
Sex (ref: female) 0.506*** 0.067 0.334*** 0.067
Age 0.020 0.047 0.017 0.045
Grade (ref: 10th) 0.082 0.080 0.008 0.077
Residence (ref: urban) �0.173* 0.076 �0.238** 0.073
Family economic status (ref: low)
Middle �0.232* 0.109 �0.107 0.104
High 0.194 0.158 0.342* 0.151

Paternal educational year �0.004 0.014 �0.009 0.013
Maternal educational year 0.013 0.012 0.017 0.011
Only child (ref: no) �0.149 0.113 �0.140 0.108
Left-behind adolescent (ref: no) �0.121 0.079 �0.142^ 0.075
Academic performance �0.204*** 0.040 �0.136*** 0.039
School type (ref: private) �0.515*** 0.082 �0.349*** 0.079
Parental monitoring �0.048*** 0.006
School connectedness �0.039*** 0.005
Intercept 0.728 0.851 3.519*** 0.843

R2 0.100 0.185
n 1576 1576

SE, standard error.
P̂ < 0.1, *P < 0.05, **P < 0.01, ***P < 0.001.
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study found that Chinese adolescents in non-intact families tended
to report more deviant behaviors and depression, which was
mediated by parental monitoring and school connectedness.
Furthermore, urban and female adolescents in non-intact families
showed more deviant behaviors and depression, respectively,
whereas adolescents in reconstituted families showed more
deviant behaviors than those in single-parent families.

Chinese adolescents in non-intact families were found to report
more deviant behaviors and depression, and parental monitoring
and school connectedness were two significant pathways, which is
consistent with most previous evidence.6,16,30 Furthermore, there
are a few notable findings. First, the mediations of parental moni-
toring and school connectedness are slightly different. For adoles-
cent deviant behavior, the mediations of parental monitoring and
school connectedness are similar, whereas the mediation of
parental monitoring on adolescent depression is much smaller than
school connectedness. This finding suggests that family and school
environments have similar constraint intensities for adolescent
deviant behavior, but school environment exerts a stronger influ-
ence on adolescent mental health than family environment. A
possible explanation is that the psychological burden of Chinese
adolescents mainly comes from academic stress and social con-
nections at school.50

Second, sex and urban-rural heterogeneities were observed in
this study. Urban adolescents in non-intact families showed more
deviant behaviors than their rural counterparts, whereas girls in
non-intact families showed more depression than their male
counterparts, which are basically consistent with the results in
previous research.20,25,39 Rural adolescents have stronger psycho-
logical resilience and more psychological maturity than their urban
counterparts, which make the former show fewer deviant behav-
iors.24,40 Faced with family breakdown and reconstitution, girls
have more disadvantages in psychological development, with high
psychological susceptibility and more social stress,20,25,38,39 which
makes them show more psychological problems.

Finally, the effect sizes of single-parent and reconstituted fam-
ilies on adolescent depression were similar, but the negative effect
of reconstituted family on adolescent deviant behavior was larger
than that of single-parent family. After the breakdown of family
structure, it is hard for most adolescents to quickly accept a
‘stranger’ as their stepfather or stepmother and adapt to a new
parentechild relationship.51 Thus, family reconstitution may lead
to tension in parentechild relationship,52 and involvement in
aggressive deviant behavior is a means for adolescents to express
their resistance, especially for boys.53

Accordingly, public health policies for children and adolescents
should give priority to addressing the behavioral andmental health
problems of adolescents living in non-intact families that result
from parental divorce or other reasons. First, more attention should
be paid to adolescent mental health problems, especially those
caused by academic stress and isolation. Second, we need to focus
on the behavioral andmental health of adolescents in single-parent
and reconstituted families. Parents should increase their supervi-
sion on their children's learning and life and try to build a good
parentechild relationship. A friendly campus environment needs to
be created to enhance school belonging of adolescents in non-
intact families, and the coordination between school and family
education should be further strengthened. Finally, it is crucial to
pay attention to the mental health of girls and behavioral health of
urban adolescents, as well as the rebellious behavior of adolescents
in reconstituted families. Both biological parents and stepparents
should be encouraged to actively communicate with their children
to help them grow up more healthily.

There are some limitations to this study. First, non-intact family
structure can be caused by various reasons, which may bring about

distinct influences on adolescent healthy growth. However, we did
not consider and distinguish them. Second, we can hardly establish
a causal link between family structure and adolescent health only
using cross-sectional survey data and ordinary least squares model.
Third, all adolescents were recruited from high schools, and the
sample size was smaller. Finally, as all the questionnaires were
filled by adolescent samples, there might be some biases in the
measurement of variables, such as deviant behavior and parental
monitoring. Therefore, further studies are needed to elucidate the
mechanisms of family structure on adolescent health using na-
tionally representative longitudinal data.
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a b s t r a c t

Objective: This article presents a real-world evaluation of a digital intervention, ‘Let's Move with Leon’,
designed to improve physical activity and health-related quality of life (HRQoL) in people with a
musculoskeletal condition.
Study design: A pragmatic randomised controlled trial.
Methods: After randomisation and withdrawals were removed, 184 participants were assigned to receive
the digital intervention with 185 assigned to a control group. Self-reported physical activity was the
primary outcome. Health-related quality of life, the number of days completing strength-based exercises
per week, the capability, opportunity, and motivation to be active, and step count were secondary
outcomes. Outcomes were assessed over 4, 8 and 13 weeks.
Results: Significant improvements were seen for self-reported physical activity at 13 weeks, reported
strength days at 8 weeks, perceptions of physical capability and automatic motivation to be active at 4
and 8 weeks. No improvements were seen in step count or HRQoL over the control group.
Conclusion: Digital interventions such as ‘Let's Move with Leon’ have the potential to increase physical
activity in people with a musculoskeletal condition; however, improvements are likely to be small. Small
improvements in physical activity may not be enough to improve HRQoL.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is

an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Introduction

Physical activity has many benefits for people with a musculo-
skeletal condition, such as pain reduction, improved physical
function and mental well-being, and protection against other long-
term conditions such as heart disease and diabetes.1e6 It is esti-
mated that 18.8 million people in the UK have a musculoskeletal
condition, many are not active to the required levels, with between
33% and 49% classified as completely inactive.7

Digital interventions may improve physical activity in older
adults8 but there is limited evidence in people with arthritis9

highlighting the need for robust evaluation of such interventions.
UK charity Versus Arthritis developed a digital intervention to
support people with a musculoskeletal condition (Inflammatory
arthritis, Osteoarthritis, chronic or long-term joint pain,

Osteoporosis or weakening of the bones) to become physically
active, taking an evidence-based approach. Using the COM-B
model, which postulates that capability, opportunity and motiva-
tion need to align to influence behaviour, and the Behaviour Change
Wheel to facilitate intervention development, a digital intervention
was created.10,11

The digital intervention, ‘Let's Move with Leon’ (LMWL), is
composed of 12 prerecorded YouTube exercise sessions, each last-
ing around 30 min in length, details of which are sent weekly over
email, coupled with a 35-page Activity Tracker, which can be
printed or completed digitally. The LMWL videos encourage sup-
plementary outdoor activity. Intervention users have access to an
online Activity Hub which provides introductory videos, videos on
how to get started with the programme, and videos on how to get
up and down from the floor safely. Users can access a frequently
asked questions section, an online community, and information
about the benefits of physical activity. The use of intervention
functions, behaviour change techniques, and implementation
approaches are reported elsewhere.11 This article presents a real-
world evaluation of LMWL assessing the intervention's
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effectiveness at improving physical activity and health-related
quality of life (HRQoL).

Methods

Study design

A randomised controlled design is recognised to provide the
best possible measure of effectiveness and was therefore selected
for this evaluation. The evaluation was registered and an Interna-
tional Standard Randomised Controlled Trial Number obtained.12

The evaluation was conducted and is reported in accordance with
the Consolidated Standards of Reporting Trials.13

Recruitment and randomisation

Adult participants (aged 18 years and older) with a musculo-
skeletal condition, who could read English, provide consent, were
computer and Internet literate with a working email account were
eligible to take part. Digital consent was obtained following the
British Psychological Society ethics guidance for Internet-mediated
research.14

Participants were recruited using Facebook advertising between
1 August and 6 September 2021. Two thousand, eight hundred
thirty-six participants expressed an interest in the study and were
sent further participant information; 541 provided consent with
389 providing complete baseline data. Randomisation took place
following the collection of baseline information. Interested partic-
ipants were asked at the expression of interest stage to confirm that
they had not taken part in 150 min or more physical activity that
raised their breathing rate in a normal week, and that they had not
participated in a Versus Arthritis physical activity programme
within the last 12 months.

Participants were randomised by the principal investigator us-
ing simple randomisation to receive the LMWL intervention, or a
survey to collect data on the outcome measures; 195 participants
were assigned to the intervention group, and 194 to the control.
Twenty participants withdrew from the study and had their data
removed; 9 in the control (6 due to ill health and 3 due to joint
replacement operations); 11 in the intervention group (7 due to ill
health, 2 due to joint replacement operation, 1 due to digital liter-
acy and 1 no longer interested in taking part) resulting in 184 in the
intervention group and 185 in the control group. Participant in-
formation was collected on date of birth, gender, ethnicity,
musculoskeletal condition and time since diagnosis to assess
baseline characteristics between groups.

Data collection and outcome measures

The evaluation assessed the following outcomes:

1. Physical activity using the Active Lives Short Measure
2. The number of days completing strength-based exercises per

week using the Active Lives Short Measure
3. HRQoL measured using the EQ5D-5L
4. Participant's capability, opportunity andmotivation (components

of the COM-B model) to be physically active assessed using a 6-
item questionnaire based on the work of Keyworth et al.15

5. Step count was assessed by participants' smartphones (if they
had one) using the ‘Pedometer a e Step Counter’ app

6. Usage data were collected for the intervention components
(email, video, activity tracker, and the social networkingoptions).

Self-reported physical activity was the primary outcome. The
study was powered to see a 10% increase in minutes of physical

activity over 13 weeks from baseline measures. All measures were
collected over email using Qualtrics™; reminders were sent by
email and text message. Participants were asked to report any
adverse consequences from study involvement to the principal
investigator; no adverse consequences were reported.

Data analysis

Data were analysed using intention-to-treat analysis with
multiple imputation used for missing data. The exception was for
step count where per-protocol analysis was performed. Data were
analysed at weeks 4, 8 and 13weeks in the intervention and control
groups, and 6 months post-intervention in the intervention group
only to assess maintenance of any changes. Usage data were ana-
lysed descriptively, coupled with regression analysis to identify
those more likely to use the intervention videos from baseline
measures of age, gender, ethnicity, physical activity and strength
days, HRQoL and COM-B component scores.

The t-test was used to assess between-group and within-group
differences for improvements (or not) from baseline to weeks 4, 8,
and 13 for all outcomemeasures. A ceiling of 840minperweek (14 h
or 2 h per day) was placed on the levels of self-reported physical
activity.Usageof the LMWLvideo componentwas correlatedagainst
the improvements in all outcome measures over 13 weeks but
excluding step-countdata as this constitutedamore limiteddata set.

Let's Move with Leon was developed using the COM-B model,
assuming that the COM-B model could predict physical activity
behaviour. Therefore, physical activity was correlated against
capability, opportunity andmotivation to be active at the end of the
intervention period of 13 weeks in the intervention group, assess-
ing the link between theory and behaviour.

Results

The flow of participants through this study is presented in Fig. 1.
The baseline characteristics of the participants are presented in
Table 1. The baseline characteristics were broadly similar across
groups. Despite asking participants to confirm that they did not
complete 150 min of moderate-intensity activity (or more) in a
normalweek, 35 participantswere classified as active at baseline,17
in the intervention group and 18 in the control group. These par-
ticipants were not excluded from the study and are included in the
analysis.

Participants were not representative of the UK population of
people with a musculoskeletal condition being significantly over
representative of females (96.5% compared to 55.9%), white people
(97.8% compared to 91.7%), with a slightly younger profile (63.1%
aged between 35 and 64 years and 35.5% aged 65 years and older
compared to 49.6% and 34.1%, respectively) and a greater number
classified as inactivity (68.6% compared to 49%).7 It is postulated
that the characteristics of participants (predominantly female and
white) reflect the audience likely to engage with the charity
through Facebook marketing.

Outcomes

The outcome measures are presented in Table 2.
Significant improvements were seen in self-reported moderate

to intense physical activity between groups at 13 weeks and in the
number of strength days performed each week at 8 weeks.
However, the objective measure of weekly steps did not show any
significant difference. The intervention group reported significant
improvements over the control in the behavioural components of
physical capability and automatic motivation at 4 and 8 weeks but
not at 13 weeks.
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Within-group analysis of the before and after data shows sig-
nificant improvements at all time points from baseline measures
and also at 6-month follow-up in the intervention group for self-
reported physical activity minutes, strength days per week,
HRQoL, and the behavioural components of reflective and auto-
matic motivation, and physical capability (not at 6-months). The
control group reported significant improvements in self-reported
physical activity minutes, and HRQoL at weeks 4, 8 and 13, and at
weeks 4 and 13 for strength days per week.

Table 3 outlines the use of the LMWL components at weeks 1, 4,
8 and 13.

Intervention use

The usage data suggest that only 70.11% of participants engaged
with the intervention in week 1 of the study, with only 45.11%
watching the first video. Even fewer used the activity tracker
(14.13%) and the social networking opportunities (10.87%). The
number of people engaging with the intervention decreased over
time. Usage of the LMWL video over the 13 weeks showed a weak
yet significant correlation with the 13-week improvement in
strength days (r2 ¼ 0.186, P < 0.05). No other correlations were
found.

Regression analysis suggested that those who were older (OR:
0.09, 95% CI 0.02e0.16, P ¼ 0.01) and with a higher automatic
motivation score at baseline (OR: 0.39, 95% CI 0.06e0.71, P ¼ 0.02)
were more likely to make use of the videos; no other relationships
were found.

Relationship between COM-B component and physical activity
behaviour

The correlations between COM-B component and self-reported
physical activity are presented in Table 4.

Discussion

Robustly developed evidence-based interventions for chang-
ing physical activity only, rather than multiple lifestyle behav-
iours, with a focus on integration into everyday life have been
shown to be effective.16 This trial found that LMWL improved self-
reported physical activity over 13 weeks. However, whilst a pos-
itive trend is seen in objectively measured step count, no signifi-
cant difference is observed. A 2018 systematic review from
Griffiths et al.9 of the effect of interactive digital interventions on
physical activity in people with inflammatory arthritis supports

Fig. 1. Flow of participants through the evaluation.
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this, reporting no significant difference in objectively measured
physical activity, but improvement in self-reported physical ac-
tivity. It is noted that use of smartphone data to track steps, as in
our trial, can have high variability17 and therefore comparison to
other objective measures should be interpreted with caution. All
studies included in the review by Griffiths et al.9 had a sample size
of less than 160 total participants, smaller than this evaluation.
Three hundred sixty-nine participants are included in this eval-
uation, of which 171 provided step-count data at 13 weeks (91 in
the control group and 80 in the intervention group); it could be
that the sample size of 171 was not large enough to pick up small
changes in this outcome.

The number of days completing strength-based exercises
increased significantly over 8 weeks. Interestingly, strength days
continued to increase within the intervention group at 6 months,
whereas self-reported physical activity declined. The 6-month
follow-up fell within the winter months which may explain this.

Other digital interventions are identified in the extant literature
that include a strength component to their programme; however,
the frequency of days performing strength-based exercises are not
reported so it is not possible to draw comparison.18e25 LMWL did
not improve HRQoL, a finding supported in the wider literature.9,26

As explained by Griffiths et al.,9 HRQoL is multifaceted, and
improving physical activity in isolation may not be enough to in-
fluence this outcome.

Berry et al.16 identify that intervention usage is poorly reported
in the extant literature. This research reviewed usage of the LMWL
components; 72.3% of participants made use of at least one LMWL
video, 27.2% used 8 videos or more, much lower than that reported
for other digital behaviour change interventions.16,27 The rate of
intervention use declined over time, as is common.16 It is a concern
that 27.7% of participants did not make use of any videos. This
suggests that the LMWL intervention does not meet the needs of
many; a process evaluation is required to better understand this.

Table 1
Participant characteristics.

Intervention % Control % Total %

Gender
Male 7 3.80 4 2.16 11 2.98
Female 176 95.65 180 97.30 356 96.48
Non-Binary 0 0.00 1 0.54 1 0.27
Prefer not to say 1 0.54 0 0.00 1 0.27

Age 184 185
<20 0 0.00 0 0.00 0 0
20e34 3 1.63 2 1.08 5 1.36
35e44 8 4.35 10 5.41 18 4.88
45e54 35 19.02 31 16.76 66 17.89
55e64 75 40.76 74 40.00 149 40.38
65e74 50 27.17 61 32.97 111 30.08
75e84 12 6.52 6 3.24 18 4.88
85þ 1 0.54 1 0.54 2 0.54
Mean 60.57 61.26 60.91

Ethnicity
White 180 97.83 181 97.84 361 97.83
All other ethnicities 4 2.17 4 2.16 8 2.17

Time since diagnosis
No diagnosis 12 6.52 8 4.32 20 5.42
Less than 4 weeks ago 3 1.63 0 0.00 3 0.81
4 weeks up to 1 year 12 6.52 17 9.19 29 7.86
1 year to 5 years 63 34.24 52 28.11 115 31.17
More than 5 years 90 48.91 107 57.84 197 53.39
Other 4 2.17 1 0.54 5 1.36

Condition
Inflammatory arthritis or autoimmune disease 65 35.33 65 35.14 130 35.23
Osteoarthritis 125 67.93 124 67.03 249 67.48
Chronic or long-term/ongoing joint pain 116 63.04 107 57.84 223 60.43
Osteoporosis/thinning/weakening of the bones 17 9.24 11 5.95 28 7.59
Another form of joint pain 33 17.93 44 23.78 77 20.87
Data not provided 1 0.54 0 0.00 1 0.27
Multiple conditions (included within the above numbers) 122 66.30 119 64.32 241 65.31

Physical activity
Inactive 134 72.83 119 64.32 253 68.56
Moderately active 33 17.93 48 25.95 81 21.95
Active 17 9.24 18 9.73 35 9.49
Mean mins of moderate/vigorous intensity activity (over 7 days) 44.18 55.82
Mean strength days (over 7 days) 1.15 1.28
Mean step count (7 days) 29756.98 27755.01

Health-related quality of lifea

Mean health utility score 0.52 0.53
Physical activity behavioural componentsb

Capability (physical) 5.48 5.76
Capability (psychology) 8.27 8.35
Opportunity (physical) 7.05 7.19
Opportunity (social) 6.48 6.30
Motivation (reflective) 5.14 5.46
Motivation (automatic) 4.76 5.10

a Scale e 0.594 to 1.
b Scale 1e 10.
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Those who did not engage with the first exercise video were more
likely to disengage with the programme highlighting the need for
early engagement. Data collected in this trial suggest that older
people and those more motivated are more likely to have higher
intervention engagement, this warrants consideration by digital
behaviour change intervention designers.

The relationship between use and outcomes is inconclusive;28,29

however, greater usage may result in small improvements in
physical activity, particularly in regard to strength. It is possible that
a sense of commitment to a physical activity programme, with the
regular monitoring of outcomes, could be enough to facilitate
behaviour change regardless of levels of engagement in the pro-
gramme itself.30

The Behaviour Change Wheel has been used previously to
develop a digital intervention to improve physical activity in people

with diabetes;31 however, it is believed that the use of this
approach in the development of LMWL is the first in people with
musculoskeletal conditions. Therefore, it is difficult to draw
comparison to the wider literature on the specific behavioural
components of the COM-B model which sits at the centre of the
Behaviour Change Wheel.

LMWL significantly improved perceived physical capability at
8 weeks over a controlled comparison; improvements in physical
function from physical activity in people with a musculoskeletal
condition are widely reported.2 The baseline measures for the
psychological capability domain were the highest across all of the
COM-B components, with scores of 8.27 and 8.35 in the inter-
vention and control groups, respectively. It is argued that these
high scores suggest that participants attracted to this research
had good knowledge on the benefits of being active, therefore,

Table 2
Change in outcome measures.

Outcome and period Intervention Control Difference (95% CI)

Change in physical activity minutes per week
Baseline to week 4 68.79*** 42.02** 26.77 (�8.06 to 61.60)
Baseline to week 8 64.93*** 38.89** 26.04 (�5.60 to 57.68)
Baseline to week 13 69.78*** 29.98** 39.80 (7.02e72.59)þ
Baseline to 6 months 53.75**

Change in strength days per week
Baseline to week 4 0.69*** 0.40** 0.29 (�0.12 to 0.71)
Baseline to week 8 0.75*** 0.24 0.51 (0.10e0.91)þ
Baseline to week 13 0.61*** 0.33* 0.28 (�0.16 to 0.72)
Baseline to 6 months 0.91***

Change in HRQoL (health-utility score e point-specific measure e scale ¡0.59 to 1)
Baseline to week 4 0.07*** 0.04** 0.03 (0.00e0.07)
Baseline to week 8 0.08*** 0.05*** 0.03 (�0.01 to 0.07)
Baseline to week 13 0.06*** 0.05*** 0.01 (�0.02 to 0.05)
Baseline to 6 months 0.05***

Change in physical capability (scale 1e10)
Baseline to week 4 0.46** �0.02 0.48 (0.02e0.95)þ
Baseline to week 8 0.54** �0.02 0.56 (0.04e1.08)þ
Baseline to week 13 0.47* 0.17 0.3 (�0.23 to 0.82)
Baseline to 6 months 0.22

Change in psychological capability (scale 1e10)
Baseline to week 4 �0.21 �0.31* �0.1 (�0.30 to 0.52)
Baseline to week 8 �0.22 �0.26 �0.04 (�0.36 to 0.46)
Baseline to week 13 �0.35* �0.48** �0.13 (�0.29 to 0.54)
Baseline to 6 months �0.40

Change in physical opportunity (scale 1e10)
Baseline to week 4 �0.10 �0.29 �0.19 (�0.34 to 0.72)
Baseline to week 8 �0.18 �0.18 0.00 (�0.54 to 0.54)
Baseline to week 13 �0.20 �0.17 0.03 (�0.59 to 0.53)
Baseline to 6 months �0.17

Change in social opportunity (scale 1e10)
Baseline to week 4 0.21 0.22 �0.01 (�0.54 to 0.54)
Baseline to week 8 0.17 0.31 �0.14 (�0.68 to 0.41)
Baseline to week 13 0.00 0.28 �0.28 (�0.84 to 0.27)
Baseline to 6 months 0.11

Change in reflective motivation (scale 1e10)
Baseline to week 4 0.63*** 0.44* 0.19 (�0.34 to 0.73)
Baseline to week 8 0.68*** 0.43* 0.25 (�0.29 to 0.79)
Baseline to week 13 0.45* 0.34 0.11 (�0.47 to 0.69)
Baseline to 6 months 0.68**

Change in automatic motivation (scale 1e10)
Baseline to week 4 0.42* �0.21 0.63 (0.08e1.18)þ
Baseline to week 8 0.59** �0.11 0.70 (0.18e1.22)þþ
Baseline to week 13 0.52** 0.06 0.46 (�0.09 to 1.02)
Baseline to 6 months 0.44*

Change in weekly step counta

Week 4 2931.75* 3537.98 �606.23 (�5048.45 to 3836.00)
Week 8 1251.34 3323.43* �2072 (�6931.34 to 2787.33)
Week 13 3908.91 2782.42 1126 (�4098.88 to 6531.87)

Within group: *P ¼ <0.05; **P ¼ <0.01; ***P ¼ <0.001.
Between group: þP ¼ <0.05; þþP ¼ <0.01.

a Missing data were imputed for all outcomes with the exception of weekly step count which was assessed on a per-protocol basis where matched pairs were
available.
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improvements in this area were less likely to occur. However, a
decrease in this behavioural component in both intervention and
control groups was unexpected. This domain includes sufficient
knowledge, memory, attention, decision-making skills and the
mental stamina to be active. It is possible that the repeated data
collection processes, which took between 8 and 10 min to com-
plete, could have created some mental fatigue and impacted the
mental stamina of participants over time. Furthermore, the
timing of the study may have played a part. Participants started
the programme at the end of the summer months, finishing
during winter. As the LMWL videos encouraged supplementary
outdoor activity, poor weather could have impacted on the
mental stamina to take part in physical activity outside and in
general.32 This too could explain the slight negative movement of
the physical opportunity scores in the intervention and control
groups.

The social opportunity domain includes the support from
friends and family. This behavioural domain remained relatively
stable across both the intervention and control groups, with no
significant changes. This finding is supported by the previous
analysis of secondary data.11 A challenge of digital interventions
is to create the social interaction that participants would expe-
rience in a face-to-face setting; the lack of use of online forums
and social media in such digital interventions is supported by
Webb et al.33

The physical opportunity domain includes having the time and
sufficient resources to be active. As with the social opportunity
domain, no significant changes were reported. Scores for physical

opportunity could be considered high at baseline, with scores of
7.05 and 7.19 out of 10 for the intervention and control groups,
respectively, and therefore less amenable to change.

Baseline scores for the behavioural components of reflective
(5.14 intervention and 5.46 control) and automatic motivation (4.76
intervention and 5.10 control) were the lowest when compared to
the other behavioural components. The intervention group
reported significant within-group improvements in reflective
motivation, with the improvement maintained at 6 months. How-
ever, the control group also showed a significant within-group
improvement at 4 and 8 weeks. No significant differences were
reported between groups. This suggests that simply monitoring
physical activity may be enough to increase the desire to be phys-
ically active, at least in the short-term.34 Similarly, a propensity for
making exercise a habit was evidenced by improved automatic
motivation, being active without having to be reminded or having
to think about it, in the intervention group when compared to the
control group at 4 and 8 weeks.

The COM-B component of automatic motivation had a signifi-
cant moderate correlation to physical activity at 13 weeks in the
intervention group; all other COM-B components had a significant
yet weak correlation. Research into the predictive validity of the
COM-B model for physical activity suggests that the motivation
component is the most important directly explaining 49% of the
variance.35 Howlett et al.35 argue that the COM-B model performs
well against other commonly used theories to explain physical
activity. Our trial suggests that the usefulness of the COM-B model
as a basis for intervention design in regard to physical activity re-
mains unclear.

Implications for practice and future research

To the knowledge of the authors, this is the first pragmatic trial
investigating the impact of a digital intervention on the compo-
nents of physical activity behaviour using the COM-B model.
Physical activity interventions based on the COM-B model should
be robustly evaluated to add to the limited evidence on its use and
usefulness. Standardmeasures should be used to collect data on the
COM-B components to allow for comparison across intervention
studies.15

Digital behaviour change interventions have the potential to
increase physical activity;8,27 however, improvements are likely to
be small. Digital behaviour change interventions such as LMWL
are likely to attract those that are inactive, ready to make a change,
who have a knowledge of why physical activity is important.
Digital interventions that are tailored to the individual are sug-
gested to be effective;9 whilst participants set their own goals and
targets in LMWL, there is no specific tailoring to the participants; a
change in this area may help increase the impact of the inter-
vention. Engagement should be monitored closely as creating a
sense of commitment to a programme with regular monitoring
may be enough to instigate a change regardless of intervention
engagement.

Future research and practice should consider the usage, adher-
ence and attrition of digital interventions, even when participants
are self-selecting. Comparisons between digital interventions and
face-to-face delivery also warrant investigation.27 Creating a sense
of commitment and the monitoring of behaviour could be useful
behaviour change techniques in supporting people to becomemore
active.

This evaluation demonstrates that smartphone accelerometers
can provide a useful mechanism to collect objective step-count
data. It is acknowledged that smartphones are not a research
grade objective measure; however, they offer a low-cost opportu-
nity to evaluate physical activity programmes alongside self-

Table 3
Intervention usage over 13 weeks.

Yes No Blank % Of total participantsa

Yes No/blank

Week 1 Opened email 129 13 42 70.11% 29.89%
Watched video 83 46 55 45.11% 54.89%
Used tracker 26 102 56 14.13% 85.87%
Accessed social
network site

20 121 43 10.87% 89.13%

Week 4 Opened email 105 32 47 57.07% 42.93%
Watched video 83 22 79 45.11% 54.89%
Used tracker 24 76 84 13.04% 86.96%
Accessed social
network site

14 120 50 7.61% 92.39%

Week 8 Opened email 76 35 73 41.30% 58.70%
Watched video 54 22 108 29.35% 70.65%
Used tracker 8 65 111 4.35% 95.65%
Accessed social
network site

5 106 73 2.72% 97.28%

Week 13 Opened email 85 48 51 46.20% 53.80%
Watched video 54 31 99 29.35% 70.65%
Used tracker 5 77 102 2.72% 97.28%
Accessed social
network site

13 119 52 7.07% 92.93%

a It was assumed that if the question was not answered then the participants did
not use the intervention component.

Table 4
Correlation of the COM-B components to physical activity minutes in
the intervention group.

End of intervention e week 13 R value

Capability e physical 0.25***
Capability e psychological 0.16***
Opportunity e physical 0.13**
Opportunity e social 0.16***
Motivation e reflective 0.27***
Motivation e automatic 0.42***

**P ¼ <0.01; ***P ¼ <0.001.
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reported measures which are known to over-report physical ac-
tivity. Furthermore, smartphone interventions have shownpromise
in improving physical activity;36 this offers an additional oppor-
tunity for future digital intervention development.

Strength and limitations

The sample size in this evaluation is larger than other identified
digital intervention trials.18e25 However, the sample is not repre-
sentative of the wider population of people with musculoskeletal
conditions in the UK; therefore, caution is advised when general-
ising the findings. A further limitation is that follow-up in this
evaluation was only for 6 months. Ideally, behaviour change in-
terventions should be followed up for at least a year.37

This study had one primary outcome, that of self-reported
physical activity. It could be argued that with multiple analyses of
secondary outcomes that a study-wide correction was necessary.
We have taken the view of Perneger38 ‘describing what was done
and why, and discussing the possible interpretations of each result,
to enable the reader to reach a reasonable conclusion.’ (p. 1237).

This trial demonstrates that it is possible to use smartphone
accelerometers as a tool to support data collection in regard to
physical activity, albeit step count only. It is acknowledged that not
all will possess a smartphone, or know how to monitor steps;
however, we contend that this offers an alternative to self-reported
physical activity. As we have shown, the choice of activity measure
can have important consequences for the outcome of physical ac-
tivity trials.

In summary

Digital interventions such as LMWL have the potential to in-
crease physical activity in people with a musculoskeletal condition
who are aware of the benefits of being active. However, improve-
ments in physical activity are likely to be small and intervention
usage sporadic. Small improvements in physical activity on their
own are likely to be insufficient to deliver sustainable improve-
ments to broader quality of life.
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a b s t r a c t

Objectives: To analyze the rates of breast cancer survival among Black and White women according to
age and stage at diagnosis.
Study design: A retrospective cohort study.
Methods: The study examined women registered in the population-based cancer registry of Campinas in
2010e2014. The primary variable was the declared race (White or Black). Other races were excluded.
Data were linked with the Mortality Information System, and missing information was accessed by active
search. Overall survival (OS) was calculated by the Kaplan-Meier method, comparisons were done by chi-
squared tests, and hazard ratios were examined by Cox regression.
Results: The total numbers of new cases of staged breast cancer among Black and White women were
218 and 1522 cases, respectively. The rates of stages III/IV were 35.5% among White women and 43.1%
among Black women (P ¼ 0.024). The frequencies among White and Black women under 40 years old
were 8.0% and 12.4% (P ¼ 0.031), 19.6% and 26.6% (P ¼ 0.016) for ages of 40e49 years, and 23.8% and 17.4%
(P ¼ 0.037) for ages of 60e69 years, respectively. The mean OS was 7.5 years (7.0; 8.0) among Black
women and 8.4 years (8.2; 8.5) among White women. The 5-year OS was 72.3% among Black women and
80.5% among White women (P ¼ 0.001). Black women had an age-adjusted risk of death that was 1.7
times higher (1.33; 2.20). The risk was 6.4 times higher for diagnoses in stage 0 (1.65; 24.90) and 1.5
times for diagnoses in stage IV (1.04; 2.17).
Conclusion: The 5-year OS for women with breast cancer was significantly lower among Black women
than White women. Black women were more frequently diagnosed in stages III/IV, and their age-
adjusted risk of death was 1.7 times higher. Differences in access to care may explain these differences.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

Breast cancer is a widespread problem among women world-
wide and a significant cause of mortality and morbidity. It pre-
dominantly affects women between 40 and 69 years old and is the
second leading cause of death by cancer among women.1 Some
predictive factors are age, stage, and size of the tumor at diagnosis,
as well as socio-economic status, therapeutic management, and

delays in treatment. The role of ethnicity and race is not yet evident
or accepted.

Disparities related to ethnicity in breast cancer have been
addressed in epidemiological research.2,3 The incidence among
Black women is slightly reduced compared to White women, yet
some studies have shown that mortality rates among Black women
are higher.2,4 A recent study in Brazil demonstrated increasing
mortality rates among Black women and decreasing rates among
White women.5 Black women present more regional and distant
stage diseases and less localized breast cancers.6 Lower survival
rates by stage are also reported.2,3

In Brazil, Black women and multiracial women with Black with
White represent 55% of the population.7 This population is themost
economically disadvantaged and faces structural racism. They have
a lower life expectancy, and mortality rates due to breast cancer
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have increased.8,9 It is interesting to examine how this can interfere
with access to care and its quality.

Disparities in survival among Black women and White women
are related to late diagnosis, tumor characteristics, comorbidities,
access, delays, adherence, and treatment response. The main
objective of this study was to verify and compare breast cancer
survival rates between Black women and White women according
to age and stage at diagnosis. This population-based cohort study
was performed in Campinas in S~ao Paulo State, Brazil, which is an
urban middle-income region.

Methods

This population-based retrospective cohort study examined
women diagnosed with breast cancer from 2010 to 2014 in Cam-
pinas, S~ao Paulo, Brazil. It was conducted using data available in the
population-based cancer registry (PBCR) of Campinas, and the
primary variable for analysis was the declared race of the women.
Campinas is a city of around 1.2 million inhabitants and is 100 km
away from the city of S~ao Paulo in the southeast region of Brazil.
The human development index of the city is 0.805, which is over
the national average. Health care is free of charge to all citizens
through the Brazilian public health system. However, half of the
Campinas population also uses private insurance financed by the
user or employer.

The PBCR is managed by the Surveillance Sector of the Munic-
ipal Health Secretary (MHS), which collects information on all
cancers diagnosed in the city, whether from the public or the pri-
vate care system. The PBCR collects information such as cancer site,
morphology, age, stage, and vital status. There is a link with the
Mortality Information System (MIS) of the MHS, and this database
was re-checked manually by the research team. For cases with
missing information on death or stage, the research team actively
searched the hospital-based cancer registries and records of the
city's leading public and private clinics. Cases were censored at the
last follow-up visit. Cases without vital status or with missing in-
formation on the last follow-up visit were considered alive until
March 31, 2020. MIS is updated periodically from the surrounding
cities and by the state's MIS. It is very unlikely that awoman's death
from this sample would not be registered on MIS.

The stage at diagnosis was recorded according to the criteria of
the American Joint Committee on Cancer as stages 0 to IV. Race in
the PBCR is recorded according to the most accurate registry
accessed with aims of consistency of the data, including the pa-
thology result, clinical or hospital service records, and death cer-
tificates. The self-declared race is the predominant way to register
race in the health sector.

The database examined was primarily composed of 2715 pa-
tients, of which 2276 (83.8%) declared a race. The analysis involved
Whitewomen and Blackwomen. In this study, ‘Black women’ refers
to both Black women and multiracial women of both African and
European descent. Women of other races (1.6%) were excluded. Of
the remaining 2239 cases, stage was not indicated in 499 cases,
which were also excluded, leading to a total sample of 1740women.

Using the Kaplan-Meier method, overall survival was calculated
from the diagnosis dates (histopathologic result) until death,
censorship, or the end of the study. The method was also used to
measure survival according to race and stage at diagnosis. Chi-
squared tests were applied to compare categorical variables be-
tween Black women and White women. Cox regression models
were used to calculate hazard ratios (HRs) and 95% confidence in-
tervals (95% CIs). These models were used to characterize the
relationship between race and risk of death amongst women ac-
cording to age and stage at diagnosis, as well as to account for
disparities in follow-up/survival time. The computer program SAS

for Windows version 9.2 was used for statistical analysis (SAS
Institute Inc, 2002e2008, Cary, NC, USA).

This study was part of a regular research project funded by
FAPESP under number 2017/21908-1. It was approved by the Uni-
camp Research and Ethics Committee and registered under number
CAAE 89399018.2.0000.5404. The committee waived the informed
consent form requirement due to the retrospective nature of the
study. The confidentiality of the information collected was
guaranteed.

Results

From 2010 to 2014, in the city of Campinas, the total numbers of
new staged cases of breast cancer among Black women and White
women were 218 and 1522 cases, respectively. Table 1 shows
comparisons between races and stage groups. There were signifi-
cantly more cases diagnosed in stages III and IV among Black
women than among White women (35.5% among White and 43.1%
among Black women, P ¼ 0.024). Table 1 also compares the pro-
portion of new cases according to age group and race. The results
showed a significantly higher frequency of breast cancers among
Black women than among White women under 40 years of age
(12.4% vs. 8.0%, P ¼ 0.031) and from 40 to 49 years of age (26.6% vs.
19.6%, P ¼ 0.016). The frequency of breast cancer was lower among
Black women aged 60e69 years (17.4% and 23.8%, P ¼ 0.037).

The mean overall survival was 7.5 years (7.0; 8.0) among Black
women and 8.4 years (8.2; 8.5) among White women. Table 2 and
Fig. 1 show the KaplaneMeier results according to stage group and
race. The five-year overall survival was 72.3% among Black women
and 80.5% among White women (P ¼ 0.001). There was no signif-
icant difference in survival between races according to the group of
stages.

Table 3 presents the age-adjusted risk of death by stage.
Compared to White women, Black women had a 1.7 times higher
risk of death than White women (95% CI 1.33e2.20). The risk ac-
cording to stage was 6.4 times as high for diagnoses in stage
0 (1.65e24.90) and 1.5 times as high for diagnoses in stage IV
(1.04e2.17).

Discussion

This study showed that in Campinas, Brazil, the 5-year overall
survival was lower among Black women and that the age-adjusted
risk of death was 1.7 times higher compared toWhite women. Race
disparities in mortality and survival have already been reported in

Table 1
Distribution of breast cancers according to stage group, age group, and race in
Campinas, Brazil, from 2010 to 2014.

Black White P-value

n % N %

Stage
0 (in situ) 21 9.6 196 12.9 0.175
I + II 103 47.3 789 51.8 0.205
III + IV 94 43.1 537 35.3 0.024
Overall 218 100.0 1522 100.0

Age group
Under 40 27 12.4 122 8.0 0.031
40 to 49 58 26.6 298 19.6 0.016
50 to 59 61 28.0 410 26.9 0.746
60 to 69 38 17.4 362 23.8 0.037
70 to 79 25 11.5 235 15.4 0.124
Over 79 9 4.1 95 6.3 0.218
Overall 218 100.0 1522 100.0

P-value: chi-squared test.
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the literature.2,4,10e12 The lower survival observed among Black
women is probably due to multiple factors, such as social, eco-
nomic, biological, and even cultural factors.13 The differences
observed in late diagnoses support that access to the health system
may play a crucial role.

The lower survival observed among Black women may be
explained by the biological characteristics of the tumors. We do not
have access to the molecular profile of tumors in the PBCR, but a
biological explanation is usually the first hypothesis considered for
this issue. Regarding histology and molecular subtype, Black
women are more affected by more aggressive subtypes.2,10,14e16

White women are reported to have a higher proportion of can-
cers with hormone receptors, implying a better prognosis due to
specific hormone therapy.2,17,18

It is important to note that racial disparities are possible even in
less aggressive subtypes. Evidence shows up to 18% higher risk of

death from breast cancer in the population of Black women,
regardless of molecular subtype, age at diagnosis, marital status,
tumor characteristics, forms of treatment, socio-economic status,
and health insurance status.10 Black women are more likely to die
due to type A and type B luminal tumors.19

We observed a higher proportion of breast cancer diagnoses
among Black women under 50 years old. A significant proportion of
triple-negative breast cancer is diagnosed in women younger than
50 years.19 In addition, young Black women have a higher incidence
of more aggressive subtypes of breast cancer than women of other
ethnicities.20 Hung et al. reported an estimated life expectancy of
localized and distant stages of 32.1 and 7.4 years among young
Black women and 33.1 to 10.0 years among young White women.21

It is possible that the lower survival rate observed in this study was
due to more aggressive tumors in this group.

Regarding age, the literature points out a lower mean age at
diagnosis for Black women than for White women.2,3,10

Table 2
Two- and five-year overall survival of patients with breast cancer according to stage
group and race in Campinas, Brazil, from 2010 to 2014.

Stage Overall survival % (standard error %) P-value

White Black

2-year 5-year 2-year 5-year

0 (in situ) 99.0 (0.7) 96.9 (1.3) 95.2 (4.6) 84.7 (8.2) 0.082
I þ II 97.1 (0.6) 91.6 (1.0) 96.1 (1.9) 90.2 (2.9) 0.272
III þ IV 77.0 (1.8) 58.1 (2.1) 69.1 (4.8) 50.0 (5.2) 0.057
Overall 90.3 (0.8) 80.5 (1.0) 84.4 (2.5) 72.3 (3.0) 0.001

P-value: log-rank test.

Fig. 1. Survival according to stage in breast cancer according to race in Campinas, Brazil, from 2010 to 2014. P-value: log-rank test.

Table 3
Age-adjusted risk of death among Black women with breast cancer by stage
compared to White women in Campinas, Brazil, from 2010 to 2014.

P-value HRa 95% CI

Stage 0 0.007 6.40 1.65e24.90
Stage I 0.948 1.03 0.37e2.89
Stage II 0.049 1.88 1.01e3.54
Stage III 0.073 1.57 0.96e2.58
Stage IV 0.031 1.50 1.04e2.17
All stages <0.001 1.71 1.33e2.20

HRa: age-adjusted hazard ratio; CI: confidence interval. Cox regression analysis.
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Importantly, the increased incidence of breast cancer among young
Black women could also be related to high exposure to racism,
which is particularly significant among Black women under 50
years of age.22 Compared with women who are older, White, and
free of breast cancer, young Black women who are survivors of
breast cancer have reported a greater fear of dying, unmet
supportive-care needs, financial distress, and lower physical and
functional well-being.23

In this study, the age-adjusted risk of death was 6.4 times higher
among Black women diagnosed in stage 0 (in situ) compared to
White women diagnosed at the same stage. Several factors might
account for this disparity, and the most prominent ones are dis-
crepancies in comorbidities, lifestyle, socio-economic status, and
other competing risks. These could expose Black women to a more
considerable risk of dying, not only from cancer but also from other
causes. In the USA, for all age groups and stages, the crude risk of
death due to all causes was higher among Black women than
among White women.3

In addition, patients who suffer from racism are at increased risk
for obesity, tobacco use, and binge-type alcohol abuse.24 Rates of
racism in healthcare workers are similar to those found in the
general population.25 Those who experience racism while looking
for health services or even during care have a two to three times
greater chance of reporting reduced trust in healthcare systems and
professionals, lower satisfaction with health services, and
perceived quality of care.26 An assessment of satisfaction with
healthcare and hospitalization services in Brazil showed higher
dissatisfaction rates among Black women than White women,
which emphasizes the possibility of structural racism delaying
diagnosis.9

One of the findings of this study was that breast cancers among
Black women were diagnosed in later stages. Such data are sup-
ported by other studies carried out in Brazil27,28 and the USA.10 In
Brazil, breast and cervical cancer screening are opportunistic. In the
absence of a call and recall system, women's participation in
screening depends on their access to health services and the op-
portunity for screening. A study evaluating factors associated with
cervical cancer screening in the same region showed a 2.2 times
higher risk for Black women not being screened after adjustment
for socio-economic and demographic characteristics.29 Other
studies suggest that populations with lower income, less education,
and non-White race face barriers to screening.30,31

Some studies demonstrate Black women's difficulties in
accessing screening or seeking help during early presentation. The
reasons reported are low awareness of cancer symptoms and
knowledge of risk factors or personal risk, lack of trust in the
healthcare system, fear of conventional treatment, concerns about
interactions with doctors, and lack of confidence in healthcare
professionals.32,33 Another possible explanation is that the cancers
were diagnosed later because they might be more aggressive
tumors.2,10,34e36 However, it is essential to consider that survival
among Black women is usually the worst regardless of stage and
tumor type,10,37 which also suggests barriers to treatment access.

In the literature, Black women have more reported delays in
surgical treatment;38 more non-protocol treatments, such as less
surgical indication and less indication for sentinel biopsy and re-
constructions; and more significant barriers to access or delays in
adjuvant treatment and dropouts.3,11,19,38e42 Delays in chemo-
therapy and hormone therapy can lead to significant differences in
survival.38,41 In Brazil, delays have been reported in populations
with lower income, less education, and non-White ethnic groups.30

In this study, Black women in advanced stages presented an even
greater risk of death. The limited access to health services directly
impacts the quality and adequacy of treatment received. The overall
lower survival observed among Black women might be attributed

to segregation according to race by association with lower income,
less access to primary or secondary preventive practices that
reduce comorbidities and improve screening coverage, and diffi-
culties accessing health services. Addressing structural racism is
essential for breast cancer control in this setting.

This study examined part of the largest population-based cohort
published in Brazil in the last few years and has benefited from
multiple data sources for its creation. It has robustness based on a
large number of patients, follow-up reliability, andmultiple sources
used, including active search. The results reflect the reality of the
most populated cities in Brazil, with different accesses and quality
of care, which could guide public policies for cancer control and
health management.

Given the scarcity of population-based studies in low- and
middle-income countries like Brazil, the data presented are sig-
nificant despite their limitations. The main limitation is that only
variables available in the PBCR registry could be analyzed. Other
predictive factors, such as social determinants, tumor characteris-
tics, therapeutic management, and delays in treatment, could not
be accessed due to the nature of the database. Also, most cases were
considered alive at the end of the study, which is a problem
inherent to population-based studies. It must be said that the death
records in S~ao Paulo State are of high quality, however, and that
specific verification of vital status through individual taxpayer
register records may have diminished this bias.

In this population-based retrospective cohort study, the 5-year
overall survival of patients with breast cancer was 80.5% among
White and 72.3% among Black women. The age-adjusted risk of
death was 1.7 times higher among Black when compared to White
women. The diagnosis was in stages III or IV in 43.1% of Black
women and in 35.3% of White women. Differences in access to care
may explain these differences.
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a b s t r a c t

Background: Closing delivery units increases travel time for some women. Whether increased travel time
is associated with maternal outcomes is important for understanding the consequences of such closures.
Previous studies are limited in measuring travel time and restricted to the outcome of caesarean section.
Methods: Our population-based cohort includes data from the Swedish Pregnancy Register for women
giving birth between 2014 and 2017 (N ¼ 364,630). We estimated travel time from home to the delivery
ward using coordinate pairs of actual addresses. The association between travel time and onset of labour
was modelled using multinomial logistic regression, and logistic regression was used for the outcomes
postpartum haemorrhage (PPH) and obstetric anal sphincter injury (OASIS).
Findings: Over three-quarters of women had �30 min travel time (median 13.9 min). Women who
travelled �60 min arrived to care sooner and laboured there longer. Women with further to travel had
increased adjusted odds ratio (aOR) of having an elective caesarean section (31e59 min aOR 1.11; 95%
confidence interval [CI] 1.07e1.16; �60 min aOR 1.25; 95% CI 1.16e1.36) than spontaneous onset of la-
bour. Women (at full term with spontaneous onset) living �60 min away had reduced odds of having a
PPH (aOR 0.84; 95% CI 0.76e0.94) or OASIS (aOR 0.79; 95% CI 0.66e0.94).
Interpretation: Longer travel time increased the odds of elective caesarean section. Women with furthest
to travel arrived sooner and spent more time in care; although they had a lower risk of PPH or OASIS,
they also tended to be younger, have a higher body mass index and were Nordic born.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is

an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Introduction

There has been a recent shift towards centralising delivery care
to larger facilities. Between 2000 and 2019, 13 (mostly small) of 57
delivery units across Sweden were dissolved. These closures have
been justified by reducing healthcare costs and a belief that patient
safety increases when care is centralised to facilities with high
patient volume and resources, where improved maternal and
neonatal care can be provided.1,2

Whether the benefits of centralisation of care outweigh any
harms for mothers and their children is heavily debated. Closing

delivery wards increases travel time for women living in rural and
remote areas,3,4 and as such the risk of having an unplanned out-of-
hospital birth,5,6 which is associated with an increased risk of
stillbirth5 and neonatal5 and perinatal5e7 morbidity and mortality.
From a social perspective, arriving in good time allows women
peace of mind and the opportunity to receive professional support.
From a medical perspective, timely arrival to the delivery ward is
important for surveillance e including detecting risks and acting
promptly to prevent adversematernal and infant outcomesewhile
simultaneously exposing low-risk births to possibly unnecessary
interventions.4,8

Studies investigating the association between travel time and
maternal outcomes are limited in number and outcomes;9 a sys-
tematic review summarises 15 studies with the exposure of travel
distance and six studies with travel time as the exposure. Within
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this review, five studies found that greater travel times are asso-
ciated with a decreased risk of emergency and increased risk of
overall caesarean section; however, all are based in rural/remote
areas of Canada with large travel times.9 To our best knowledge,
there are no studies investigating the association between travel
time or distance and onset of labour.

The incidence of obstetric anal sphincter injuries (OASIS, defined
as sustaining a grade 3 or 4 tear) in Sweden and Denmark is
approximately 4%,10 which is higher than other neighbouring
Nordic countries. The strongest risk factors for OASIS are pri-
miparity, macrosomia, having an instrumental vaginal delivery11

and maternal age >30 years.12 Although a number of comorbid-
ities can result and severely hinder awoman's short- and long-term
quality of life,13 such injuries can be reduced with good care and
management, such as having two midwives present during the
second stage of labour.14 To our best knowledge, there are no
studies investigating the association between travel time or dis-
tance and OASIS.

As in many high-income countries, the rate of postpartum
haemorrhage (PPH) has increased in Sweden, from 5.4% in 2000 to
7.3% in 2016.15 Often preceded by chorioamnionitis, induction of
labour, prolonged labour16,17 and foetal macrosomia,16,18 risk fac-
tors for PPH include prior history of PPH, placental disorders,
uterine rupture, oxytocin use, nulliparity, multiple gestation and
novel risk factors, such as hypertension, diabetes and ethnicity.17

Other risk factors include size of the delivery unit,2,19 advanced
maternal age, multiparity and caesarean delivery.20,21 We found
one study reporting an increased risk of PPH with increased travel
time.9 Furthermore, one Canadian study, using a composite mea-
sure of maternal morbidity and mortality (including PPH), found
poorer maternal outcomes with travel distances >200 km and
improved outcomes in delivery units with >1000 births per year.2

To answer the hypothesis that longer travel times are associated
with maternal and delivery outcomes, we used Swedish register
data for births between 2014 and 2017. We used precise home and
delivery ward addresses to estimate travel time to the delivery
ward and (1) describe the association with a number of maternal
and delivery characteristics and (2) investigate the associationwith
onset of labour, postpartum haemorrhage and OASIS.

Materials and methods

Study design and participants

The Swedish Pregnancy Register (SPR) is a national quality
register established in 2013, containing information for pregnan-
cies and births in Sweden e from the first antenatal visit (approx-
imately gestational week 9) to follow-up in postpartum care (8e12
weeks). The register has high coverage within Sweden (all births in
17 of 21 regions, comprising 92% of national births) and includes
data on demographics, reproductive health and infant and
maternal outcomes, including all maternal diagnoses (International
Classification of Diseases - ICD-10) and procedures.22 A large part of
the data included in the SPR is also available in the SwedishMedical
Birth Register, which routinely (and semi-automatically) electron-
ically retrieves data from the National Health Registers and has
been evaluated to be of very high quality.23

Using the Swedish Personal Identification Number24 (issued to
all Swedish residents at the time of birth or immigration) and
women's registered addresses in the SPR, the data was linked to
Statistics Sweden and to Lantm€ateriet (the Swedish mapping,
cadastral and land registration authority) to retrieve geographic
coordinates.

The sample for this population-based cohort study includes all
pregnancies in the SPR between 2014 and 2017 (n ¼ 420,850). We
excluded women with failed geocoding of addresses (n ¼ 49,315),
missing birth clinic information (n ¼ 576) or a child born with a
congenital anomaly (n¼ 6329). This resulted in 364,630 women for
our analysis of onset of labour. We further restricted the sample to
full-term (�37 weeks' gestation) spontaneous births (Robson
groups25 1,3,5) when investigating PPH (N ¼ 259,347) and further
excluded caesarean section births when investigating OASIS
(N ¼ 233,091).

Exposure e Travel time to the delivery ward of birth

Travel time from the woman's exact home address to the de-
livery unit was derived using the Network Analyst extension in ESRI
ArcMap 10.7.1. This informationwas managed in a file geodatabase,
including coordinate pairs of home addresses and delivery units
reported in the SPR (n ¼ 43). We used information on boundaries
for Swedish municipalities and the official national road network
NVDB (Nationell V€agdatabas), including road lengths and speed
limits for 1,924,055 road segments. Coordinate pairs were matched
to road segments to determine the shortest route. Travel time from
home to the delivery ward of birth was calculated under the
assumption that the shortest route was taken without any stops,
andwas categorised into�30min, 31e59min or�60min intervals.

Statistics Sweden defines urban areas as cities/towns with at
least 200 inhabitants. Using geodata from 2018,26 together with the
residential addresses, a select-by-function (point in polygon) was
used to classify each woman's area of residence as urban or rural.

The final data merged with the SPR only contain the travel time
to the delivery ward and area of residence, thus protecting
women's identities.

Outcomes

Onset of labour was defined as induced, elective caesarean
section or spontaneous (see Online Supplementary Material 1 for
definitions using the SPR, ICD and procedure codes).

PPH was defined as bleeding >1000 mL, using estimated blood
loss in millilitres (SPR) or receiving an ICD diagnosis of O72, O67.8
or O67.0, which has been validated at 88.5% sensitivity.27

Sustaining a severe perineal trauma involving the anal sphincter
(OASIS) as a consequence of childbirth was defined as having a
perineal tear of grade 3 or 4 (checkbox in the SPR, marked by a
midwife/obstetrician) or receiving an ICD diagnosis of ‘O70.2’ or
‘O70.3’, or procedure code ‘MBC33’.

Maternal and delivery characteristics

Maternal and delivery characteristics were collected from the
SPR. Maternal age was modelled as a continuous variable and
described categorically. Other information collected at first ante-
natal visit include body mass index (BMI), region of birth, family
situation, employment status, parity and education level.

Delivery characteristics collected from the SPR include birth
outside of hospital (defined as ICD code ‘Z381’ or if the time of birth
registered in the SPR was before delivery ward admittance), season
of birth (April to October, November to March), and mode of de-
livery (elective caesarean section, emergency caesarean section,
caesarean section unspecified, vaginal instrumental, vaginal non-
instrumental). Severe maternal morbidity was defined using
extracted maternal diagnoses (Online Supplementary Material 1).
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Table 1
Characteristics of women based on travel time from home to the delivery ward (N ¼ 364,630).

Maternal and delivery characteristics Total, N ¼ 364,630 Travel time to delivery ward

�30 min, N ¼ 286,364
(78.5%)

31e59 min, N ¼ 63,815
(17.5%)

�60 min, N ¼ 14,451 (4.0%)

Travel time to delivery ward
Mean, median (standard deviation), IQR 20.8, 13.9 (25.8), 7.1e27.0 12.2, 10.5 (7.6), 5.9

e17.8
41.5, 40.1 (7.9), 35.0
e46.9

99.9, 75.1 (76.1), 65.7e94.2

Maternal characteristics
Maternal age, n (%)
<20 years 3760 (1.0) 2611 (0.9) 896 (1.4) 253 (1.8)
20e24 years 41,770 (11.5) 29,766 (10.4) 9492 (14.9) 2512 (17.4)
25e29 years 114,927 (31.5) 87,198 (30.5) 22,756 (35.7) 4973 (34.5)
30e34 years 123,266 (33.8) 100,128 (35.0) 19,057 (29.9) 4081 (28.3)
�35 years 80,822 (22.2) 66,611 (23.3) 11,596 (18.2) 2615 (18.1)
N missing 85 50 18 17

Area of residence, n (%)
Rural 33,743 (9.3) 16,729 (5.8) 13,795 (21.6) 3219 (22.3)
Urban 330,887 (90.7) 269,635 (94.2) 50,020 (78.4) 11,232 (77.7)

Body mass index (BMI WHO categories), n (%)
<18.5 8818 (2.6) 7228 (2.7) 1318 (2.4) 272 (2.5)
18.5e24.9 195,393 (58.1) 161,449 (59.6) 28,339 (52.3) 5605 (50.9)
25.0e29.9 86,180 (25.6) 67,846 (25.0) 15,224 (28.1) 3110 (28.2)
30.0e34.9 32,190 (9.6) 24,505 (9.0) 6309 (11.6) 1376 (12.5)
�35.0 13,726 (4.1) 10,059 (3.7) 3013 (5.6) 654 (5.9)
N missing 28,323 15,277 9612 3434

Family situation, n (%)
Cohabiting 316,856 (93.1) 255,878 (93.3) 50,794 (92.8) 10,184 (90.6)
Living alone 7273 (2.1) 5673 (2.1) 1279 (2.3) 321 (2.9)
Other 16,048 (4.7) 12,680 (4.6) 2635 (4.8) 733 (6.5)
N missing 24,453 12,133 9107 3213

Region of birth, n (%)
Sweden 239,991 (73.5) 185,926 (72.1) 44,706 (79.3) 9359 (77.9)
Other Nordic (not Sweden) 3068 (0.9) 2623 (1.0) 339 (0.6) 106 (0.9)
Europe (excl. Nordics) 21,202 (6.5) 17,781 (6.9) 2925 (5.2) 496 (4.1)
Asia 14,270 (4.4) 12,066 (4.7) 1784 (3.2) 420 (3.5)
Middle-East/North Africa 27,082 (8.3) 22,720 (8.8) 3426 (6.1) 936 (7.8)
Sub-Saharan Africa 15,341 (4.7) 12,181 (4.7) 2567 (4.6) 593 (4.9)
Other 5345 (1.6) 4635 (1.8) 608 (1.1) 102 (0.8)
N missing 38,331 28,432 7460 2439

Employment status, n (%)
Unemployed 13,172 (4.2) 10,258 (4.1) 2364 (4.4) 550 (5.0)
Parental, sickness, study, other 67,698 (21.7) 53,021 (21.4) 12,116 (22.6) 2561 (23.2)
Employed 231,416 (74.1) 184,336 (74.4) 39,137 (73.0) 7943 (71.9)
N missing 52,344 38,749 10,198 3397

Education level, n (%)
Basic (�9 years: ~ age 16) 25,991 (8.7) 19,896 (8.5) 4909 (9.6) 1186 (11.1)
Secondary (10e12 years: ~ age 18e19) 116,160 (39.1) 85,149 (36.2) 25,561 (49.9) 5450 (51.0)
Postsecondary (>12 years) 154,995 (52.2) 130,175 (55.3) 20,760 (40.5) 4060 (38.0)
N missing 67,484 51,144 12,585 3755

Parity, n (%)
0 149,932 (42.3) 121,455 (42.7) 23,255 (39.9) 5222 (42.8)
1 131,721 (37.1) 106,442 (37.4) 21,162 (36.3) 4117 (33.8)
�2 73,134 (20.6) 56,395 (19.8) 13,883 (23.8) 2856 (23.4)
N missing 9483 2072 5515 2256

Delivery characteristics
Birth outside hospital, n (%)
No 362,465 (99.4) 284,972 (99.5) 63,245 (99.1) 14,248 (98.6)
Yes 2165 (0.6) 1392 (0.5) 570 (0.9) 203 (1.4)

Season of birth, n (%)
November to March 139,997 (38.4) 110,814 (38.7) 23,991 (37.6) 5192 (35.9)
April to October 224,633 (61.6) 175,550 (61.3) 39,824 (62.4) 9259 (64.1)

Onset of labour, n (%)
Induced 64,254 (17.6) 51,084 (17.8) 10,715 (16.8) 2455 (17.0)
Elective caesarean section 28,925 (7.9) 22,876 (8.0) 4847 (7.6) 1202 (8.3)
Spontaneous 271,451 (74.4) 212,404 (74.2) 48,253 (75.6) 10,794 (74.7)

Mode of delivery, n (%)
Elective caesarean section 29,025 (8.0) 22,954 (8.0) 4858 (7.6) 1213 (8.4)
Emergency caesarean section 33,257 (9.1) 26,118 (9.1) 5420 (8.5) 1719 (11.9)
Caesarean section (unspecified) 15 (0) 10 (0) 5 (0) 0 (0)
Vaginal, instrumental 20,429 (5.6) 16,374 (5.7) 3299 (5.2) 756 (5.2)
Vaginal, non-instrumental 281,903 (77.3) 220,908 (77.1) 50,233 (78.7) 10,762 (74.5)
N missing 1 0 0 1

Postpartum haemorrhage (>1000 mL), n (%)
No 334,750 (91.8) 262,458 (91.7) 58,880 (92.3) 13,412 (92.8)
Yes 29,880 (8.2) 23,906 (8.3) 4935 (7.7) 1039 (7.2)

(continued on next page)
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Birth satisfaction was measured using the visual analogue scale
0e10 and dichotomised as dissatisfied (<4) or satisfied (�4).

Among women with a spontaneous onset of labour, we calcu-
lated the time from labour starting (from the maternity delivery
journal) to admission to the delivery ward, time from admission to
the delivery ward to the birth, and total duration of labour. We also
used SPR data indicating whether the cardiotocography admission
test was ‘normal’ or not.We defined the following infections during
delivery or early postpartum: chorioamnionitis (‘O411’), urinary
tract (‘O862, ‘N300’), puerperal (‘O85’, ‘O86’) or puerperal breast
infection (‘O91’). We described whether a woman had used pain
management during labour (epidural, pudendal nerve block or
infiltration; Online Supplementary Material 1).

Statistical analyses

Using descriptive analyses, we examined the association be-
tween a range of maternal and birth characteristics and travel time
to the delivery ward, as well as having a PPH or OASIS.

The association between travel time to the delivery ward
(reference �30 min) and onset of labour (reference spontaneous)
was modelled using multinomial logistic regression. The associa-
tion between travel time and both PPH and OASIS amongwomen at
full term with a spontaneous onset of labour was modelled using
logistic regression. Guided by a priori knowledge, we used Directed
Acyclic Graphs28 to visualise the relationship between our exposure
and outcomes (Online Supplementary Material 2). This made
explicit the assumptions embedded in our statistical models. We
present odds ratio (OR) estimates from both an unadjusted and
fully adjusted (aOR) model with 95% confidence intervals (CIs)e for
all outcomes, this included conditioning for maternal age, region of
birth, education level, family situation, area of residence and season
of birth.

We ran sensitivity analyses to test the robustness of our PPH
results by (1) excluding women who gave birth outside of hospital
and (2) modelling the association using PPH defined (in Sweden
since 2020) as �1000 mL.

All analyses were completed in SAS version 9.4 (SAS Institute
Inc., Cary, NC, USA).

Results

Over three-quarters of the women had �30 min travel time to
the delivery ward (Table 1), with a median travel time of 13.9 min
(interquartile range 7.1e27.0). More than half the women were

aged�30 years at the birth, andmost lived in an urban area (90.7%).
Women with �30 min travel time tended to be older (mean age of
31.2 years, compared with 30.1 and 29.8 years for women living
31e59 and�60 min away, respectively). While ~60% of women had
a BMI within the healthy range, women living further away had a
higher BMI; over 45.0% had a BMI�25 kg/m2, compared with 37.7%
of women living �30 min away.

A higher proportion of women with �30 min travel time were
cohabiting, born outside Sweden, and employed. More than half of
these women had a postsecondary education, compared with ~40%
of women living further away. Fewer women with �30 min travel
time gave birth outside of hospital (0.5%, compared with 1.4% of
women living �60 min away) and had two or more children before
the index birth (almost one-fifth, compared with 23.4% of women
with the furthest travel time).

Although most women delivered their child vaginally (82.9%),
~92% of births did not result in a PPH, and almost all women did not
have an OASIS or severe maternal morbidity (~97%). Approximately
90% of women were satisfied with the birth.

Onset of labour

Compared to women with �30 min travel time, women with
further to travel had increased odds of having an elective
caesarean section (31e59 min aOR 1.11; 95% CI 1.07e1.16; and
�60 min aOR 1.2; 95% CI 1.16e1.36) than having a spontaneous
onset of labour (Table 2). There was some indication that women
with a travel time of 31e59 min may have slightly reduced odds of
being induced (aOR 0.95; 95% CI 0.92e0.98) than having a spon-
taneous onset of labour, compared to womenwith �30 min travel
time.

Among women with a spontaneous onset of labour (Table 3),
~40% had used any pain management, and one-third had an
epidural. These percentages were much higher among primiparas,
where ~60% of women had used any pain management and half
had an epidural (results not shown). Most women (94.5%) had a
normal cardiotocography (CTG) on admission to the delivery ward.

The median time from admission to the delivery ward and the
birth was 311 min (~5.2 h). While women living �60 min away
spent ~30 min longer (median) in hospital than women living
closer to the delivery ward, the median duration of labour (time
between established labour and birth) was slightly shorter. While
only 3.0% of all women had an infection (chorioamnionitis, puer-
peral or breast puerperal), this was lowest among thewomen living
furthest away 1.9% (Table 3).

Table 1 (continued )

Maternal and delivery characteristics Total, N ¼ 364,630 Travel time to delivery ward

�30 min, N ¼ 286,364
(78.5%)

31e59 min, N ¼ 63,815
(17.5%)

�60 min, N ¼ 14,451 (4.0%)

OASIS (obstetric anal sphincter injury), n (%)
No 355,234 (97.4) 278,715 (97.3) 62,328 (97.7) 14,191 (98.2)
Yes 9396 (2.6) 7649 (2.7) 1487 (2.3) 260 (1.8)

Severe maternal morbidity,a n (%)
No 353,703 (97.0) 277,645 (97.0) 62,012 (97.2) 14,046 (97.2)
Yes 10,927 (3.0) 8719 (3.0) 1803 (2.8) 405 (2.8)

Birth satisfaction (using VAS scale),n (%)
Dissatisfied (VAS <4) 15,004 (11.0) 11,555 (11.1) 2965 (11.0) 484 (8.2)
Satisfied (�4) 122,006 (89.0) 92,513 (88.9) 24,065 (89.0) 5428 (91.8)
Missing 227,620 182,296 36,785 8539

IQR, interquartile range; VAS, visual analogue scale; WHO, World Health Organization.
a Severe maternal morbidity is having any of the following (see Supplementary Table 1 for definitions based ICD diagnostic and action codes): severe haemorrhage;

embolism, shock, Disseminated intravascular coagulation (DIC); sepsis; acute renal failure; cardiac complications; cerebrovascular; hysterectomy; surgical; severe uterine
rupture; other (liver disorders in pregnancy, childbirth and the puerperium; acute appendicitis, unspecified appendicitis, peritonitis; adult respiratory distress syndrome;
toxic liver disease or hepatic failure, not elsewhere classified; postpartum inversion of uterus; manual correction of inverted uterus).
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Postpartum haemorrhage among women at full term with a
spontaneous onset of labour

Compared to women without a PPH, women with a PPH were
more likely to have an emergency c-section (13.7% vs 5.1%) or
instrumental vaginal delivery (8.8% vs 5.4%), to be primiparous (45%
vs 38%) and have a postsecondary education (55.1% vs 51.9%;
Table 4). Although the time spent labouring at home was similar
(median ~6.1 h), women with a PPH had a longer total duration of
labour (median 15.7 h vs 12.9 h) and were more likely to have been
administered oxytocin (42.0% vs 28.4%).

Compared with women with �30 min travel time, women with
further to travel had reduced odds of having a PPH (31e59 min aOR
0.94; 95% CI 0.90e0.99, and �60 min aOR 0.84; 95% CI 0.76e0.94;
Table 2). Our results remained the same in sensitivity analyses
excluding the 1911 women who birthed their child outside of the
hospital and when defining PPH as �1000 mL (results available on
request).

OASIS among women at full term with a spontaneous onset of
labour

Womenwith an OASIS were slightly less likely to be Nordic born
(71.3% vs 74.3%) and significantly more likely to have a post-
secondary education (59.7% vs 51.8%), an instrumental vaginal de-
livery (23.1% vs 5.7%), to be primiparous (70.3% vs 38.7%), to have
severe maternal morbidity (6.0% vs 2.1%), and to be administered
oxytocin (53% vs 29%; Table 5). These women spent longer
labouring before being admitted at the delivery ward (median 7.4 h
vs 6 h) and had a much longer time between admission and de-
livery (median 9 h vs 5 h; Table 5).

Women with �60 min travel time had reduced odds of having
an OASIS (aOR 0.79; 95% CI: 0.66e0.94) compared to women with
�30 min travel time (Table 2).

Discussion

Using Swedish register data for almost all births in Sweden
between 2014 and 2017, we found that while womenwith a longer
travel time to the delivery ward had increased odds of having an
elective caesarean section, compared with a spontaneous onset of
labour, there was no association with labour starting by induction.
While women with �60 min of travel time had reduced odds of
having a PPH and OASIS, it is unlikely that living further away is
protective of adverse maternal outcomes, but rather an indication
of other factors influencing these outcomes.

Our results show that women with the longest travel time were
admitted to hospital sooner. This is likely a product of uncertainty
in her making it to the delivery ward on time; both in the woman
seeking care earlier, and midwives/clinicians more readily admit-
ting the woman at an earlier stage. Given this, we are not surprised
that women with �60 min travel time were more likely to have an
elective caesarean section. A systematic review summarises five
Canadian studies, four of which showed an increased risk of
caesarean section among women living closer to the delivery ward
and one finding no significant effect;9 however, these studies all
contained more extremes of travel time. We believe this is the first
study reporting the association between travel time and onset of
labour in a settingmore identifiable with other European countries,
including both urban and rural populations.

This same systematic review9 also included 15 studies exam-
ining the association between travel distance to the delivery ward
and maternal outcomes, such as maternal mortality and caesarean
section; however, we found no studies investigating the associationTa

b
le

2
Th

e
as
so
ci
at
io
n
be

tw
ee

n
tr
av

el
ti
m
e
an

d
on

se
t
of

la
bo

u
r
a ,
p
os
tp
ar
tu
m

h
ae

m
or
rh

ag
e
(P
PH

)b
,a

n
d
ob

st
et
ri
c
an

al
sp

h
in
ct
er

in
ju
ry

(O
A
SI
S)

c .
O
d
d
s
ra
ti
os

w
it
h
95

%
C
on

fi
d
en

ce
In
te
rv
al
s
(C
I)
fr
om

lo
gi
st
ic

re
gr
es
si
on

m
od

el
s
a,
b
,c

Tr
av

el
ti
m
e

O
n
se
t
of

la
bo

ur
a

Po
st
p
ar
tu
m

h
ae

m
or
rh

ag
e
(P
PH

)b
O
bs

te
tr
ic

an
al

sp
h
in
ct
er

in
ju
ry

(O
A
SI
S)

c

In
d
u
ce
d
(N

¼
49

,0
90

;
17

.6
%
)

El
ec
ti
ve

ca
es
ar
ea

n
se
ct
io
n
(N

¼
21

,7
51

;
7.
8%

)
Y
es

(N
¼

14
,5
25

;
7.
1%

)
Y
es

(N
¼

58
05

;
3.
1%

)

U
n
ad

ju
st
ed

M
od

el
1d

U
n
ad

ju
st
ed

M
od

el
1d

U
n
ad

ju
st
ed

M
od

el
1d

U
n
ad

ju
st
ed

M
od

el
1d

O
R

95
%
C
I

O
R

95
%
C
I

O
R

95
%
C
I

O
R

95
%
C
I

O
R

95
%
C
I

O
R

95
%
C
I

O
R

95
%
C
I

O
R

95
%
C
I

�3
0
m
in

1.
00

1.
00

1.
00

1.
00

1.
00

1.
00

1.
00

1.
00

31
e
59

m
in

0.
94

0.
91

0.
96

0.
95

0.
92

0.
98

0.
97

0.
93

1.
01

1.
11

1.
07

1.
16

0.
92

0.
88

0.
96

0.
94

0.
90

0.
99

0.
93

0.
86

0.
99

0.
99

0.
92

1.
06

�6
0
m
in

0.
99

0.
94

1.
05

1.
00

0.
95

1.
06

1.
06

0.
98

1.
15

1.
25

1.
16

1.
36

0.
82

0.
73

0.
91

0.
84

0.
76

0.
94

0.
73

0.
61

0.
87

0.
79

0.
66

0.
94

O
d
d
s
ra
ti
os

(O
R
s)

w
it
h
95

%
co

n
fi
d
en

ce
in
te
rv
al
s
(C
Is
)
fr
om

lo
gi
st
ic

re
gr
es
si
on

m
od

el
s.
a,
b
,c

a
M
u
lt
in
om

ia
ll
og

is
ti
c
re
gr
es
si
on

m
od

el
es
ti
m
at
in
g
th
e
od

d
s
of

be
in
g
in
d
u
ce
d
or

h
av

in
g
an

el
ec
ti
ve

ca
es
ar
ea

n
se
ct
io
n
,c
om

p
ar
ed

w
it
h
h
av

in
g
a
sp

on
ta
n
eo

u
s
on

se
to

fl
ab

ou
r
(n

¼
20

7,
62

3,
74

.6
%
)e

sa
m
p
le

si
ze

36
4,
63

0,
co

m
p
le
te

ca
se
s
27

8,
46

4)
.E

xa
m
p
le

of
in
te
rp
re
ti
n
g
m
u
lt
in
om

ia
l
m
od

el
:
C
om

p
ar
ed

w
it
h
w
om

en
w
it
h
�3

0
m
in

tr
av

el
ti
m
e
to

th
e
d
el
iv
er
y
w
ar
d
,w

om
en

w
it
h
fu
rt
h
er

to
tr
av

el
h
ad

in
cr
ea

se
d
od

d
s
of

h
av

in
g
an

el
ec
ti
ve

ca
es
ar
ea

n
se
ct
io
n

(3
1e

59
m
in

ad
ju
st
ed

O
R
1.
11

,9
5%

C
I
1.
07

,1
.1
6;

an
d
�6

0
m
in

O
R
1.
25

:
1.
16

,1
.3
6)

th
an

h
av

in
g
a
sp

on
ta
n
eo

u
s
on

se
t
of

la
bo

u
r.

b
Lo

gi
st
ic

re
gr
es
si
on

m
od

el
es
ti
m
at
in
g
th
e
od

d
s
of

h
av

in
g
a
PP

H
,a

m
on

g
w
om

en
w
it
h
a
sp

on
ta
n
eo

u
s
on

se
t
of

la
bo

u
r
(R
ob

so
n
gr
ou

p
s
1,
3,
5
e

sa
m
p
le

si
ze

25
9,
34

7,
co

m
p
le
te

ca
se
s
20

5,
65

5)
.

c
Lo

gi
st
ic

re
gr
es
si
on

m
od

el
es
ti
m
at
in
g
th
e
od

d
s
of

h
av

in
g
an

O
A
SI
S,

am
on

g
w
om

en
w
it
h
a
sp

on
ta
n
eo

u
s
on

se
t
of

la
bo

ur
(R
ob

so
n
gr
ou

p
s
1,
3,
5)

w
h
o
h
ad

n
ot

h
ad

a
ca
es
ar
ea

n
se
ct
io
n
(s
am

p
le

si
ze

23
3,
08

3,
co

m
p
le
te

ca
se
s

18
5,
51

5)
.

d
M
od

el
1
ad

ju
st
ed

fo
r
re
gi
on

of
bi
rt
h
,e

d
u
ca
ti
on

le
ve

l,
fa
m
ily

si
tu
at
io
n
,a

re
a
of

re
si
d
en

ce
,s
ea

so
n
of

bi
rt
h
an

d
m
at
er
n
al

ag
e.

N. Holowko, J. Haas, M. Ahlberg et al. Public Health 217 (2023) 105e114

109



between travel distance or time and OASIS, so we are unable to
confirm our result that longer travel time reduces the risk of OASIS.

That longer travel timewas also associatedwith reduced odds of
PPH in this population is in contrast to the study by Rygh et al
showing an increased risk of PPH among women with longer to
travel (>1 h).29 Our study, as opposed to this study including only
one province of Canada, uses national register data for all preg-
nancies and births in 17 of 21 regions of Sweden. The disparity in
findings could be due to large geographical differences in the
rurality of Canada and Sweden and the populations included, as
well as demographic and obstetrical management differences be-
tween the two countries. In addition, so few women in our sample
were living more than an hour from the delivery ward (4%).

We speculate that our findings of reduced odds of having a PPH
or OASIS among women (full term with spontaneous onset of la-
bour) living furthest away could be due to two things. First, being
admitted to delivery care sooner and labouring longer there, these
women had greater access to monitoring and care. This allows
opportunity to detect complications sooner and provide appro-
priate and timely care to minimise the risk of adverse outcomes.
Second, this reduced risk may be due to other characteristics of
these women living furthest away, who were younger, had a higher
BMI and were more often Nordic born; the latter indicating fluency

in Swedish and possibly being able to communicate more effec-
tively with caregivers.

Travel times give a more accurate measure of what distance
actually means for the woman, and we were fortunate to be able to
estimate this exposure using coordinate pairs of actual addresses
(home and delivery unit). This increased the precision of estimated
distances and subsequent travel times (exposure) and is a huge
strength of this study; many studies only use estimated distances/
times from central points. Another strength of our study was hav-
ing data for PPH diagnoses (ICD) as well as estimated blood loss,
with high sensitivity.27

A limitation to be considered when interpreting our study
findings is that we did not have data for 4/21 regions in Sweden e

Norbotten, Uppsala, V€armland and Kronoberg. While approxi-
mately 12% of the Swedish population lives rurally,26 in our sample,
9.3% of our population gave birth in a rural location. While we es-
timate that any possible bias is small, given that the largest of these
regions (Norrbotten) takes up 25% of Sweden's land area and yet 2%
of births occur here,5 it would be careless to dismiss that women in
this region indeed have the largest travel times; their travel times
are greater than themajority of women in our sample andwould be
most sensitive to increased distances due to closures. While data
for this region are recorded in a different journal system, a

Table 3
Characteristics of women by travel time from home to the delivery ward, among women with a spontaneous onset of labour (N ¼ 259,347).

Labour characteristics Total, N ¼ 259,347 Travel time to delivery ward

�30 min, n ¼ 208,567,
(80.4%)

31e59 min, n ¼ 42,524
(16.4%)

�60 min, n ¼ 8256 (3.2%)

Pain management during delivery,a n (%)
No 151,107 (58.3) 120,073 (57.6) 26,041 (61.2) 4993 (60.5)
Yes 108,240 (41.7) 88,494 (42.4) 16,483 (38.8) 3263 (39.5)

Epidural use, n (%)
No 173,149 (66.8) 137,935 (66.1) 29,626 (69.7) 5588 (67.7)
Yes 86,198 (33.2) 70,632 (33.9) 12,898 (30.3) 2668 (32.3)

Admission test (CTG), n (%)
Abnormal 11,503 (5.5) 9348 (5.5) 1841 (5.4) 314 (4.9)
Normal 197,979 (94.5) 159,777 (94.5) 32,097 (94.6) 6105 (95.1)
N missing 49,865 39,442 8586 1837

Time from start of labour to admission (min)
Mean, median (standard deviation), IQR 603.2, 366.0 (993.1),

180e745
613.4, 370.0 (1001),
180e755

567.8, 353.0 (956.9),
176e705

519.1, 330.0 (954.6), 168e663

N missing 39,799 30,940 7146 1713
Time from admission to birth (min)
Mean, median (standard deviation), IQR 459.7, 311.0 (574.0),

146e615
454.6, 311.0 (554.0),
147e612

469.6, 306.0 (648.4),
141e616

538.2, 349.0 (651.5), 160e698

Duration of labour (min)
Mean, median (standard deviation), IQR 1049, 782.0 (1065), 447

e1298
1055, 786.0 (1075), 448
e1303

1023, 762.0 (1024), 442
e1270

1027, 776.0 (1004), 459e1273

N missing 39,799 30,940 7146 1713
Infections
Any infection,b n (%)
No 251,563 (97.0) 201,987 (96.8) 41,476 (97.5) 8100 (98.1)
Yes 7784 (3.0) 6580 (3.2) 1048 (2.5) 156 (1.9)

Chorioamnionitis, n (%)
No 258,820 (99.8) 208,151 (99.8) 42,430 (99.8) 8239 (99.8)
Yes 527 (0.2) 416 (0.2) 94 (0.2) 17 (0.2)

Puerperal infection, n (%)
No 255,102 (98.4) 204,979 (98.3) 41,966 (98.7) 8157 (98.8)
Yes 4245 (1.6) 3588 (1.7) 558 (1.3) 99 (1.2)

Breast infection, n (%)
No 256,223 (98.8) 205,903 (98.7) 42,107 (99.0) 8213 (99.5)
Yes 3124 (1.2) 2664 (1.3) 417 (1.0) 43 (0.5)

Urinary tract infection, n (%)
No 258,511 (99.7) 207,847 (99.7) 42,421 (99.8) 8243 (99.8)
Yes 836 (0.3) 720 (0.3) 103 (0.2) 13 (0.2)

CTG, Cardiotocography; IQR, interquartile range.
a Any pain management e epidural (spinal or eda), pudendal nerve block (pdb), infiltration.
b Any infection after delivery or early postpartum e puerperal, chorioamnionitis, breast, urinary tract.
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Table 4
Characteristics of women with based on postpartum haemorrhage (PPH) status, among women with a spontaneous onset of labour (N ¼ 259,347)

Maternal and birth characteristics Total, N ¼ 259,347 PPH

No, N ¼ 240,962 (92.8%) Yes, N ¼ 18,385 (7.1%)

Travel time to the delivery ward, n (%)
�30 min 208,567 (80.4) 193,520 (80.3) 15,047 (81.8)
31e59 min 42,524 (16.4) 39,680 (16.5) 2844 (15.5)
�60 min 8256 (3.2) 7762 (3.2) 494 (2.7)

Maternal age, n (%)
<20 years 2736 (1.1) 2590 (1.1) 146 (0.8)
20e24 years 30,607 (11.8) 28,695 (11.9) 1912 (10.4)
25e29 years 83,711 (32.3) 78,143 (32.4) 5568 (30.3)
30e34 years 88,372 (34.1) 81,846 (34.0) 6526 (35.5)
�35 years 53,859 (20.8) 49,628 (20.6) 4231 (23.0)
N missing 62 60 2

Area of residence, n (%)
Rural 23,526 (9.1) 21,894 (9.1) 1632 (8.9)
Urban 235,821 (90.9) 219,068 (90.9) 16,753 (91.1)

Body mass index (BMI WHO categories), n (%)
<18.5 6796 (2.7) 6383 (2.8) 413 (2.3)
18.5e24.9 148,344 (59.8) 138,331 (60.1) 10,013 (56.9)
25e29.9 62,287 (25.1) 57,631 (25) 4656 (26.5)
30e34.9 21,872 (8.8) 20,115 (8.7) 1757 (10.0)
�35.0 8599 (3.5) 7853 (3.4) 746 (4.2)
N missing 11,449 10,649 800

Family situation, n (%)
Cohabiting 234,565 (93.6) 217,941 (93.5) 16,624 (93.7)
Living alone 4886 (1.9) 4550 (2.0) 336 (1.9)
Other 11,282 (4.5) 10,495 (4.5) 787 (4.4)
N missing 8614 7976 638

Region of birth, n (%)
Sweden 170,621 (72.7) 158,497 (72.7) 12,124 (72.8)
Other Nordic (not Sweden) 2219 (0.9) 2071 (0.9) 148 (0.9)
Europe (excl. Nordics) 15,712 (6.7) 14,563 (6.7) 1149 (6.9)
Asia 10,656 (4.5) 9747 (4.5) 909 (5.5)
Middle-East/North Africa 20,536 (8.8) 19,362 (8.9) 1174 (7.0)
Sub-Saharan Africa 11,163 (4.8) 10,316 (4.7) 847 (5.1)
Other 3790 (1.6) 3477 (1.6) 313 (1.9)
N missing 24,650 22,929 1721

Employment status, n (%)
Unemployed 9385 (4.2) 8743 (4.2) 642 (4.0)
Parental, sickness, study, other 50,479 (22.5) 47,267 (22.7) 3212 (20.1)
Employed 164,512 (73.3) 152,421 (73.1) 12,091 (75.8)
N missing 34,971 32,531 2440

Education level, n (%)
Basic (�9 years: ~ age 16) 19,168 (9) 17,955 (9.0) 1213 (8.0)
Secondary (10e12 years: ~ age 18e19) 83,258 (38.9) 77,693 (39.1) 5565 (36.8)
Postsecondary (>12 years) 111,425 (52.1) 103,101 (51.9) 8324 (55.1)
N missing 45,496 42,213 3283

Parity, n (%)
0 100,455 (38.7) 92,116 (38.2) 8339 (45.4)
1 104,099 (40.1) 97,238 (40.4) 6861 (37.3)
�2 54,793 (21.1) 51,608 (21.4) 3185 (17.3)

Birth characteristics
Birth outside hospital, n (%)
No 257,436 (99.3) 239,138 (99.2) 18,298 (99.5)
Yes 1911 (0.7) 1824 (0.8) 87 (0.5)

Season of birth, n (%)
November to March 99,240 (38.3) 92,244 (38.3) 6996 (38.1)
April to October 160,107 (61.7) 148,718 (61.7) 11,389 (61.9)

Onset of labour, n (%)
Induced 4646 (1.8) 4082 (1.7) 564 (3.1)
Elective caesarean section 11,398 (4.4) 10,480 (4.3) 918 (5.0)
Spontaneous 243,303 (93.8) 226,400 (94.0) 16,903 (91.9)

Mode of delivery, n (%)
Elective caesarean section 11,418 (4.4) 10,497 (4.4) 921 (5.0)
Emergency caesarean section 14,838 (5.7) 12,328 (5.1) 2510 (13.7)
Caesarean section (unspecified) 8 (0) 8 (0) 0 (0)
Vaginal, instrumental 14,643 (5.6) 13,022 (5.4) 1621 (8.8)
Vaginal, non-instrumental 218,440 (84.2) 205,107 (85.1) 13,333 (72.5)

Epidural, n (%)
No 173,149 (66.8) 162,488 (67.4) 10,661 (58.0)
Yes 86,198 (33.2) 78,474 (32.6) 7724 (42.0)

Oxytocin use, n (%)
No 183,248 (70.7) 172,588 (71.6) 10,660 (58.0)
Yes 76,099 (29.3) 68,374 (28.4) 7725 (42.0)

(continued on next page)
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Table 4 (continued )

Maternal and birth characteristics Total, N ¼ 259,347 PPH

No, N ¼ 240,962 (92.8%) Yes, N ¼ 18,385 (7.1%)

Severe maternal morbidity,a n (%)
No 252,935 (97.5) 238,516 (99.0) 14,419 (78.4)
Yes 6412 (2.5) 2446 (1.0) 3966 (21.6)

Time from start of labour to admission (min)
Mean, median (standard deviation), IQR 603.2, 336.0 (993.1), 180e745 600.1, 365.0 (980.2), 180e740 645.0, 375.0 (1152), 171e785
N missing 39,799 36,586 3213

Time from admission to birth (min)
Mean, median (standard deviation), IQR 459.7, 311.0 (574.0), 146e615 449.2, 304.0 (563.7), 143e599 597.8, 437.0 (680.4), 189e828

Duration of labour (min)
Mean, median (standard deviation), IQR 1049, 782.0 (1065), 447e1298 1035, 771.0 (1049), 443e1281 1233, 943.0 (1239), 517e1519.5
N missing 39,799 36,586 3213

Birth satisfaction (using VAS scale),n (%)
Dissatisfied (VAS <4) 10,778 (11) 10,002 (10.9) 776 (11.4)
Satisfied (�4) 87,459 (89) 81,444 (89.1) 6015 (88.6)
N missing 161,110 149,516 11,594

IQR, interquartile range; PPH, postpartum haemorrhage; VAS, visual analogue scale; WHO, World Health Organization.
a Severe maternal morbidity is having any of the following (see Supplementary Table 1 for definitions based ICD diagnostic and action codes): severe haemorrhage;

embolism, shock, DIC; sepsis; acute renal failure; cardiac complications; cerebrovascular; hysterectomy; surgical; severe uterine rupture; other (liver disorders in pregnancy,
childbirth and the puerperium; acute appendicitis, unspecified appendicitis, peritonitis; adult respiratory distress syndrome; toxic liver disease or hepatic failure, not else-
where classified; postpartum inversion of uterus; manual correction of inverted uterus).

Table 5
Characteristics of women based on obstetric and anal sphincter injury (OASIS) status, among womenwith a spontaneous onset of labour who had not had a caesarean section
(N ¼ 233,083)

Maternal and birth characteristics Total, N ¼ 233,083 OASIS

No, N ¼ 225,782 (96.9%) Yes, N ¼ 7301 (3.1%)

Travel time to the delivery ward, n (%)
�30 min 187,569 (80.5) 181,551 (80.4) 6018 (82.4)
31e59 min 38,207 (16.4) 37,098 (16.4) 1109 (15.2)
�60 min 7307 (3.1) 7133 (3.2) 174 (2.4)

Maternal age, n (%)
<20 years 2607 (1.1) 2529 (1.1) 78 (1.1)
20e24 years 28,878 (12.4) 28,066 (12.4) 812 (11.1)
25e29 years 77,438 (33.2) 74,835 (33.2) 2603 (35.7)
30e34 years 79,170 (34) 76,570 (33.9) 2600 (35.6)
�35 years 44,937 (19.3) 43,730 (19.4) 1207 (16.5)
N missing 53 52 1

Area of residence, n (%)
Rural 21,410 (9.2) 20,797 (9.2) 613 (8.4)
Urban 211,673 (90.8) 204,985 (90.8) 6688 (91.6)

Body mass index (BMI WHO categories), n (%)
<18.5 6377 (2.9) 6135 (2.8) 242 (3.4)
18.5e24.9 136,146 (61.1) 131,763 (61.1) 4383 (62.3)
25.0e29.9 54,798 (24.6) 53,082 (24.6) 1716 (24.4)
30.0e34.9 18,465 (8.3) 17,947 (8.3) 518 (7.4)
�35.0 7016 (3.1) 6845 (3.2) 171 (2.4)
N missing 10,281 10,010 271

Family situation, n (%)
Cohabiting 210,978 (93.6) 204,401 (93.7) 6577 (92.8)
Living alone 4327 (1.9) 4189 (1.9) 138 (1.9)
Other 9996 (4.4) 9625 (4.4) 371 (5.2)
N missing 7782 7567 215

Region of birth, n (%)
Sweden 154,717 (73.2) 150,084 (73.3) 4633 (70.5)
Other Nordic (not Sweden) 2029 (1.0) 1978 (1.0) 51 (0.8)
Europe (excl. Nordics) 14,404 (6.8) 13,992 (6.8) 412 (6.3)
Asia 9369 (4.4) 8843 (4.3) 526 (8.0)
Middle-East/North Africa 17,834 (8.4) 17,324 (8.5) 510 (7.8)
Sub-Saharan Africa 9642 (4.6) 9278 (4.5) 364 (5.5)
Other 3284 (1.6) 3209 (1.6) 75 (1.1)
N missing 21,804 21,074 730

Employment status, n (%)
Unemployed 8456 (4.2) 8234 (4.2) 222 (3.6)
Parental, sickness, study, other 45,238 (22.4) 44,093 (22.5) 1145 (18.4)
Employed 148,628 (73.5) 143,765 (73.3) 4863 (78.1)
N missing 30,761 29,690 1071

Education level, n (%)
Basic (�9 years: ~ age 16) 17,141 (8.9) 16,726 (8.9) 415 (6.9)
Secondary (10e12 years: ~ age 18e19) 75,395 (39.1) 73,396 (39.2) 1999 (33.4)
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thorough investigation into how travel time influences outcomes
among women living in the most remote region of Sweden is
warranted. While most women within the 17 regions of Sweden
(we had data for) gave birth at (or within 20 min of) their closest
hospital,5 for some women there was up to 40 min difference. We
also acknowledge that women with the longest distances to travel
may voluntarily, or be advised to, move closer to the delivery ward
when nearing their expected due date.

While the choice of categorisation of travel time is arbitrary, 96%
of women in our sample had less than an hour of travel time to the
delivery ward. Travel time was estimated assuming that the
shortest route was taken without any stops, and while we adjusted
for the season of birth to account for possibly difficult weather
conditions, we cannot know whether the woman's journey was
affected by other factors, such as traffic issues. We also assumed
that the starting point was the woman's address, which may not
have been the case, particularly for women living furthest away
who had a complicated pregnancy and may have transferred closer
to a hospital when nearing their due date. Despite this possible
limitation, we previously found that the difference in travel time to
reach the closest hospital from thewoman's address vs the hospital

where she gave birth was between 0 and 30 min;5 if this were the
case, our results would be biased towards the null.

Travel time to the labour ward is associated with maternal
outcomes and therefore clinical management and planning access
to delivery care. Uncertainty and worry about reaching the delivery
ward in timemay drive the association of increased odds of elective
caesarean section among women with the longest travel time.
These women also arrived to the delivery ward sooner and so spent
more time labouring there; this may contribute to their lower risk
of having a PPH or OASIS, in addition to other factors such as being
younger, having a higher BMI and being Nordic born.
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Table 5 (continued )

Maternal and birth characteristics Total, N ¼ 233,083 OASIS

No, N ¼ 225,782 (96.9%) Yes, N ¼ 7301 (3.1%)

Postsecondary (>12 years) 100,468 (52.1) 96,889 (51.8) 3579 (59.7)
N missing 40,079 38,771 1308

Parity, n (%)
0 92,458 (39.7) 87,324 (38.7) 5134 (70.3)
1 92,960 (39.9) 91,076 (40.3) 1884 (25.8)
�2 47,665 (20.4) 47,382 (21) 283 (3.9)

Birth characteristics
Birth outside hospital, n (%)
No 231,173 (99.2) 223,914 (99.2) 7259 (99.4)
Yes 1910 (0.8) 1868 (0.8) 42 (0.6)

Season of birth, n (%)
November to March 89,084 (38.2) 86,215 (38.2) 2869 (39.3)
April to October 143,999 (61.8) 139,567 (61.8) 4432 (60.7)

Onset of labour, n (%)
Induced 3221 (1.4) 3042 (1.3) 179 (2.5)
Spontaneous 229,862 (98.6) 222,740 (98.7) 7122 (97.5)

Mode of delivery, n (%)
Vaginal, instrumental 14,643 (6.3) 12,959 (5.7) 1684 (23.1)
Vaginal, non-instrumental 218,440 (93.7) 212,823 (94.3) 5617 (76.9)

Epidural, n (%)
No 160,988 (69.1) 157,506 (69.8) 3482 (47.7)
Yes 72,095 (30.9) 68,276 (30.2) 3819 (52.3)

Oxytocin use, n (%)
No 164,501 (70.6) 161,082 (71.3) 3419 (46.8)
Yes 68,582 (29.4) 64,700 (28.7) 3882 (53.2)

Severe maternal morbidity,a n (%)
No 227,933 (97.8) 221,068 (97.9) 6865 (94.0)
Yes 5150 (2.2) 4714 (2.1) 436 (6.0)

Time from start of labour to admission (min)
Mean, median (standard deviation), IQR 599.8, 365.0 (976.5), 180e738 596.3, 362.0 (970.9), 180e734 707.9, 441.0 (1131), 214e885
N missing 24,693 23,927 766

Time from admission to birth (min)
Mean, median (standard deviation), IQR 430.0, 304.0 (469.2), 142e589 423.7, 298.0 (463.3), 140e579 624.4, 538.0 (592.6), 279e829

Duration of labour (min)
Mean, median (standard deviation), IQR 1021, 762.0 (1041), 439e1262 1012, 753.0 (1036), 434e1250 1315, 1064 (1163), 656e1585
N missing 24,693 23,927 766

Birth satisfaction (using VAS scale),n (%)
Dissatisfied (VAS <4) 9746 (10.9) 9348 (10.8) 398 (14.5)
Satisfied (�4) 79,436 (89.1) 77,089 (89.2) 2347 (85.5)
N missing 14,3901 13,9345 4556

IQR, interquartile range; VAS, visual analogue scale; WHO, World Health Organization.
a Severe maternal morbidity is having any of the following (see Supplementary Table 1 for definitions based ICD diagnostic and action codes): severe haemorrhage;

embolism, shock, DIC; sepsis; acute renal failure; cardiac complications; cerebrovascular; hysterectomy; surgical; severe uterine rupture; other (liver disorders in pregnancy,
childbirth and the puerperium; acute appendicitis, unspecified appendicitis, peritonitis; adult respiratory distress syndrome; toxic liver disease or hepatic failure, not else-
where classified; postpartum inversion of uterus; manual correction of inverted uterus).
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a b s t r a c t

Objectives: The study aimed to evaluate the long-term metabolic risk profiles of Fukushima residents
after the Great East Japan Earthquake of March 2011.
Study design: This was a cross-sectional and a longitudinal design.
Methods: The Fukushima Health Database (FDB) contains 2,331,319 annual health checkup records of
participants aged 40e74 years between 2012 and 2019. We checked the validity of the FDB by comparing
the prevalence of metabolic factors with the National Database of Health Insurance Claims and Specific
Health Checkups (NDB). We applied a regression analysis to determine the changes and project the
trends of metabolic factors over the years.
Results: Compared to the NDB, the prevalence of metabolic factors in Fukushima was higher than the
country average from 2013 to 2018, and they showed the same trends as those from the FDB. The
prevalence of metabolic syndrome (MetS) increased from 18.9% in 2012 to 21.4% in 2019 (an annual
increase of 2.74%) in men and from 6.8 to 7.4% (an annual increase of 1.80%) in women in Fukushima. The
standardized prevalence of MetS, being overweight, and diabetes is projected to continue increasing,
with disparities among subareas being higher in evacuees than in non-evacuees. An annual decrease of
0.38e1.97% in hypertension was mainly observed in women.
Conclusions: The prevalence of metabolic risk is higher in Fukushima as compared to the country
average. The increasing metabolic risk in subareas, including the evacuation zone, highlights the need to
control MetS in Fukushima residents.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-

nc-nd/4.0/).

Introduction

The Japanese government started a newhealth policy in 2008 by
providing detailed health checkups, which were followed by spe-
cific counseling for subjects diagnosed with metabolic syndrome
(MetS). Most of the trend analyses for MetS have been conducted

using integrated population-based data. However, longitudinal
analysis of individual information may elucidate accurate changes
in health measurement,1 which is imperative in evaluating the
implementation of health policies in communities.

The Great East Japan Earthquake of March 2011 affected the
health status of residents, especially in the disaster areas. The
Fukushima health management surveys have reported increased
cardiometabolic risks such as being overweight, obesity,2e4

hypertension,5e7 diabetes mellitus,2,4 and dyslipidemia2,4,8 in
postdisaster residents. For example, the prevalence of hypertension
peaked a year after the earthquake and then declined,7 while body
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weight and waist circumference increased with deteriorating high-
density lipoprotein cholesterol levels among relocated survivors for
even longer than a year after the earthquake.6 However, these
studies were conducted in a cross-sectional manner or with a short
follow-up time, with less information on the long-term changes in
metabolic factors.1,9

Japan has achieved a universal health insurance coverage, and
has three main types of public health insurance: Employee Health
Insurance (EHI), National Health Insurance (NHI), and Late Elders'
Insurance (LEI).10 Many companies provide EHI to employed
workers and their dependents. For those not covered by the EHI, for
example, the self-employed, those working in agriculture, forestry,
fishery, or small businesses, municipalities provide the NHI for
persons �74 years, and LEI covers for persons �75 years.10 The
National Database of Health Insurance Claims and Specific Health
Checkups of Japan (NDB) was open to the public for research, but
the population-integrated information was limited only at the
regional level.11 The Fukushima prefectural government has built a
health insurance database (FDB) with individual-specific health
checkup information for registries in Fukushima prefecture.12

Therefore, FDB can be used to carry out various studies with a
longitudinal analysis approach to evaluate the health status of
communities.

There are few studies on the changes in metabolic factors using
insurance data in Japan,13e19 some of which focused on the em-
ployees13,16 or the short-term effect of special health
guidance.14,17e19 A recent study using the NDB (with individual
information applied by the research purpose) reported that the
MetS prevalence in people with evacuation experience increased
significantly after the disaster compared to that before the disaster
in Fukushima.20 This study aimed to analyze the long-term trends
of metabolic factors by the FDB between the years 2012 and 2019,
and to elucidate the postdisaster health impact of people residing
in Fukushima. The validity of the FDB will also be evaluated by
comparing it with the NDB regarding available metabolic factors.

Methods

Study participants

The FDB includes data on annual specific health checkups and
health insurance claims of the NHI, LEI, and a part of the EHI (i.e.,
Kyokai-Kenpo, for employees of small- to medium-sized
enterprises), and covers about 70% of the residents of Fukushima
Prefecture.12 In this study, we extracted data from the NHI, Kyokai-
Kenpo, and a few participants aged 65e74 years who were covered
for disability by LEI (0.4%) from the FDB. The data included de-
mographics (age, sex, and residential area), biochemistry (glucose
levels, kidney function, liver function, lipid profile, and triglyceride
levels), and self-administered questionnaires (22 items on medical
history, alcohol consumption, physical activity, and dietary habits).
The insurers' personal identities were anonymous.

Due to the radiation leakage from the damaged nuclear power
plant after the Great East Japan Earthquake of March 11, 2011 (3.11
disaster), residents needed to relocate according to governmental
orders. The present study evaluated the disparity of metabolic
factors in the merged secondary medical areas (Aizu, Nakadori, and
Hamadori areas) and evacuation areas. We defined the evacuation
areas as, municipalities in ‘total evacuation areas’ and ‘terminated/
partial evacuation areas,’ which included Naraha Town, Tomioka
Town, Okuma Town, Futaba Town, Namie Town, Katsurao Village,
Iitate Village, Date City, Tamura City, Minami-Soma City, Kawamata
Town, Hirono Town, and Kawauchi Village.21 In the evacuation
areas, Date City, Kawamata Town, and Tamura City were in the
Nakadori Area (Supplementary Fig. 1).

As the insurance coverage is different for participants in the NDB
and FDB, we used the available data (i.e., blood pressure, body mass
index [BMI], waist circumference, fasting blood glucose, hemoglo-
bin A1c [HbA1c], high-density lipoprotein cholesterol [HDL-C], and
triglycerides [TG]) for comparing the National average (means or
prevalence) of metabolic factors from the NDB during 2013 and
2018.11 We used NDB participants aged 40e74 years in 2016 as the
reference population for standardization of the prevalence rates in
Fukushima.

Definition of metabolic syndrome

MetS was defined according to the Japanese Diabetes Associa-
tion guidelines of 2005 as follows: waist circumference �85 cm in
men and �90 cm in women as well two or more of the following
three parameters: 1) TG �150 mg/dl, HDL-C <40 mg/dl, or the use
of anti-dyslipidemia medication; 2) systolic blood pressure
(SBP) �130 mmHg, diastolic blood pressure (DBP) �85 mmHg, or
the use of antihypertensive medication; and 3) elevated fasting
blood glucose �110 mg/dl or the use of diabetes therapy.22

Statistical analysis

Age-standardized annual prevalence rates and weighted means
of the selected metabolic factors of participants in the NDB were
computed. Using the 2016 NDB population, age-standardized
prevalence rates for participants in the FDB, including entire
Fukushima and its sub-areas (i.e., the merged second medical areas
and evacuation areas after the 3.11 disaster) were also calculated.
Generalized linear regression models were applied to estimate the
trends of metabolic prevalence (and confidence limits), with
polynomial functions of three degrees for the age effect and two
degrees for the period effect when fitting the models. The general
estimating equation (GEE) model adjusted for repeated measure-
ments in the same person was used to estimate the longitudinal
changes in metabolic prevalence between 2012 and 2019.1 The GEE
was also applied to test for trend significance over the years, and
the annual percent change (APC) and 95% confidence interval (CI) of
prevalence between 2012 and 2019 was calculated.1

All data were analyzed using SAS statistical software ver. 9.4 for
Windows (SAS Institute, Cary, NC). All P values reported were two-
sided, and P < 0.05 was considered statistically significant.

Results

Prevalence of metabolic factors in the NDB

The standardized prevalence rates (SE) of the abnormal avail-
able metabolic factors in Fukushima Prefecture from the NDB are
shown in Table 1, and the weighted means of the factors are shown
in Supplementary Table 1. Both men and women had a notable
increase in body weight, waist circumference, and fasting blood
glucose, when the country average was compared with Fukushima
between 2013 and 2018. Similar variance patterns in HDL-C and TG
levels were observed. Only the prevalence of HbA1c >5.6% was
lower in Fukushima than the country average; however, the prev-
alence of other metabolic factors was higher in the Fukushima
population than the county average.

Crude prevalence of metabolic factors in the FDB

A total of 3,057,391 participants had health checkup records, and
92.12% of participants had at least two health checkups between
2012 and 2019. Of the 2,331,319 participants aged 40e74 years,
29.9% attended all annual health checkups between 2012 and 2019
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(Table 2). The number of FDB participants increased from 254,432
(125,176 men and 129,256 women) in 2012 to 321,960 (159,267
men and 162,693 women) in 2019.

The measurement levels and crude prevalence of MetS and its
component factors in men and women from the FDB are shown in
Tables 3 and 4, respectively. Between 2012 and 2019, the prevalence
of MetS increased from 18.9 to 21.4% in men and 6.8 to 7.4% in
women. In men, BMI increased from 24.02 to 24.33 kg/m2, fasting
blood glucose increased from 103.53 to 104.83 mg/dl, and HDL-C
increased from 55.81 to 57.71 mg/dl. Furthermore, the treatment
need for hypertension increased from 31.0 to 34.2%, for diabetes 7.9
to 10.5%, and for dyslipidemia 12.6 to 17.7%. In women, similar
patterns of increase were observed in BMI, blood glucose, and HDL-

C, and the prevalence of dyslipidemia (high LDL and TG) and those
in dyslipidemia therapy varied between 2012 and 2019.

The estimated prevalence rates (95% confidence limits) of
metabolic factors at individual ages in men and women are shown
in Fig. 1. The overall prevalence of MetS doubled at 74 years when
compared to that at 40 years in both men and women. In men, it
increased sharply below 60 years and then plateaued. In men, the
prevalence of being overweight decreased after 45 years, which
was an inverse pattern compared towomen. Both the prevalence of
hypertension and diabetes increased significantly with age, but the
prevalence of diabetes declined after 65 years in men. The preva-
lence of dyslipidemia in women increased from 40 to 65 years and
then declined, and in men, it increased up to 50 years and then

Table 1
Standardized prevalence rates (SE)a of selected metabolic factors in participants aged 40e74 years, the NDB, 2013e2018.b

Sex Factor Area 2013 2014 2015 2016 2017 2018

Men BMI �25 kg/m2 Fukushima 35.2 (0.13) 35.1 (0.13) 35.4 (0.13) 36.3 (0.13) 37.3 (0.13) 38.2 (0.13)
Japan 31.8 (0.02) 32.0 (0.01) 32.3 (0.01) 33.0 (0.01) 34.0 (0.01) 34.8 (0.01)

Waist circumference �85 cm Fukushima 49.2 (0.16) 49.0 (0.15) 49.1 (0.15) 49.7 (0.15) 50.6 (0.15) 51.8 (0.15)
Japan 47.0 (0.02) 46.8 (0.02) 47.1 (0.02) 47.8 (0.02) 48.6 (0.02) 49.6 (0.02)

SBP �130 mmHg Fukushima 44.1 (0.15) 43.9 (0.14) 43.4 (0.14) 44.1 (0.14) 43.3 (0.14) 43.1 (0.13)
Japan 40.3 (0.02) 39.9 (0.02) 39.7 (0.02) 39.8 (0.02) 40.0 (0.02) 39.9 (0.02)

DBP �85 mmHg Fukushima 27.5 (0.12) 28.0 (0.11) 27.5 (0.11) 28.7 (0.11) 29.4 (0.11) 29.6 (0.11)
Japan 26.9 (0.01) 27.4 (0.01) 27.5 (0.01) 27.7 (0.01) 28.3 (0.01) 28.5 (0.01)

Fasting blood glucose �110 mg/dl Fukushima 20.4 (0.11) 20.4 (0.10) 20.4 (0.10) 21.0 (0.10) 21.7 (0.10) 22.1 (0.10)
Japan 18.8 (0.01) 18.4 (0.01) 18.6 (0.01) 19.0 (0.01) 19.4 (0.01) 19.8 (0.01)

HbA1c >5.6% Fukushima 40.9 (0.17) 42.5 (0.17) 45.0 (0.17) 44.6 (0.17) 47.4 (0.18) 47.2 (0.17)
Japan 44.9 (0.02) 47.1 (0.02) 48.8 (0.02) 49.4 (0.02) 50.3 (0.02) 49.7 (0.02)

HDL cholesterol <40 mg/dl Fukushima 9.1 (0.07) 8.7 (0.06) 8.9 (0.06) 8.7 (0.06) 8.1 (0.06) 8.0 (0.06)
Japan 8.0 (0.01) 7.7 (0.01) 7.8 (0.01) 7.8 (0.01) 7.5 (0.01) 7.2 (0.01)

Triglyceride �150 mg/dl Fukushima 29.0 (0.12) 28.7 (0.12) 28.8 (0.11) 28.8 (0.11) 28.7 (0.11) 28.3 (0.11)
Japan 28.4 (0.01) 28.1 (0.01) 27.8 (0.01) 27.8 (0.01) 28.0 (0.01) 27.6 (0.01)

Women BMI �25 kg/m2 Fukushima 23.9 (0.12) 23.5 (0.11) 23.7 (0.11) 24.2 (0.11) 25.0 (0.11) 25.6 (0.11)
Japan 18.6 (0.01) 18.5 (0.01) 18.8 (0.01) 19.2 (0.01) 19.8 (0.01) 20.4 (0.01)

Waist circumference �90 cm Fukushima 16.5 (0.10) 16.5 (0.09) 16.6 (0.09) 17.1 (0.09) 17.3 (0.09) 18.0 (0.09)
Japan 13.7 (0.01) 13.6 (0.01) 13.8 (0.01) 14.1 (0.01) 14.5 (0.01) 14.9 (0.01)

SBP �130 mmHg Fukushima 33.4 (0.13) 32.6 (0.13) 32.4 (0.13) 33.2 (0.13) 32.8 (0.12) 32.4 (0.12)
Japan 29.6 (0.02) 29.0 (0.02) 28.8 (0.01) 28.6 (0.01) 28.8 (0.01) 28.7 (0.01)

DBP �85 mmHg Fukushima 14.6 (0.09) 14.8 (0.09) 14.7 (0.09) 15.8 (0.09) 15.8 (0.09) 15.7 (0.09)
Japan 13.5 (0.01) 13.6 (0.01) 13.7 (0.01) 13.8 (0.01) 14.1 (0.01) 14.4 (0.01)

Fasting blood glucose �110 mg/dl Fukushima 8.7 (0.07) 8.8 (0.07) 9.0 (0.07) 9.3 (0.07) 9.4 (0.07) 9.7 (0.07)
Japan 7.5 (0.01) 7.3 (0.01) 7.5 (0.01) 7.7 (0.01) 7.9 (0.01) 8.0 (0.01)

HbA1c >5.6% Fukushima 40.4 (0.18) 40.5 (0.17) 43.3 (0.18) 43.4 (0.17) 45.9 (0.18) 44.5 (0.17)
Japan 41.5 (0.02) 43.9 (0.02) 45.3 (0.02) 46.0 (0.02) 46.9 (0.02) 46.0 (0.02)

HDL cholesterol <40 mg/dl Fukushima 2.0 (0.03) 1.8 (0.03) 1.7 (0.03) 1.6 (0.03) 1.5 (0.03) 1.5 (0.03)
Japan 1.4 (0.004) 1.3 (0.003) 1.3 (0.003) 1.3 (0.003) 1.2 (0.003) 1.2 (0.003)

Triglyceride �150 mg/dl Fukushima 11.9 (0.08) 11.7 (0.08) 11.7 (0.08) 11.8 (0.08) 12.0 (0.07) 11.6 (0.07)
Japan 11.9 (0.01) 11.5 (0.01) 11.4 (0.01) 11.5 (0.01) 11.6 (0.01) 11.4 (0.01)

BMI, body mass index; SBP, systolic blood pressure; DBP, diastolic blood pressure; HbA1C, hemoglobin A1C; HDL cholesterol, high-density lipoprotein cholesterol.
a SE, standard error.
b NDB, National Database of Health Insurance Claims and Specific Health Checkups of Japan; Standardized by the 2016 participants' population of the NDB.

Table 2
Characteristics of total participants in the Fukushima Health Database, 2012e2019.

Men Women All

Total participants (aged 35e108 years), n (%) 1,493,014 (48.83) 1,564,377 (51.17) 3,057,391 (100)
Attended at least twice annual health checkup, n (%) 1,381,515 (49.05) 1,435,030 (50.95) 2,816,545 (92.12)a

Attended all annual health checkups, n (%) 419,720 (51.31) 398,328 (48.69) 818,048 (26.76)a

Participants aged 40e74 years, n (%) 1,149,245 (49.3) 1,182,074 (50.7) 2,331,319 (76.25)a

Attended at least twice annual health checkup, n (%) 1,067,246 (49.53) 1,087,699 (50.47) 2,154,945 (85.03)b

Attended all annual health checkups, n (%) 358,128 (51.46) 337,773 (48.54) 695,901 (29.9)b

a Percentage among the total of 3,057,391 participants.
b Percentage among the total of 2,331,319 participants aged 40e74 years.
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declined. Other selected metabolic factors related to age showed a
similar tendency (Supplementary Fig. 2).

Standardized prevalence rates of metabolic factors in the FDB

For the temporal trends, significantly positive coefficients for
health checkup years were observed in the simple linear regression
and quadratic regression for prevalence of MetS, being overweight,
and diabetes (Supplementary Table 2). For convenience of

comparison, the quadratic regression results of the age-
standardized rates were plotted. The prevalence of MetS, being
overweight, and diabetes in men as well as being overweight in
women had significantly increasing temporal trends in Fukushima
(Fig. 2a). The prevalence rates of metabolic component factors were
higher in Fukushima (FDB 2012e2019) than those of the country
average (NDB 2013e2018) in corresponding years (Supplementary
Fig. 3). In addition, area disparities in the prevalence were
observeddhigher prevalence rates and increased tendency of

Table 3
Measurements and prevalence of metabolic factors in men aged 40e74 years, Fukushima Health Database, 2012e2019.

Metabolic factors 2012 2013 2014 2015 2016 2017 2018 2019

Metabolic syndrome, n (%) 20,409 (18.9) 21,841 (19.2) 23,120 (19.4) 24,274 (19.6) 25,511 (20.2) 27,424 (20.5) 30,369 (21.1) 31,430 (21.4)
BMI (kg/m2), Mean (SD) 24.02 (3.3) 24.01 (3.4) 24.00 (3.4) 24.04 (3.4) 24.11 (3.5) 24.20 (3.5) 24.26 (3.6) 24.33 (3.6)
�25 kg/m2, n (%) 43,879 (35.1) 45,837 (34.9) 47,439 (34.8) 49,872 (35.2) 52,202 (36.0) 56,519 (37.0) 59,341 (37.7) 61,256 (38.5)

Waist circumference (cm), Mean (SD) 85.12 (9.1) 85.08 (9.0) 85.22 (9.1) 85.33 (9.4) 85.46 (9.2) 85.68 (9.4) 85.96 (9.4) 86.12 (9.5)
Men �85 cm, n (%) 62,898 (50.4) 65,636 (50.1) 68,735 (50.5) 71,742 (50.9) 74,200 (51.4) 79,460 (52.2) 83,697 (53.4) 85,038 (53.6)

SBP (mmHg), Mean (SD) 129.14 (16.0) 128.73 (15.9) 128.76 (15.9) 128.64 (15.8) 129.13 (16.4) 128.77 (16.4) 128.74 (16.3) 128.89 (16.3)
�130 mmHg, n (%) 61,739 (49.3) 63,029 (48.0) 65,603 (48.1) 67,313 (47.6) 69,465 (47.9) 71,598 (46.8) 73,465 (46.7) 74,262 (46.7)

DBP (mmHg), Mean (SD) 79.26 (10.9) 78.90 (10.9) 78.83 (11.0) 78.57 (11.0) 78.70 (11.4) 78.58 (11.4) 78.55 (11.4) 78.70 (11.5)
�85 mmHg, n (%) 36,484 (29.1) 36,759 (28.0) 37,849 (27.7) 38,572 (27.3) 41,372 (28.6) 43,160 (28.2) 44,248 (28.1) 45,340 (28.5)

Hypertension, n (%) 79,131 (63.3) 82,641 (63.0) 86,479 (63.4) 84,255 (63.1) 92,527 (63.9) 97,221 (63.6) 100,727 (64.0) 102,150 (64.2)
Hypertension therapy, n (%) 38,718 (31.0) 42,066 (32.1) 44,696 (32.8) 44,528 (33.4) 47,926 (33.1) 50,896 (33.3) 53,185 (33.8) 54,503 (34.2)
Fasting blood glucose (mg/dl), Mean (SD) 103.53 (24.7) 103.57 (24.3) 103.84 (23.5) 103.84 (23.6) 104.21 (23.6) 104.62 (23.9) 104.71 (24.1) 104.83 (24.1)
�110 mg/dl, n (%) 23,806 (21.9) 25,537 (22.4) 27,524 (23.1) 28,848 (23.2) 30,051 (23.7) 32,860 (24.4) 35,743 (24.7) 36,798 (25.0)

HbA1c (%), Mean (SD) 5.64 (0.8) 5.68 (0.9) 5.69 (0.8) 5.72 (0.7) 5.72 (0.8) 5.75 (0.8) 5.72 (0.8) 5.74 (0.8)
>5.6%, n (%) 32,747 (45.0) 34,581 (45.3) 36,702 (46.6) 39,834 (49.7) 39,611 (49.4) 42,147 (52.3) 41,474 (50.3) 42,939 (52.0)

Diabetes, n (%) 25,480 (23.5) 27,424 (24.0) 29,573 (24.8) 30,087 (25.0) 32,334 (25.5) 35,279 (26.2) 38,423 (26.5) 39,527 (26.9)
Diabetes therapy, n (%) 9819 (7.9) 10,952 (8.3) 12,009 (8.8) 12,433 (9.3) 13,662 (9.4) 15,066 (9.9) 16,161 (10.3) 16,768 (10.5)
HDL cholesterol (mg/dl), Mean (SD) 55.81 (14.7) 56.22 (14.7) 56.63 (14.8) 56.67 (14.9) 56.86 (15.0) 57.50 (15.2) 57.52 (15.2) 57.71 (15.3)
<40 mg/dl, n (%) 12,712 (10.2) 12,629 (9.6) 12,551 (9.2) 13,132 (9.3) 13,070 (9.0) 12,703 (8.3) 13,067 (8.3) 12,810 (8.0)

LDL cholesterol (mg/dl), Mean (SD) 120.73 (31.4) 121.18 (31.5) 121.66 (31.6) 121.55 (31.7) 121.34 (31.5) 120.97 (31.3) 121.63 (31.5) 122.00 (31.6)
�140 mg/dl, n (%) 32,164 (25.7) 34,560 (26.3) 36,563 (26.8) 37,744 (26.7) 38,516 (26.6) 39,776 (26.0) 42,334 (26.9) 43,302 (27.2)

Triglyceride (mg/dl), Mean (SD) 134.03 (106.3) 135.75 (110.8) 134.93 (111.6) 135.55 (111.0) 135.49 (110.9) 135.44 (112.1) 134.83 (114.2) 133.72 (109.5)
�150 mg/dl, n (%) 34,844 (27.9) 37,494 (28.5) 38,200 (28.0) 40,197 (28.4) 41,267 (28.5) 43,380 (28.4) 44,126 (28.0) 44,159 (27.7)

Dyslipidemia, n (%) 67,946 (54.4) 72,638 (55.4) 75,734 (55.6) 74,532 (55.9) 81,383 (56.2) 85,388 (55.9) 89,918 (57.1) 91,853 (57.7)
Dyslipidemia therapy, n (%) 15,747 (12.6) 17,528 (13.4) 19,227 (14.1) 19,829 (14.9) 21,461 (14.8) 23,437 (15.3) 26,329 (16.7) 28,153 (17.7)

SD, standard deviation; BMI, body mass index; SBP, systolic blood pressure; DBP, diastolic blood pressure; HbA1C, hemoglobin A1 C; HDL cholesterol, high-density lipoprotein
cholesterol; LDL cholesterol, low-density lipoprotein cholesterol.

Table 4
Measurements and prevalence of metabolic factors in women aged 40e74 years, Fukushima Health Database 2012e2019.

Metabolic factors 2012 2013 2014 2015 2016 2017 2018 2019

Metabolic syndrome, n (%) 7721 (6.8) 8305 (6.9) 8772 (7.0) 8582 (6.6) 9519 (7.2) 10,108 (7.2) 10,749 (7.3) 11,103 (7.4)
BMI (kg/m2), Mean (SD) 23.00 (3.6) 22.95 (3.7) 22.91 (3.7) 22.89 (3.8) 22.93 (3.8) 23.00 (3.9) 23.04 (3.9) 23.07 (4.0)
�25 kg/m2, n (%) 32,936 (25.5) 34,342 (25.3) 35,104 (25.0) 36,238 (25.0) 37,772 (25.3) 41,093 (26.0) 42,422 (26.4) 43,368 (26.7)

Waist circumference (cm), Mean (SD) 81.10 (9.9) 81.03 (10.0) 81.16 (10.0) 81.12 (10.2) 81.21 (10.1) 81.30 (10.4) 81.46 (10.3) 81.52 (10.5)
�90 cm, n (%) 23,645 (18.4) 24,959 (18.4) 26,160 (18.7) 26,894 (18.6) 28,114 (18.9) 30,330 (19.2) 31,602 (19.7) 32,100 (19.8)

SBP (mmHg), Mean (SD) 124.95 (16.3) 124.52 (16.2) 124.48 (16.1) 124.44 (16.2) 124.88 (16.7) 124.57 (16.7) 124.41 (16.7) 124.62 (16.8)
�130 mmHg, n (%) 51,306 (39.7) 52,362 (38.5) 53,938 (38.4) 55,163 (38.0) 57,583 (38.6) 59,704 (37.7) 59,544 (37.0) 60,658 (37.3)

DBP (mmHg), Mean (SD) 74.79 (10.5) 74.37 (10.4) 74.35 (10.5) 74.19 (10.6) 74.06 (11.0) 73.79 (11.0) 73.62 (11.1) 73.75 (11.2)
�85 mmHg, n (%) 20,555 (15.9) 20,466 (15.0) 21,299 (15.2) 22,024 (15.2) 24,173 (16.2) 24,928 (15.8) 24,893 (15.5) 25,821 (15.9)

Hypertension, n (%) 66,453 (51.5) 69,307 (51.0) 71,831 (51.2) 65,741 (51.8) 76,914 (51.6) 80,168 (50.7) 80,577 (50.1) 81,905 (50.4)
Hypertension therapy, n (%) 34,826 (27.0) 37,112 (27.3) 38,459 (27.4) 35,593 (28.0) 39,622 (26.6) 40,962 (25.9) 41,619 (25.9) 41,977 (25.8)
Fasting blood glucose (mg/dl), Mean (SD) 95.67 (16.7) 95.78 (16.4) 96.16 (16.2) 96.31 (16.5) 96.64 (16.5) 96.73 (16.5) 96.90 (16.7) 97.01 (16.9)
�110 mg/dl, n (%) 11,635 (10.2) 12,468 (10.3) 13,495 (10.7) 14,321 (11.0) 15,230 (11.4) 16,325 (11.6) 17,200 (11.7) 17,943 (12.0)

HbA1c (%), Mean (SD) 5.57 (0.6) 5.62 (0.6) 5.62 (0.6) 5.65 (0.6) 5.65 (0.6) 5.68 (0.6) 5.65 (0.6) 5.67 (0.6)
>5.6%, n (%) 40,938 (44.5) 44,860 (46.8) 46,732 (47.5) 49,744 (49.6) 51,182 (50.4) 55,703 (53.7) 52,942 (50.8) 55,130 (53.1)

Diabetes, n (%) 12,812 (11.2) 13,875 (11.5) 14,946 (11.9) 14,509 (12.6) 16,840 (12.6) 18,050 (12.8) 19,040 (12.9) 19,841 (13.3)
Diabetes therapy, n (%) 5069 (3.9) 5805 (4.3) 6285 (4.5) 6210 (4.9) 7021 (4.7) 7690 (4.9) 8114 (5.0) 8422 (5.2)
HDL cholesterol (mg/dl), Mean (SD) 64.82 (15.4) 65.45 (15.6) 65.98 (15.6) 66.42 (15.7) 66.81 (15.7) 67.66 (16.0) 67.92 (16.1) 68.16 (16.3)
<40 mg/dl, n (%) 3075 (2.4) 3036 (2.2) 2795 (2.0) 2792 (1.9) 2668 (1.8) 2548 (1.6) 2528 (1.6) 2479 (1.5)

LDL cholesterol (mg/dl), Mean (SD) 124.64 (30.7) 125.43 (30.7) 125.85 (31.0) 125.85 (31.3) 125.14 (30.8) 124.50 (30.8) 124.80 (30.9) 124.86 (30.9)
�140 mg/dl, n (%) 37,538 (29.1) 40,584 (29.8) 42,967 (30.6) 44,429 (30.6) 44,256 (29.7) 45,697 (28.9) 47,100 (29.3) 47,741 (29.4)

Triglyceride (mg/dl), Mean (SD) 98.44 (58.7) 99.70 (59.2) 99.03 (58.9) 99.27 (60.2) 99.14 (60.1) 99.21 (61.7) 98.21 (59.9) 98.01 (60.4)
�150 mg/dl, n (%) 16,809 (13.0) 18,136 (13.3) 18,722 (13.3) 19,411 (13.4) 20,006 (13.4) 21,293 (13.5) 20,990 (13.1) 20,975 (12.9)

Dyslipidemia, n (%) 66,395 (51.5) 71,566 (52.7) 75,070 (53.5) 68,454 (53.9) 78,759 (52.8) 82,323 (52.0) 84,512 (52.6) 86,296 (53.1)
Dyslipidemia therapy, n (%) 25,732 (19.9) 28,054 (20.7) 29,848 (21.3) 28,087 (22.1) 31,920 (21.4) 33,286 (21.0) 34,931 (21.7) 36,100 (22.2)

SD, standard deviation; BMI, body mass index; SBP, systolic blood pressure; DBP, diastolic blood pressure; HbA1C, hemoglobin A1 C; HDL cholesterol, high-density lipoprotein
cholesterol; LDL cholesterol, low-density lipoprotein cholesterol.
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MetS, being overweight, diabetes, and dyslipidemia was observed
in Hamadori areas, especially in men. The increasing tendency was
prominent for MetS, being overweight, hypertension, and dyslipi-
demia in the Aizu and Nakadori areas and for diabetes in the
Hamadori area (Fig. 2b).

The similar prevalence of metabolic factors and temporal trends
in evacuation and non-evacuation areas were observed
(Supplementary Table 2 and Fig. 3). The rates were higher in the
evacuation area than in the non-evacuation area and the total area
of Fukushima. A significantly increased prevalence of being over-
weight was observed in both quadratic and simple regression
models. Both evacuated and non-evacuated residents had a
significantly increased tendency for MetS, being overweight, and
diabetes. Although hypertension increased in non-evacuated men
but decreased in evacuated women, dyslipidemia did not increase
in the evacuated and non-evacuated areas.

The highest prevalence rates of MetS, overweight, and dyslipi-
demia were observed in evacuation areas such as Hirono Town,
Okuma Town, and Kawauchi Village. The prevalence levels of
metabolic factors in partial evacuation areas such as Date City,
Tamura City, and Kawauchi Village were similar to those in non-
evacuation areas (Supplementary Fig. S4).

Longitudinal change of metabolic factors in the FDB

Estimated by the GEE models, the annual changes in the prev-
alence of MetS and themainmetabolic factors are shown in Table 5.
The prevalence of MetS increased by approximately 2.74% (95% CI:
2.52e2.95) in men and 1.8% (95% CI: 1.47 to 2.11) in women
annually in Fukushima. Similarly, significantly increased APCs were

observed with the conditions of being overweight and diabetes in
bothmen andwomen. On the other hand, we only found significant
decline in the prevalence of hypertension in womend0.61% in
Fukushima, 0.66% in the Nakadori area, and 0.94% in the Hamadori
area between 2012 and 2019.

Disparities in the APCs of metabolic factors were also observed
between evacuees and non-evacuees. In men andwomen, evacuees
and non-evacuees had approximately the same increase in APC for
being overweight and diabetic, whereas non-evacuees had a higher
APC for MetS than the evacuees (although APC was not significant
in the evacuated women). Evacuated men (0.60%), evacuated
women (1.97%), and non-evacuated women (0.38%) had decreased
APCs for hypertension, but non-evacuatedmen had 0.91% increased
prevalence for hypertension. Meanwhile, evacuated and non-
evacuated men and non-evacuated women had increased APCs
for dyslipidemia; however, evacuated women had a decreased APC
for dyslipidemia.

Discussion

In this study, we analyzed the status and trends of metabolic
factors in Fukushima between 2012 and 2019 using FDB. The
analysis showed an increasing temporal propensity of MetS and its
key component factors in Fukushima residents over the years, with
disparities in subareas and higher levels in evacuation areas than
that in non-evacuation areas. Overall, the metabolic risk status and
trend analysis based on the FDB were similar to those based on the
NDB. Therefore, the results indicate that the FDB is a valid database
that can be used for regional health evaluations.

Fig. 1. Prevalence rates of metabolic syndrome and component factors by ages 40e74 years, Fukushima Health Database 2012e2019. Overweight (body mass index �25 kg/m2),
hypertension (systolic blood pressure �130 mmHg, diastolic blood pressure �85 mmHg, or using the antihypertension drug), diabetes mellitus (fasting blood sugar �110 mg/dl or
using anti-diabetes drug), and dyslipidemia (high-density lipoprotein cholesterol <40 mg/dl, triglyceride �150 mg/dl, or using the anti-dyslipidemia drug) along with age. Curves of
prevalence rates (and 95% confidence limits) were fitted by regression models with cubic function.

E. Ma, T. Ohira, M. Fukasawa et al. Public Health 217 (2023) 115e124

119



Fig. 2. Standardized prevalence rates and the projection of metabolic syndrome, being overweight, hypertension, diabetes mellitus, and dyslipidemia in the total area of Fukushima
(a) and the merged secondary medical areas in Fukushima prefecture (b), Fukushima Health Database, 2012e2019 for age 40e74 years.
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Using applied NDB with individual participants, Eguchi et al.
analyzed the long-term trends of MetS prevalence between 2008
and 2017. The study demonstrated significantly increased MetS
prevalence in evacuation areas than in other areas with compari-
sons between pre- and postdisaster periods.20 Hashimoto et al.
demonstrated that evacuation after the 3.11 disaster was associated
with increased incidence of MetS in a cohort study.2 For the
Fukushima Health Management Survey, Kobari et al. recently re-
ported that evacuation experience in men significantly affected the
risk of new-onset hypertension in a 7-year follow-up after 2011.23

Our study added evidence on MetS using a regional insurance
database in Japan and highlights the consistently high metabolic
risk in residents, prominently in evacuation areas, after the Great
East Japan Earthquake in 2011.

The NDB was developed for surveys and analysis to facilitate,
monitor, implement, and estimate health expenditure optimiza-
tion plans in 2008.11 Participants showed remarkable improve-
ment in their metabolic risk under the special health guidance
reported in the NDB study.14 The FDB served the same purpose as
the NDB, and individual health checkup informationwas available
for conducting more detailed analyses.24 It was observed that the
specific health checkup was a voluntary participation, and the
national participation ratewas 55.6% in FY2019,25 whichmay have
been influenced by the more health-conscious individuals who
participated voluntarily. Hence, the prevalence of metabolic fac-
tors reported in the NDB was lower than that reported in the
National Nutrition Survey.14,26 Furthermore, the prevalence of
metabolic factors was found to be higher in Fukushima than the
country's average, based on the NDB analysis. The prevalence of
high HbA1C in Fukushima was lower than the country average,
which might be due to the unavailability of complete data.
Because of the differences in insurance coverage in the databases,

the results from the FDB may not be directly compared with those
from the NDB. However, the metabolic risk patterns and temporal
trends were very similar in Fukushima residents in both the NDB
and FDB. Owing to similarities in insurance data, we used the
results of metabolic factors from the NDB as a reference, which
was more realistic than the National Nutrition Survey. We believe
that FDB was of good quality for elucidating and tracking the
health profiles of Fukushima residents.

Aging is one of the main factors contributing to the develop-
ment of MetS. MetS is associated with impairment of physical ca-
pacity and increased risk of developing physical and functional
disabilities.27 A similar aging effect was observed in a previous large
Japanese cohort study in 2007.1 However, in our study, we found
that the prevalence of metabolic factors was higher in people aged
40e74 years than what was observed in the previous study,1 with
higher MetS in men aged 60 years and an earlier increase in TG
levels inwomen from 50 years of age.1 The aging process is complex
with the spectrum of changes across multiple organs and tis-
suesdit also begins at different times in different people and
proceeds at different rates.28 Revealing the different profiles and
processes of changes in metabolic factors in men and women may
help MetS control efficiently.18

We observed some disparity among metabolic factors in
different areas of Fukushima in this study. For example, we
observed an increased APC of MetS, diabetes, and dyslipidemia in
men in the Aizu Area, and the increased APC of diabetes in women
in the Hamadori Area. In particular, the metabolic risk was
consistently higher in the evacuation area than in non-evacuation
areas, although there was less increase in MetS and even a reduc-
tion in hypertension (men and women) and dyslipidemia (women)
in evacuees than in non-evacuees. The disparity in metabolic risk
prevalence between evacuees and non-evacuees may not be

Fig. 3. Standardized prevalence rates and projections of metabolic syndrome, being overweight, hypertension, diabetes mellitus, and dyslipidemia in Fukushima's evacuation and
non-evacuation areas, for age 40e74 years, Fukushima Health Database 2012e2019.
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completely eliminated in the near future. When we conducted this
analysis, more than 30,000 residents from the evacuation areas had
not returned to their hometowns. The health status of those under
evacuation is of continuous concern to the public. In addition, those
who are not ready to improve their lifestyle-related health behavior
should be motivated for enhancement, and adherence to special
health guidance should be carried out in Fukushima.19,29 One
cohort study by the NDB reported that the at-risk population
achieved significant reductions in waist circumference, BMI, and

cardiometabolic risks within 3 years.18 A recent study by the NDB
showed that the presence/improvement of MetS was associated
with a high/reduced risk of cardiovascular disease death.30 To
control MetS, further studies are needed on the mechanism of
development of MetS and the cause of the variation in not only
psychiatric31 and physical32e34 aspects but also molecular factors
(e.g., visceral fat).35,36 A healthy diet, increased physical activity,
health consultations, and other means for MetS prevention in this
population need to be enhanced.

Table 5
Annual percent change of prevalence rates of metabolic factors, Fukushima Health Database, 2012e2019.

Sex Risk factor Area n b (year)a P-value APCb 95% CI

Men Metabolic syndrome Fukushima 966,087 0.027 <0.0001 2.74 (2.52e2.95)
Aizu Area 156,639 0.0307 <0.0001 3.12 (2.60e3.64)
Nakadori Area 573,512 0.0285 <0.0001 2.89 (2.61e3.17)
Hamadori Area 235,936 0.02 <0.0001 2.02 (1.61e2.44)
Evacuation area 127,551 0.0188 <0.0001 1.90 (1.35e2.46)
Non-evacuation area 838,536 0.0283 <0.0001 2.87 (2.64e3.10)

Overweight Fukushima 1,094,341 0.0256 <0.0001 2.59 (2.45e2.75)
Aizu Area 185,162 0.0258 <0.0001 2.61 (2.27e2.95)
Nakadori Area 648,033 0.0276 <0.0001 2.80 (2.61e2.99)
Hamadori Area 261,046 0.201 <0.0001 2.03 (1.73e2.32)
Evacuation area 148,274 0.0235 <0.0001 2.37 (1.98e2.77)
Non-evacuation area 946,067 0.0260 <0.0001 2.63 (2.48e2.79)

Hypertension Fukushima 1,086,037 0.0073 <0.0001 0.73 (0.56e0.89)
Aizu Area 182,732 0.0104 <0.0001 1.05 (0.63e1.45)
Nakadori Area 643,540 0.0083 <0.0001 0.83 (0.61e1.05)
Hamadori Area 259,765 0.0012 0.5014 0.12 (�0.23 to 0.46)
Evacuation area 147,491 �0.0061 0.0096 �0.60 (�1.06 to �0.15)
Non-evacuation area 938,546 0.0091 <0.0001 0.91 (0.73e1.09)

Diabetes Fukushima 965,396 0.0348 <0.0001 3.54 (3.37e3.73)
Aizu Area 155,995 0.0373 <0.0001 3.80 (3.36e4.24)
Nakadori Area 573,407 0.0337 <0.0001 3.43 (3.19e3.67)
Hamadori Area 235,994 0.0351 <0.0001 3.57 (3.21e3.94)
Evacuation area 127,527 0.0346 <0.0001 3.52 (3.05e3.99)
Non-evacuation area 837,869 0.0349 <0.0001 3.55 (3.35e3.75)

Dyslipidemia Fukushima 1,085,700 0.0179 <0.0001 1.81 (1.65e1.96)
Aizu Area 182,655 0.0243 <0.0001 2.46 (2.08e2.83)
Nakadori Area 643,344 0.0188 <0.0001 1.90 (1.69e2.10)
Hamadori Area 259,701 0.0105 <0.0001 1.06 (0.73e1.36)
Evacuation area 147,442 0.0147 <0.0001 1.48 (1.05e1.91)
Non-evacuation area 938,258 0.0185 <0.0001 1.87 (1.70e2.03)

Women Metabolic syndrome Fukushima 1,024,108 0.0178 <0.0001 1.80 (1.47e2.11)
Aizu Area 179,534 0.0138 0.0002 1.39 (0.64e2.13)
Nakadori Area 608,626 0.0218 <0.0001 2.20 (1.78e2.13)
Hamadori Area 235,948 0.0107 0.0011 1.08 (0.42e1.72)
Evacuation area 138,575 0.0057 0.1441 0.57 (�0.19 to 1.33)
Non-evacuation area 885,533 0.0200 <0.0001 2.02 (1.67e2.37)

Overweight Fukushima 1,140,819 0.0153 <0.0001 1.54 (1.39e1.68)
Aizu Area 196,025 0.0124 <0.0001 1.25 (0.89e1.60)
Nakadori Area 676,451 0.0178 <0.0001 1.80 (1.59e1.99)
Hamadori Area 268,343 0.0102 <0.0001 1.03 (0.72e1.32)
Evacuation area 160,403 0.0150 <0.0001 1.51 (1.12e1.89)
Non-evacuation area 980,416 0.0153 <0.0001 1.54 (1.38e1.71)

Hypertension Fukushima 1,123,096 �0.0061 <0.0001 �0.61 (�0.77 to �0.45)
Aizu Area 193,070 �0.0009 0.6429 �0.09 (�0.46 to 0.29)
Nakadori Area 665,274 �0.0066 <0.0001 �0.66 (�0.86 to �0.45)
Hamadori Area 264,750 �0.0094 <0.0001 �0.94 (�1.26 to �0.62)
Evacuation area 158,411 �0.0199 <0.0001 �1.97 (�2.38 to �1.55)
Non-evacuation area 964,683 �0.0038 <0.0001 �0.38 (�0.55 to �0.21)

Diabetes Fukushima 1,013,222 0.0299 <0.0001 3.04 (2.81e3.27)
Aizu Area 177,589 0.03 <0.0001 3.05 (2.49e3.60)
Nakadori Area 601,973 0.0285 <0.0001 2.89 (2.59e3.20)
Hamadori Area 233,660 0.0331 <0.0001 3.37 (2.88e3.85)
Evacuation area 137,326 0.0311 <0.0001 3.16 (2.57e3.75)
Non-evacuation area 875,896 0.0299 <0.0001 3.03 (2.78e3.29)

Dyslipidemia Fukushima 1,122,961 0.0048 <0.0001 0.48 (0.33e0.64)
Aizu Area 193,041 0.009 <0.0001 0.90 (0.55e1.27)
Nakadori Area 665,197 0.0054 <0.0001 0.54 (0.35e0.74)
Hamadori Area 264,723 �0.0011 0.5174 �0.11 (�0.43 to 0.22)
Evacuation area 158,393 �0.0054 0.0098 �0.54 (�0.95 to �0.13)
Non-evacuation area 964,568 0.0068 <0.0001 0.68 (0.51e0.84)

a Regression model for the total Fukushima, adjusted for age, age square, and area. Regression models for each area, adjusted for age and age square.
b APC, annual percent change, presented [exp(b)�1]*100.
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FDB coverage ranged from 62.3 to 71.9% in men and 69.6 to 77.8%
inwomen among the six secondary medical areas.12 This might have
contributed to the disparities in metabolic factors in Fukushima. It
should be noted that the evacuation areas were mainly from the
Hamadori area along the seashore, and non-evacuation areas were
similar to the combined areas of Aizu and Nakadori. We also need to
pay greater attention to the Aizu area, where the risk in men for
MetS, being overweight, hypertension, and dyslipidemia was higher
than that in the other two areas. Before the 3.11 disaster, the MetS
prevalencewas higher inmountainous (Aizu) and coastal (Hamatori)
areas than in central (Nagatori) areas. After 2015, the MetS preva-
lence in the mountainous area was higher than that in coastal areas
in women or residents aged 40e59 years.20 Nevertheless, employ-
ment status and changes, particularly in the postdisaster stages in
Fukushima, highlight the need for more studies on socio-economic
profiles. Various health insurance plans to address income
disparity and aging composition within the Fukushima prefecture
have been advocated.10

The present study had some limitations. First, we did not have
comprehensive data onMetS before the Great East Japan Earthquake
in March 2011 as a reference; thus, we could only see the post-
disaster situation4,37 and could not evaluate as to what extent the
increased metabolic risk was attributable to the disaster effect or if
the status was initially high in the region before the 3.11 disaster.
Second, due to different insurance coverages and less information on
the employment status of the FDB limited the stratification analysis
by insurance type. Therefore, some estimates may not be directly
comparable to other studies, such as employee-based insurers.13

Third, the longitudinal analysis was available for approximately
30% of the participants aged 40e74 years, who attended all the
annual health checkups. Therefore, this analysis may be limited to
those who are more health-conscious or have access to medical fa-
cilities, which may lead to biased estimations.1 Fourth, the defined
evacuation areas included partially evacuated areas such as Date City,
Tamura City, and Kawamata Town, in which levels and trends of
metabolic risk prevalence were similar to those in non-evacuation
areas. Different studies may have variant definitions of evacuation
areas.2,20 Furthermore, based on the insurance registry of FDB, we
could not identify residents who were never evacuated from
partially evacuated areas and thus, we were unable to classify them
as ‘non-evacuees.’ Therefore, the prevalence of metabolic factors in
evacuation areas may be underestimated and may attenuate the
differences between evacuation and non-evacuation areas.

In summary, we comprehensively elucidated the profiles and
temporal trends of MetS and its component factors using the
regional health insurance database, which is a valid database
compared to the national database. Furthermore, FDB can be used
to continuously and intensively monitor the health status of
Fukushima residents. Furthermore, the disparity in metabolic fac-
tors, including the postearthquake evacuation zone being at a
higher metabolic risk, even for the slight declining trends of hy-
pertension prevalence, highlights the need and effort for MetS
control in Fukushima in the future. The priority is to clarify the
mechanisms of social, mental, psychiatric, and environmental ef-
fects on metabolic disparities in these areas.
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a b s t r a c t

Objectives: Broadband access is an essential social determinant of health, the importance of which was
made apparent during the COVID-19 pandemic. We sought to understand disparities in broadband access
within cities and identify potential solutions to increase urban access.
Study design: This was a descriptive secondary analysis using multi-year cross-sectional survey data.
Methods: Data were obtained from the City Health Dashboard and American Community Survey. We
studied broadband access in 905 large US cities, stratifying neighborhood broadband access by neigh-
borhood median household income and racial/ethnic composition.
Results: In 2017, 30% of urban households across 905 large US cities did not have access to high-speed
broadband internet. After controlling for median household income, broadband access in majority
Black and Hispanic neighborhoods was 10e15% lower than in majority White or Asian neighborhoods.
Over time, lack of broadband access in urban households decreased from 30% in 2017 to 24% in 2021, but
racial and income disparities persisted.
Conclusions: As an emerging social determinant, broadband access impacts health across the life course,
affecting students' ability to learn and adults’ ability to find and retain jobs. Resolving lack of broadband
access remains an urban priority. City policymakers can harness recent infrastructure funding oppor-
tunities to reduce broadband access disparities.
© 2023 The Authors. Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Introduction

Access to fast, reliable internet (“broadband”) is an important
resource for obtaining essential services and information, including
for health.1 Broadband internet is widely used to access health-
related resources, including remote monitoring of medical de-
vices, delivery of healthy food from Web-based food services, and
medical information.1 Conversely, lack of broadband hinders access
to essential health-related services and social services. For example,
broadband access facilitates access to health care, an ability towork
from home (thereby reducing exposure to COVID-19), ability to
access remote learning, and other essential goods and services.2,3

The ongoing COVID-19 pandemic has exacerbated the conse-
quences of lack of broadband access, raising awareness of its
importance, especially for racial/ethnic minority populations and in

rural communities.1,4 Despite the growing importance of broad-
band in daily life, a substantial number of US residents still lack
access.2,5

Researchers have characterized city-rural differences in internet
access.2,6 Rural communities are more likely than city communities
to suffer from lack of any type of internet access. In 2018, 19% of
rural households still had no form of internet, compared with 14%
of city households. Even fewer households had access to high-
speed broadband internet services.7 Requirements for access to
high-speed broadband internet services are multifaceted, including
whether or not broadband infrastructure and subscription services
exist where a given household is located, whether the members of
that household can afford to purchase a broadband internet sub-
scription, whether the internet infrastructure meets the minimum
speed requirement (25 Megabytes per second [download]/3
Megabytes per second [upload]) to be classified as “high-speed,”8

whether that household can navigate how to connect to internet,
and then chooses to adopt high-speed broadband internet services.
This is consistent with social inclusion theories9,10 and broadband
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access as a social determinant of health.1,11 Many studies have
attributed these disparities to the lack of investment and deploy-
ment of broadband infrastructure in rural areas.2,6 In the 2021
infrastructure bill, $65 billion dollars were allocated to build
broadband infrastructure in unserved and underserved areas, a
step that should help to ameliorate infrastructure barriers to
broadband connection.12 Yet, while most US cities now have the
physical infrastructure to support broadband access for all resi-
dents,13 substantial disparities in broadband access persist within
and across neighborhoods. Broadband gaps in cities are largely
influenced by lack of affordability, disparities in digital literacy, and
difficulties accessing broadband among populations with lower
educational attainment and language barriers.5,14 Previous research
has also found evidence of profit-based discrimination in service
delivery contributing to racial and geographic disparities in
broadband access.9 These factors suggest that infrastructure im-
provements alone may not be sufficient to eliminate disparities in
broadband access for urban households.15

Gaps in broadband access within cities have not been as well
characterized as city-rural broadband access disparities. To char-
acterize within-city broadband access disparities across cities, and
neighborhoodswithin them, we examined disparities in broadband
access in 905 US cities (consisting of urbanized areas and urban
clusters defined by Census16) by contrasting household median-
level broadband internet access at the neighborhood level within
cities (proxied by Census tract, a small, relatively permanent sta-
tistical subdivision of a county, drawn by the Census Bureau) using
the data from American Community Survey (ACS), 2017e2021. To
understand racial/ethnic and income disparities in broadband ac-
cess, we stratified by neighborhood racial/ethnic composition and
median household income. The goal of this analysis was to provide
policymakers and researchers with a clear understanding of
within-city disparities in broadband access to identify potential
solutions to increase access and utilization.

Methods

We conducted a secondary data analysis using US Census ACS
data provided by the City Health Dashboard (the Dashboard). The
Dashboard includes all US cities, defined as census incorporated
places and minor civil divisions with functioning governments,
with a 2020 Decennial Census population of 50,000 or more
(n ¼ 861) and 44 additional cities with population between 2800
and 49,578. The complete list of 905 cities can be found on the
Dashboard website.17 Broadband Access, as presented on the
Dashboard and calculated by ACS, is defined as the percentage of
households with self-reported connections to high-speed broad-
band internet (including cable, fiber optic, and digital subscriber
line DSL (digital subscriber line) connections).18,19 Because ACS
measured active broadband internet subscription in a household,
this definition not only measured the availability of broadband
infrastructure but also that the household chose and could afford to
purchase broadband subscription.

The metric is reported by ACS as a percentage and presented as
reported by ACS on the Dashboard. Households with only cellular
data plans are excluded from this metric because cellular plans do
not support the range of internet services provided by high-speed
broadband.20 We analyzed data from the years 2017e2021 for
city and neighborhood broadband access.

We calculated the median percentage of households reporting
broadband access at neighborhood level and further disaggregated
estimates by median household income and neighborhood racial/
ethnic composition. We used one-way analysis of variance to test
whether the difference of broadband access across racial/ethnic
groups within each income stratum is statistically significant. For

median household income disaggregation, we assigned neighbor-
hoods within cities to income quartiles (low, low to medium, me-
dium to high, and high income) using ACS 5-year estimates (ACS
variable S1901_C01_012E) relative to the other cities and neigh-
borhoods displayed on the Dashboard. As a robustness check, we
reanalyzed the data using different income cut-offs to avoid po-
tential artifactual inferences resulting from cut-off selection
(Table A2 & A3). For racial/ethnic composition disaggregation, we
categorized neighborhood racial/ethnic composition by whether a
racial/ethnic group comprised over half of the total population in
the city/neighborhood (ACS table: DP05). Race/ethnicity categories
included Asian Americans (AA), non-Hispanic Black (Black), His-
panic/Latino (Hispanic), non-Hispanic White (White), American
Indian, Native Hawaiian, and other Pacific Islander (AI or NH&PI, as
a single group due to low counts). Neighborhoods without an ab-
solute majority race/ethnicity were categorized as no majority. In
the “no majority” group, the average distribution of White, non-
Hispanic Black, Hispanic, and AA was 35%, 20%, 28%, and 15%,
respectively. As a sensitivity analysis, we also classified neighbor-
hoods based on which racial/ethnic group had the highest popu-
lation percentage, even if that percentage did not represent a
majority of the city/neighborhood's population. The results of this
analysis are displayed in Appendix.

Results

Across Dashboard cities, on average, three-quarters of house-
holds (76.5%) were connected to broadband internet in 2021. In-
come and racial/ethnicity were associated with broadband access
(Table 1). The median broadband access by median household in-
come suggested that high-income neighborhoods had the highest
broadband access rate (87.2%) and low-income neighborhoods had
the lowest broadband access rate (58.8%). The median broadband
access by race/ethnicity group suggested that AA majority neigh-
borhoods had the highest broadband access rate (82.3%), followed
by White majority neighborhoods (81.2%) and neighborhoods with
no majority race/ethnicity (76.1%). Black- and Hispanic-majority
neighborhoods had the lowest broadband access rate (59% and
65.4%, respectively). At least 75% of the AA and White majority
neighborhoods had higher broadband access rate than the top 25%
of Black and Hispanic neighborhoods. The upper quartile of
broadband access among the Black- and Hispanic-majority neigh-
borhoods were 69.6% and 74%, respectively. In contrast, the lower
quartile of broadband access among the AA and White majority
neighborhoods was 73% (Fig. 1 and Table 1).

Neighborhood income quartiles and majority race distributions
were highly correlated. According to Table 1, only 3% (142) of the
4479 Black predominant neighborhoods were in high-income
neighborhood quartiles, and 67% (2980) were in the lowest in-
come quantile. In contrast to Black neighborhoods, 55% (598/1093)
and 36% (7123/19597) predominantly AA and White neighbor-
hoods were considered as high-income neighborhoods, respec-
tively. After stratifying by income, neighborhoods with majority
non-White residents consistently have lower broadband access
than White majority neighborhoods, including AA majority
neighborhoods. Among low-income neighborhoods, the median
broadband connection rate for AI and NH&PI majority neighbor-
hoods was 51.2% (interquartile range [IQR]: 49.1, 65.9), for Black
majority neighborhoods was 53.2% (IQR: 44.1, 61.9), for Hispanic-
majority neighborhoods was 56.3% (IQR: 47.7, 63.9), and for AA
majority neighborhoods was 56.3% (IQR: 49.4, 68.4). These
numbers were considerably lower than White majority neighbor-
hoods (65.7%; IQR: 57.6, 72.4), and neighborhoods with no majority
race/ethnicity (61.8%; IQR: 53.5, 69.2). Roughly similar racial/ethnic
disparities were seen in high-income neighborhoods. Overall, 73.2%
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Table 1
Broadband access rates by income and majority race/ethnicity, 2017e2021.

Race/ethnicity 2017 2018 2019 2020 2021 # tracts (2020) % change

Median (IQR) Median (IQR) Median (IQR) Median (IQR) Median (IQR)

Low income: 1st quantile (<45,250 in 2020)
F test (P) 431.1 (<0.001) 435.6 (<0.001) 408.7 (<0.001) 337.7 (<0.001) 283.9 (<0.001)
AI or NH&PI 36.5 (27.1, 46.7) 40.0 (30.8, 47.4) 46.3 (39.5, 51.7) 48.0 (45.7, 59.2) 51.2 (49.1, 65.9) 7 40.3
Asian 56.5 (48.8, 63.2) 54.3 (49.7, 65.2) 52.5 (46.2, 60.6) 55.0 (44.2, 65.9) 56.3 (49.4, 68.4) 86 �0.3
Black 42.4 (34.4, 50.3) 43.9 (35.5, 51.8) 45.9 (37.2, 53.8) 50.1 (40.9, 58.7) 53.2 (44.1, 61.9) 2980 25.5
Hispanic 45.7 (37.4, 54.2) 47.2 (39.1, 55.3) 49.2 (41.3, 56.8) 52.8 (44.4, 60.3) 56.3 (47.7, 63.9) 2391 23.2
No majority 52.2 (43.9, 59.1) 53.6 (45.7, 61.3) 55.2 (47.4, 62.5) 59.1 (50.6, 66.3) 61.8 (53.5, 69.2) 1887 18.4
White 57.8 (50.2, 65.0) 59.3 (51.9, 66.2) 61.0 (53.5, 67.6) 63.3 (55.7, 70.5) 65.7 (57.6, 72.4) 2323 13.7
Total 48.5 (39.0, 57.1) 49.9 (40.6, 58.8) 51.7 (42.5, 60.4) 55.9 (46.3, 64.3) 58.8 (49.5, 67.1) 9674 21.2

Low to medium income: 2nd quantile (45,250e64,395 in 2020)
F test (P) 326.9 (<0.001) 297.9 (<0.001) 257.2 (<0.001) 226.2 (<0.001) 189.6 (<0.001)

AI or NH&PI 59.4 (59.4, 59.4) 54.2 (54.2, 54.2) 63.2 (63.1, 65.0) 57.2 (52.4, 59.8) 57.6 (54.2, 63.2) 5 �3
Asian 68.1 (61.3, 73.1) 68.0 (62.8, 72.3) 69.6 (62.4, 74.0) 69.5 (62.8, 75.6) 70.9 (64.7, 77.2) 167 4.1
Black 60.1 (54.4, 65.9) 61.8 (55.3, 67.4) 63.4 (56.8, 69.1) 66.5 (59.2, 72.4) 68.4 (61.0, 74.7) 897 13.8
Hispanic 58.7 (51.1, 65.0) 59.9 (52.9, 66.5) 61.7 (54.8, 67.9) 64.7 (57.3, 71.1) 67.0 (60, 73.4) 2177 14.1
No majority 65.7 (59.5, 71.5) 66.6 (60.6, 72.4) 68.0 (62.0, 73.7) 71.1 (64.5, 77.2) 72.6 (66.3, 78.6) 2002 10.6
White 68.0 (62.4, 73.3) 69.2 (63.5, 74.3) 70.3 (64.7, 75.5) 72.7 (66.6, 78.3) 74.4 (68.4, 79.8) 4423 9.4
Total 64.9 (58.2, 71.0) 66.0 (59.2, 72.0) 67.3 (60.6, 73.3) 70.1 (63.2, 76.5) 71.9 (65.0, 78.1) 9671 10.8

Medium to high income 3rd quantile (64,395e90,803 in 2020)
F test (P) 118.6 (<0.001) 121.4 (<0.001) 119.3 (<0.001) 148.9 (<0.001) 138.7 (<0.001)

AI or NH&PI 65.9 (63.4, 70.0) 64.9 (62.4, 67.2) 64.4 (64.0, 66.9) 67.8 (65.5, 70.2) 69.0 (67.7, 75.8) 5 4.7
Asian 74.5 (69.6, 78.9) 75.2 (70.8, 79.4) 74.7 (69.0, 78.8) 75.4 (70.3, 81.2) 78.0 (71.5, 82.2) 242 4.7
Black 71.0 (64.7, 76.4) 71.6 (65.4, 76.6) 72.5 (65.7, 77.8) 73.9 (65.7, 79.8) 75.2 (67.2, 81.7) 460 5.9
Hispanic 69.7 (63.5, 75.3) 70.7 (65.1, 76.3) 72.1 (66.2, 77.1) 73.5 (67.3, 79.3) 75.1 (69.3, 80.8) 1244 7.7
No majority 75.3 (70.2, 80.1) 76.0 (71.2, 80.9) 76.7 (72.0, 81.1) 78.7 (73.4, 83.6) 79.8 (74.7, 84.8) 1993 6
White 76.5 (71.5, 81.0) 77.3 (72.4, 81.8) 78.0 (73.2, 82.5) 80.0 (74.8, 84.7) 81.1 (76.0, 85.7) 5728 6
Total 75.3 (69.8, 80.2) 76.2 (70.8, 80.9) 76.8 (71.6, 81.5) 78.7 (72.8, 83.7) 80.0 (74.3, 84.8) 9672 6.2

High income: 4th quantile (≥90,803 in 2020)
F test (P) 60.4 (<0.001) 77.6 (<0.001) 94.5 (<0.001) 75.5 (<0.001) 72.5 (<0.001)

AI or NH&PI 77.4 (72.6, 83.3) 74.9 (70.6, 80.4) 75.8 (72.8, 79.0) 72.6 (70.1, 75.7) 73.2 (69.4, 81.4) 8 �5.4
Asian 85.3 (80.7, 90.0) 85.7 (81.6, 89.9) 85.8 (81.1, 89.4) 86.7 (81.7, 90.7) 87.3 (82.2, 91.1) 598 2.3
Black 77.2 (70.4, 82.7) 76.8 (69.0, 83.3) 76.8 (68.7, 82.6) 79.3 (73.8, 85.3) 81.2 (74.7, 86.0) 142 5.2
Hispanic 79.7 (73.8, 84.1) 79.0 (74.5, 84.3) 79.6 (75.1, 84.9) 80.8 (74.8, 86.4) 82.3 (76.8, 87.5) 284 3.3
No majority 83.3 (78.7, 87.5) 83.4 (79.1, 87.5) 83.5 (79.4, 87.8) 85.2 (80.3, 90.0) 86.0 (81.3, 90.2) 1517 3.2
White 84.9 (80.6, 88.6) 85.4 (81.2, 89.0) 85.8 (81.9, 89.3) 86.9 (82.2, 90.6) 87.6 (83.1, 91.2) 7123 3.2
Total 84.5 (80.0, 88.4) 84.9 (80.5, 88.7) 85.3 (81.1, 89.0) 86.5 (81.5, 90.4) 87.2 (82.4, 90.9) 9672 3.2

CHDB total 70.4 (56.9, 80.5) 71.4 (58.0, 81.2) 72.4 (59.5, 81.8) 74.5 (62.4, 83.5) 76.1 (64.7, 84.5) 38,689 8.1

AI, American Indian; CHDB, City Health Dashboard; NH&PI, Native Hawaiian, and other Pacific Islander.

Fig. 1. Distribution of broadband access by race/ethnicity and income, 2021.
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of households in AI and NH&PI majority neighborhoods, 81.2% in
Black majority neighborhoods, and 82.3% in Hispanic-majority
neighborhoods had broadband access, whereas 87.3% of house-
holds in AA, 87.2% of households in White majority neighborhoods,
and 85.2% of the households in neighborhoods with no majority
race/ethnicity group were connected to broadband internet. Dif-
ferences by racial/ethnic groups are statistically significant in all
income strata (Fig. 2 and Table 1). Statistical results for AI or NH&PI
and AA majority should be interpreted with cautions due to small
sample size (Table 1).

Between 2017 and 2021, access to broadband increased
modestly, and disparities in broadband access diminished. Overall,
the median broadband connection rate increased from 70.4% to
76.1% across all neighborhoods (Table 1). Broadband access
increased by 15.3% in low-income neighborhoods, a faster rate than
the 2.4% increase rate in high-income neighborhoods. In each in-
come stratum, increases in broadband access were larger in Black-
and Hispanic-majority neighborhoods (2e7%) than in neighbor-
hoods with other race/ethnic compositions. Broadband access in
AA majority neighborhoods fluctuated (�2.5% to 1.6%) year by year
over the 5-year period (Fig. 3).

Fig. 4 shows the geographical distribution of broadband access
across the 905 Dashboard cities. Generally speaking, cities in the
West had higher broadband access than cities in the northeast and
south. Cities in the Great Lakes region and along the southern
border had the lowest broadband access among the 905 included
cities.

Discussion

Four key findings emerged from our analysis of broadband ac-
cess in US cities. First, in 2021, about a quarter of households in the
905 largest US cities did not have broadband access at home. Sec-
ond, households in low-income neighborhoods were less likely to
have broadband access compared with households in high-income

neighborhoods. Third, predominantly minority neighborhoods had
lower broadband access compared to White and no majority
neighborhoods, regardless of income level. Our findings confirm
patterns previously published by the PEW Research Center and
others using smaller surveys or a more limited geographic
focus.5,9,21 Fourth, although broadband access increased only
modestly between 2017 and 2021, we documented that improve-
ments were larger in low-income and minority-predominant
neighborhoods and had the effect of modestly reducing racial/
ethnic and income broadband access disparities. To the best of our
knowledge, this is the first article to comprehensively examine
broadband access of city neighborhoods at national level.

Despite progress made over the 4-year period, our results
indicate that substantial broadband access disparities persist in
urban settings. Across the 905 cities analyzed, more households
from low-income neighborhoods lacked access to high-speed
internet than did households from high-income neighborhoods.
Previous research generally ascribes lack of broadband access to an
absence of broadband infrastructure, unwillingness on the part of
broadband providers to invest in such infrastructure, and the cost of
broadband service.5,9 However, our data showed that at least 30% of
households in low-income neighborhoods had broadband access
(see the lower quartile in Fig. 1), suggesting that most of these ur-
ban neighborhoods were equipped with broadband infrastructure.
Therefore, other factors, such as affordability and digital literacy,
may have been the cause of low broadband adoption in these
neighborhoods. Reducing the cost of broadband access, potentially
through providing direct subsidies for broadband subscriptions and
computer devices, could reduce disparities in broadband access.

Because of population hypersegregation by race/ethnicity, the
average income of Black neighborhoods only marginally overlaps
with White majority neighborhoods across our sample of 905 cit-
ies.22 However, our findings suggest that income alone cannot
explain comparatively lower broadband connection rates in Black,
Hispanic, and AI or NH&PI majority neighborhoods across income

Fig. 2. Broadband access rates by Census tracts, median income, and majority race/ethnicity, 2021.
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strata. For example, if 70% of households in a neighborhood were
connected to broadband internet, that neighborhoodwould bemore
connected than three-quarters of Black- and Hispanic-majority
neighborhoods in American cities, but it would be less connected
than three-quarters of AA and White majority neighborhoods. This

suggests significant broadband disparities by household race/
ethnicity. Even among neighborhoods with high median household
income, broadband access inWhitemajority neighborhoodswas 12%
higher than in Black majority neighborhoods and 7.5% higher than in
Hispanic-majority neighborhoods. One explanation is differences in

Fig. 3. Broadband access by majority race/ethnicity, stratified by income, 2017e2021.

Fig. 4. Broadband access rates by city, 2021.
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disposable income. Evenwithin the same income quartile, Black and
Hispanic households tend to have less familywealth (e.g. savings and
home ownership) thanWhite or Asian households, whichmaymake
Black and Hispanic households more sensitive to the cost of broad-
band subscription.23 In addition, in many cities, geographic broad-
band disparities also likely reflect a broader history of structural
racism caused by disinvestment and discriminatory development
and zoning practices.24 For example, other studies have demon-
strated that neighborhoods redlined more than a half-century ago
have lower broadband access today.25

In contrast to Black neighborhoods, AA neighborhoods had the
highest median broadband access rate. However, we also noticed
that median broadband access in AA neighborhoods was consid-
erably lower than White majority neighborhoods in low-income
strata. The high-income AA neighborhoods drove up median
broadband access rates for all AA neighborhoods and masking
lower access specifically in the low-income stratum. This phe-
nomenon further emphasizes the need for stratification in con-
ducting social health research, especially among racial/ethnic
groups that encompass a wide range of ethnic subgroups, such as
AA and Hispanic populations.24

In response to the lessons learned from the COVID-19 pandemic,
the Federal Communications Commission has launched an
Advancing Broadband Connectivity as a Social Determinant of
Health Initiative.26 The task force leading the initiative acknowl-
edges that the myriad ways in which internet adoption may in-
fluence health are not well characterized, yet correlations between
broadband access and improved health outcomes are strong. The
use of health-related digital tools to access health care or to seek
health-related information is the best-studied route, and socio-
economic disparities in such uptake are well documented. A
recent study using data from Health Information National Trends
Survey found that utilization of digital health in response to COVID
pandemic only increased in high-income groups.27 A similar study
also found that older people and people with low education
attainment were less likely to use the internet to find healthcare
provider or look for health-related information.28 Monitoring the
impacts of policy efforts to expand broadband in the post-COVID
era and evaluating the subsequent impacts on health and health
equity outcomes will be important steps.

There are several limitations of our study. First, ACS data are
imperfect. Places with low population density may see large error
margins because of sparse data (although most cities in this anal-
ysis are densely populated), and there is 2-year lag in data
reporting. Methodologically, this may minimize the impact of the
data lag.9 Also, the ACS survey instrument does not collect infor-
mation on the actual speed of respondents' internet connections,
instead asking respondents if they have “high-speed” fixed-line
internet and excluded cellular plan from the “high-speed”
internet entirely. ACS also does not indicate the physical availability
of broadband infrastructure. Therefore, our data cannot identify
whether the lack of adoption is due to the absence of infrastructure
or the cost of subscription. Second, our broadband access was
measured at household level, but our racial/ethnic majority
neighborhoods were measured at population level. Household
broadband access rate might be higher than population broadband
access rate depending on the household size in certain neighbor-
hoods. Certain individual-level attributes, such as age, health sta-
tus, and education level, cannot be analyzed because a household
typically includes multiple people with various level of individual
factors. Finally, due to the population distribution and residential
segregation, the number of neighborhoods by different race/
ethnicity group in each income stratum is unevenly distributed,
especially for AI or NH&PI. Estimates from these groups should be
interpreted with cautions.

Conclusion

Broadband access is an emerging social determinant of health
with impacts across the life course, affecting access to information,
education, health care, and other important health determinants.29

The COVID-19 pandemic has substantially increased public under-
standing of the importance of broadband access. City policymakers
should take advantage of recent infrastructure funding targeted at
broadband access to eliminate disparities. By providing city-level
maps of household broadband access for 905 large US cities, re-
sources such as the City Health Dashboard can be used by city
policymakers to target investments and interventions to close the
gap in broadband access.
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a b s t r a c t

Objectives: The hospitalisation rate for work-related injuries among older workers is double that of
younger workers; however, the risk factors for same-level fall fractures sustained during industrial ac-
cidents remain unclear. This study aimed to estimate the influence of worker age, time of day and
weather conditions on the risk of same-level fall fractures in all industrial sectors in Japan.
Study design: This was a cross-sectional study.
Methods: This study used the population-based national open database of worker death and injury re-
ports in Japan. In total, 34,580 reports of occupational same-level falls between 2012 and 2016 were used
in this study. Multiple logistic regression analysis was performed.
Results: In primary industries, workers aged �55 years had a 1.684 times greater risk of fracture (95%
confidence interval [CI]: 1.167e2.430) compared with workers aged �54 years. In tertiary industries,
relative to the odds ratio (OR) of injuries recorded at 0:00e2:59 a.m., the ORs recorded at 6:00e8:59
p.m., 6:00e8:59 a.m., 9:00e11:59 p.m. and 0:00e2:59 p.m. were 1.516 (95% CI: 1.202, 1.912), 1.502 (95%
CI: 1.203e1.876), 1.348 (95% CI: 1.043e1.741) and 1.295 (95% CI: 1.039e1.614), respectively. The risk of
fracture increased with a 1-day increase in the number of snowfall days were per month in secondary
(OR ¼ 1.056, 95% CI: 1.011e1.103) and tertiary (OR ¼ 1.034, 95% CI: 1.009e1.061) industries. The risk of
fracture decreased with every 1-degree increase in the lowest temperature in primary (OR ¼ 0.967, 95%
CI: 0.935e0.999) and tertiary (OR ¼ 0.993, 95% CI: 0.988e0.999) industries.
Conclusions: With the increasing number of older workers and changing environmental conditions, the
risk of falls in the tertiary sector industries is increasing, particularly just before and just after shift
change hours. These risks may be associated with environmental obstacles during work migration. It is
also important to consider the weather-associated risks of fracture.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

In Japan, the declining birth rate has resulted in a decrease in the
labour force and subsequent rise in the retirement age.1 The

hospitalisation rate for work-related injuries among older workers
is double that of younger workers, and many older workers are
injured by falls in the Republic of Korea.2 The Report on Occupa-
tional Injuries (�4 days lost from work)3 recorded 30,929 same-
level fall injuries in 2020, accounting for 23.6% of all occupational
injuries in Japan. A recent report by the Ministry of Health, Labour
and Welfare4 calculated that falls accounted for 22.5% of all* Corresponding author. Tel.: þ81 78-925-9653.
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accidents in 2021, 60.6% of which resulted in absence fromwork for
>1 month. The average duration of absence from work for fall-
related injuries was reported to be 41.5 days, suggesting signifi-
cant economic losses in Japan.4

In 2015, 25,949 workers experienced same-level fall injuries in
Japan, accounting for 22% of all occupational injuries, an increase in
both absolute counts and percentage rates comparedwith the 2008
values (24,792, [19.0%]).5 Tertiary industries, specifically retail, so-
cial welfare and food service industries, have the highest rates of
accidents involving same-level fall injuries, with each sub-sector
accounting for 30% of all accidents.5 Meanwhile, the
manufacturing, construction and land transportation industries
account for <10% of all accidents involving same-level fall injuries;
however, even in these industries, the number of accidents
involving falls is increasing annually.5 A recent study has suggested
that the rate of same-level fall injuries increases with age in all
industrial sectors.6 However, patterns of rate ratios and rate dif-
ferences vary by age group, sex and industry.6 Younger workers,
men and manufacturing workers generally have lower rates of fall-
related injuries than their counterparts.6

In Japan, the 12th Occupational Safety & Health Program7 from
financial year (FY) 2013 to FY 2017 was formulated by the Ministry
of Health, Labour and Welfare in collaboration with occupational
accident prevention organisations. The programme aimed to
educate employers in the prevention of same-level fall injuries by
promoting actions to reduce residual risks, such as eliminating
uneven floor levels, installing handrails, ensuring appropriate
lighting and encouraging physical exercise to prevent muscle
deterioration in elderly workers. In addition, the increased risk of
occupational accidents as a result of deteriorating physical func-
tions and underlying diseases should be highlighted to elderly
employees.7

The 13th Occupational Safety & Health Program8 was formu-
lated from FY 2018 to FY 2022. This programme promoted risk-
mitigation measures that adapted to changes in the employment
structure and diversified work styles. It appealed for increased
awareness of the risk of fall-related injuries by senior management
and implemented ‘hazard visualisation’.8 Organisations were
tasked with improving equipment through ‘hazard visualisation’
and risk assessment and improving hazard sensitivity through KY
(Kiken-Yochi) (hazard prediction) activities.8 This programme also
called for the prevention of occupational accidents based on sci-
entific evidence; however, the accumulation of data analysis on
occupational accidents in Japan has not yet progressed.8

In Japan, the Occupational Safety and Health Law was revised in
2005 to make risk assessment mandatory.9 As a safety measure in
the workplace, risk assessment was introduced to Japan 20 years
after its introduction in the United Kingdom. In risk assessment,
hazards related to the jobs undertaken by workers are identified;
risks are estimated; priorities are set to reduce the estimated risks;
risk reduction measures are examined; and risk reduction mea-
sures are implemented according to the priorities.9 Recently, world
guidelines for fall prevention and management for older people10

have been published; however, it clearly states that the popula-
tion approach, including environmental design and age-friendly
communities, are beyond the scope of the guidelines. Previous
research indicates that the 1-year fall rate is higher among workers
in the non-production section compared to those in the production
section in Japan.11

In the workplace, the most common site for falls is the stairs,
followed by tripping on a pallet.11 Physical function measurements
are not significantly associated with the occurrence of falls.11

An increasing number of extreme weather events has led to
many studies reporting on the relationship between climate change
and health hazards.12,13 Some evidence suggests that high ambient

temperatures increase the risk of occupational health problems;
14,15however, few studies have examined the relationship between
winter weather and occupational health problems. In terms of the
time of the day of the same-level fall, some evidence is available in
the farming sector; however, data are scarce for other sectors.16 To
the best of the authors’ knowledge, no studies investigating the
relationship between environmental factors and same-level falls in
the workplace have been published.

This study focused on fractures resulting from same-level fall
injuries. Previous studies reported that falls with fractures occur in
6e10% of community-dwelling older adults.17,18 To date, no studies
have described fracture rates from same-level falls due to occupa-
tional injuries. A recent study has reported that older workers had
higher rates of fractures than younger workers and workers overall,
resulting in extended absence from work (median 32 days for
workers aged 55e64 years and 42 days for workers aged �65
years).19 However, there remains a lack of evidence on the factors
influencing the risk of fractures from work-related same-level fall
injuries. This study focused on the individual risk factor of age and
also on the environmental factors of weather conditions and time
of day of fall occurrence.

This study aimed to estimate the impact of age of worker, time of
day and weather conditions (i.e. number of snowfall days, precip-
itation level, lowest temperature) on the risk of fall-related frac-
tures in Japanese workers during the calendar year (CY) 2012 to CY
2016. To the best of the authors' knowledge, this is the first study to
examine the impact of environmental factors on the incidence of
fractures sustained by same-level fall injuries among workers in all
industrial sectors. Furthermore, this is the first study to extract the
keywords ‘fracture’, ‘broken bones’ and ‘crack of bones’ from
qualitative data in the national open database and analyse it as a
quantitative outcome.

Methods

Database and variables

In this study, the national open database of worker death and
injury reports was used.20 This database included data on the status
of accidents, year, month and time of occurrence, size of the
workplace, type of industry, causal agents and context. All database
entries had qualitative information.

The type of industry was divided into 17 categories defined as
follows by Occupational Safety & Health statics in Japan: (1)
manufacturing, (2) mining, (3) construction, (4) transportation
service, (5) cargo handling service, (6) agriculture, (7) livestock/
fishery, (8) commerce, (9) financial business/advertisement, (10)
movie/entertainment service, (11) telecommunication service, (12)
education/research service, (13) health and hygiene service, (14)
hotel/restaurant/amusement service, (15) commercial cleaning and
livestock process (16) public office, and (17) others.21 In this study,
these 17 industries were classified into primary, secondary and
tertiary industrial sectors as follows: primary industries (agricul-
ture and livestock/fishery); secondary industries (manufacturing,
mining and construction); and tertiary industries (transportation
service, cargo handling service, commerce, financial business/
advertisement, movie/entertainment service, telecommunication
service, education/research service, health and hygiene service,
hospitality service, commercial cleaning and livestock process,
public office and others).22

Causal agents (i.e. agents responsible for the accident) included
(1) machine; (2) crane, conveying machine; (3) other equipment;
(4) temporary buildings, establishments; (5) substance, material;
(6) load; (7) environment; and (8) others.23
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Information on the context of injury was presented as text data.
Qualitative analysis software (Nvivo [QSR International, Doncaster,
Victoria, Australia])24 was used to extract cases that included the
word ‘fracture’, ‘broken bones’ or ‘crack of bones’ in the accident
records.

Workplace size was divided into eight categories as follows:
1e9, 10e29, 30e49, 50e99, 100e299, 300e499, 500e999 and
�1000 people.

Dummy variables were created based on age, categorising
workers aged �54 years and those aged �55 years as ‘0’ and ‘1’,
respectively. In Japan, the Act on Stabilisation of Employment of
Elderly Persons defines older workers as those aged �55 years; 25

thus, in this study, older workers were also defined as those aged
�55 years.

The time of day when the fall occurred was divided into eight
categories as follows: 0:00e2:59 a.m., 3:00e5:59 a.m., 6:00e8:59
a.m., 9:00e11:59 a.m., 0:00e2:59 p.m., 3:00e5:59 p.m., 6:00e8:59
p.m. and 9:00e11:59 p.m. The reference group was 0:00e2:59 a.m.

Minimum temperature values, number of snowfall days and
levels of precipitation for Tokyo were used as representative values
for the whole country and were obtained from the Automated
Meteorological Data Acquisition System.26

This study used 34,580 same-level falls from a total of 155,493
occupational injuries recorded from CY 2012 to CY 2016 in Japan.
The database includes injury cases requiring �4 days of absence
from work due to industrial accidents. One-quarter of the total
number of reports were randomly selected for the original national
database during data collection by the Ministry of Health, Labour
and Welfare.

In the classification of occupational injury, a ‘fall’ is defined as a
person slipping, tripping or falling on approximately the same level,
including falls with vehicle-based machinery, among others, and
excluding traffic accidents.27 A report is submitted by the employer
to the Labour Standards Inspection Office when a worker dies or
loses work due to an industrial accident.28 Even in cases when the
workers' compensation insurance is not used, an injury and illness
report must be completed and filed. Concealing a work-related
accident is a criminal act regulated by criminal law. Article 120,
Item 5 of the Safety and Health Law stipulates that failure tomake a
report or making a false report shall be punishable by a fine of up to
500,000 yen.29

Coding

Initially, one researcher independently read the data. In this
study, NVivo was used to search for the words ‘fracture’, ‘broken
bones’ and ‘crack of bones’ in data cells where the accident situa-
tion was described, entering a binary variable of ‘1’ if it was
described and ‘0’ if not. The NVivo software was used instead of the
Excel search function to increase the consistency, stability and
reproducibility of the results. It was also used to save the ID
numbers of the rows labelled ‘1’ (see supplementary data material
S1). The retrieved data were rechecked by one researcher to ensure
that there were no errors. Subsequently, two orthopaedic surgeons
from the research team discussed similar codes and decided
whether thesewere fractures or not. In this study, the validity of the
results was increased by requesting the two orthopaedic surgeons
to individually categorise and review cases that were not coded as
fractures but may have been.

Statistical analyses

Participant characteristics are presented as means with stan-
dard deviations for continuous variables and counts with per-
centages for categorical variables. Descriptive variables were

compared using the t-test and Chi-squared test. Multiple logistic
regression analyses examined the association of same-level falls
fractures by age of worker, time of day and weather conditions. The
final model was adjusted for the year of occurrence, type of in-
dustry, causal agents and company size. All variables included in
the model were dummy variables. Days of snowfall, precipitation
level and lowest temperature were used as numeric variables. P-
values <0.05 were considered statistically significant. All statistical
analyses were conducted using R version 4.1.0 (R Core Team,
Vienna, Austria); 30 the lme4 package was used for multiple logistic
regression analysis.31,32

Ethical considerations

This study was based on open-source, anonymised data;
therefore, the ethics board approval requirement was waived per
the ethical guidelines for medical and health research involving
human subjects.

Results

Descriptive statistics for 34,580 cases of same-level fall injuries
divided by fracture status are presented in Table 1. Falls with frac-
tures occur in 24.8% (8562 cases) of occupational injuries. The
overall mean age of those experiencing same-level falls was
51.7 ± 13.0 years; the fracture group (53.4 ± 12.1 years old) was
older than the no-fracture group (51.1 ± 13.3 years old).

Fall occurrence was most likely to occur between 9:00 a.m. and
11:59 a.m. and was least likely to occur between 0:00 a.m. and 2:59
a.m. in both the fracture and no-fracture groups (Fig. 1 and
Supplementary Table S1). The mean number of snowfall days were
2.1 and 1.9 in the fracture and no-fracture groups, respectively
(P < 0.001). The mean precipitation level was 134.0 ± 97.2 mm/
month in the fracture group, which was lower than that in the non-
fracture group (137.3 ± 100.4 mm/month; P ¼ 0.007).

Workers employed in the tertiary industries (mean age
52.0 ± 13.0 years) were older than those employed in primary
(mean age 50.4 ± 15.1 years) and secondary (mean age 50.8 ± 13.0
years) industries (see Table 2). The rates of fracture occurrence
were highest from 9:00 a.m. to 11:59 a.m. and lowest from 0:00
a.m. to 2:59 a.m. in all industry groups (Fig. 1).

Impact of age of worker

The results of logistic regression analyses are presented in
Table 3 (all industries) and Table 4 (industry-specific results).
Models 1, 3, 4 and 5 were unadjusted, whereas Models 2, 6, 7 and 8
were adjusted for occurrence year, industry type, causal agent and
company size. Workers aged�55 years had a higher risk of fracture
as a result of same-level fall injuries than those aged �54 years
(odds ratio [OR] ¼ 1.310, 95% confidence interval [CI]: 1.244e1.378)
overall in model 2, and primary industries (OR ¼ 1.684, 95% CI:
1.167e2.430) in model 6, secondary (OR ¼ 1.184, 95% CI:
1.069e1.312) industries in model 7 and tertiary industries
(OR ¼ 1.341, 95% CI: 1.263e1.424) in model 8.

Impact of time of day

Relative to the OR of injury recorded at 0:00e2:59 a.m., the ORs
recorded at 6:00e8:59 a.m., 6:00e8:59 p.m., 0:00e2:59 p.m.,
3:00e5:59 p.m. and 9:00e11:59 a.m. were 1.435 (95% CI:
1.183e1.741), 1.411 (95% CI: 1.151e1.729), 1.273 (95% CI: 1.051,
1.542), 1.235 (95% CI: 1.019, 1.496) and 1.234 (95% CI: 1.021, 1.490),
respectively (Table 3). In the primary and secondary industries, the
time of day did not impact the risk of fracture (Table 4). In tertiary
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Table 1
Descriptive statics of same-level fall injuries.

Variable All Fracture P-value

No Yes

n ¼ 34,580 n ¼ 26,018 n ¼ 8562

Age (years), mean (SD) 51.7 (13.0) 51.1 (13.3) 53.4 (12.1) < .001
Occurrence year, n (%) < .001
CY 2012 6979 (20.2%) 5142 (19.8%) 1837 (21.5%)
CY 2013 6878 (19.9%) 5346 (20.5%) 1532 (17.9%)
CY 2014 7005 (20.3%) 4465 (17.2%) 2540 (29.7%)
CY 2015 6672 (19.3%) 5463 (21.0%) 1209 (14.1%)
CY 2016 7046 (20.4%) 5602 (21.5%) 1444 (16.9%)

Occurrence month, n (%) <.001
January 3789 (11.0%) 2820 (10.8%) 969 (11.3%)
February 3572 (10.3%) 2483 (9.5%) 1089 (12.7%)
March 3030 (8.8%) 2306 (8.9%) 724 (8.5%)
April 2568 (7.4%) 1946 (7.5%) 622 (7.3%)
May 2541 (7.3%) 2025 (7.8%) 516 (6.0%)
June 2480 (7.2%) 1988 (7.6%) 492 (5.7%)
July 2612 (7.6%) 1955 (7.5%) 657 (7.7%)
August 2546 (7.4%) 1959 (7.5%) 587 (6.9%)
September 2442 (7.1%) 1878 (7.2%) 564 (6.6%)
October 2698 (7.8%) 2062 (7.9%) 636 (7.4%)
November 2968 (8.6%) 2219 (8.5%) 749 (8.7%)
December 3334 (9.6%) 2377 (9.1%) 957 (11.2%)

No. of days of snowfall, mean (SD) 1.9 (1.6) 1.9 (1.5) 2.1 (1.8) <.001
Precipitation level in mm/month, mean (SD) 136.5 (99.6) 137.3 (100.4) 134.0 (97.2) 0.007

No. of employees in organisation, n (%) <.001
1e9 5076 (14.7%) 3737 (14.4%) 1339 (15.6%)
10e29 8100 (23.4%) 6028 (23.2%) 2072 (24.2%)
30e49 5022 (14.5%) 3736 (14.4%) 1286 (15.0%)
50e99 5550 (16.0%) 4286 (16.5%) 1264 (14.8%)
100e299 6653 (19.2%) 5046 (19.4%) 1607 (18.8%)
300e499 1890 (5.5%) 1453 (5.6%) 437 (5.1%)
500e999 1258 (3.6%) 963 (3.7%) 295 (3.4%)
�1000 601 (1.7%) 447 (1.7%) 154 (1.8%)
NA 430 (1.2%) 322 (1.2%) 108 (1.3%)

Occurrence time of day, n (%) <.001
0:00 a.m. to 2:59 a.m. 751 (2.2%) 599 (2.3%) 152 (1.8%)
3:00 a.m. to 5:59 a.m. 1669 (4.8%) 1260 (4.8%) 409 (4.8%)
6:00 a.m. to 8:59 a.m. 5047 (14.6%) 3660 (14.1%) 1387 (16.2%)
9:00 a.m. to 11:59 a.m. 10,216 (29.5%) 7752 (29.8%) 2464 (28.8%)
0:00 p.m. to 2:59 p.m. 6550 (18.9%) 4943 (19.0%) 1607 (18.8%)
3:00 p.m. to 5:59 p.m. 6659 (19.3%) 5066 (19.5%) 1593 (18.6%)
6:00 p.m. to 8:59 p.m. 2542 (7.4%) 1873 (7.2%) 669 (7.8%)
9:00 p.m. to 11:59 p.m. 1146 (3.3%) 865 (3.3%) 281 (3.3%)

Type of industry, n (%) <.001
Manufacturing industry 6184 (17.9%) 4615 (17.7%) 1569 (18.3%)
Mining industry 34 (0.1%) 24 (0.1%) 10 (0.1%)
Construction industry 2029 (5.9%) 1560 (6.0%) 469 (5.5%)
Transportation 3282 (9.5%) 2536 (9.7%) 749 (8.7%)
Cargo handling business 332 (1.0%) 271 (1.0%) 61 (0.7%)
Agriculture and forestry 511 (1.5%) 404 (1.6%) 107 (1.2%)
Livestock and fisheries 371 (1.1%) 317 (1.2%) 54 (0.6%)
Trade 6932 (20.0%) 4943 (19.0%) 1989 (23.2%)
Finance and advertising 621 (1.8%) 442 (1.7%) 179 (2.1%)
Film and theatre industry 18 (0.1%) 12 (0.1%) 6 (0.1%)
Communications industry 770 (2.2%) 621 (2.4%) 149 (1.8%)
Education and research industry 430 (1.2%) 302 (1.2%) 128 (1.5%)
Health and hygiene industry 4489 (13.0%) 3545 (13.6%) 944 (11.0%)
Hospitality and entertainment industry 3330 (9.6%) 2488 (9.6%) 842 (9.8%)
Cleaning and slaughtering 2354 (6.8%) 1723 (6.6%) 631 (7.4%)
Government offices 41 (0.1%) 27 (0.1%) 14 (0.2%)
Other 2852 (8.2%) 2188 (8.4%) 646 (7.8%)

Causal agents, n (%) <.001
Machine 264 (0.89%) 209 (0.8%) 55 (0.6%)
Crane, conveying machine 2160 (6.2%) 1732 (6.7%) 428 (5.0%)
Other equipment 4095 (11.8%) 3132 (12.0%) 963 (11.2%)
Temporary buildings, establishments 21,832 (63.1%) 16,306 (62.7%) 5526 (64.5%)
Substance, material 825 (2.4%) 637 (2.4%) 188 (2.2%)
Load 896 (2.6%) 700 (2.7%) 196 (2.3%)
Environment 2925 (8.5%) 2089 (8.0%) 836 (9.8%)
Others 1583 (4.6%) 1213 (4.7%) 370 (4.3%)
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industries, compared with 0:00e2:59 a.m., time slots 6:00e8:59
p.m., 6:00e8:59 a.m., 9:00e11:59 p.m., 0:00e2:59 p.m. and
9:00e11:59 a.m. had ORs of 1.516 (95% CI: 1.202e1.912), 1.502 (95%
CI: 1.203e1.876), 1.348 (95% CI: 1.043e1.741), 1.295 (95% CI:
1.039e1.614) and 1.282 (95% CI: 1.032e1.592), respectively.

Impact of weather conditions

Overall, for every 1-day increase in the number of days of
snowfall, the risk of fractures increased (OR ¼ 1.040, 95% CI:
1.018e1.063) in Table 3. A similar association was observed in
secondary (OR ¼ 1.056, 95% CI: 1.011e1.103) and tertiary
(OR ¼ 1.034, 95% CI: 1.009e1.061) industries (Table 4); however,
this association was not present in primary industries. The level of
precipitation did not affect fracture risk in any of the subgroups.
Overall, a 1-degree increase in the lowest temperature was asso-
ciated with a decreased risk of fracture (OR ¼ 0.994, 95% CI:
0.989e0.998); a similar association was observed in primary
(OR ¼ 0.967, 95% CI: 0.935e0.999) and tertiary industries
(OR ¼ 0.993, 95% CI: 0.988e0.999), although this association was
not observed in the secondary industries.

Discussion

This study presents preliminary evidence on the risk factors for
fractures by same-level fall injuries. These findings may be used to
develop public and occupational health policies aimed at reducing
the rates of such injuries in older adult workers in all industrial
sectors. The method used to calculate the number of fractures (i.e.
qualitatively analysing data on accident circumstances in the
occupational accident database) is new and expands the possibil-
ities for future research.

This study has shown that worker age, time of day, number of
snowfall days and lowest temperatures were risk factors for frac-
tures by same-level fall injuries after adjusting for the year of
occurrence, type of industry, causal agents and company size.
Workers aged�55 years and whowere employed in primary sector
industries had a 1.6-fold higher risk of fractures than their coun-
terparts. In Japan, primary sector companies are often family
owned, and as there is no retirement age, employees can continue
working as long as they are able-bodied. As the overall number of
workers in these industries is declining due to a decrease in the
number of young people taking over family businesses, measures to
prevent fractures are important because older workers may remain

in the workforce longer. A previous study reported that no associ-
ations existed between physical capacity and the experience of
occupational falls among middle-aged and older Thai farmers.16 It
should be highlighted that the mechanisms for the increased
incidence of falls remain unclear.

The number of occupational accidents in Japan has been
decreasing since the Occupational Safety and Health Act was enac-
ted in 1972; however, it has been increasing since 2010,33 partly due
to the growth of the tertiary industry (commerce, catering, health
and hygiene, among others).34 The present study showed that 24.8%
of same-level falls in occupational accidents resulted in fractures.
This rate is higher than in studies of older people living in the
community.17,18 Falls reported as occupational injuries are likely to
be serious injuries. Fall prevention is important, especially as there is
a growing number of older adult workers. A recent study in Japan
reported that the annual risk assessment questionnaires for falls
have potentially contributed to fall prevention programmes in the
workplace.27,35 The physical, mental and cognitive changes associ-
ated with the ageing of older workers must be considered as a risk
factor for occupational falls. Previous studies on the risk factors for
falls were conducted in older community-dwelling adults; these
studies should be expanded to include workers.35,36

Workers who have experienced a fall in theworkplace should be
asked about the details of the event, its consequences and previous
falls, following the world guidelines for fall prevention and man-
agement for older adults.10 A recent study showed that clinicians
cannot rely solely on older adults reporting falls, as many do not
report these events for a variety of reasons.37 This is particularly
true for men, with less than one-third mentioning the reasons of
the fall to their clinician if not asked directly.38 Currently, the risk
assessment implementation support systems of the Ministry of
Health, Labour and Welfare that are available on the Web site are
only for 30 specific operations in the manufacturing and con-
struction industries. The introduction of risk assessment in all in-
dustries in the future is necessary.39

Previously, public health has focused on fall prevention for older
adults living in the community, but now older workers need to be
included within the scope of this research. Workers and
community-dwelling older adults should be recommended fall
prevention exercise programmes. As older workers are often not at
home during the day, they do not participate in community public
health efforts; therefore, developing programmes that can be un-
dertaken in theworkplace is necessary. E-learningmaterials related
to fall injury prevention should also be created.

Fig. 1. Occurence time and the number of fractures.
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Table 2
Descriptive statics of same-level fall injuries divided by industrial structure.

Variable Primary industry Secondary industry Tertiary industry P-value

n ¼ 882 n ¼ 8247 n ¼ 25,451

Age (years), mean (SD) 50.4 (15.1) 50.8 (13.0) 52.0 (13.0) <.001
Occurrence year, n (%) <.001
CY 2012 186 (21.1%) 1752 (21.2%) 5041 (19.8%)
CY 2013 184 (20.9%) 1632 (19.8%) 5062 (19.9%)
CY 2014 178 (20.2%) 1661 (20.1%) 5166 (20.3%)
CY 2015 166 (18.8%) 1549 (18.8%) 4657 (19.5%)
CY 2016 168 (19.0%) 1653 (20.0%) 5225 (20.5%)

Occurrence month, n (%) <.001
January 74 (8.4%) 853 (10.3%) 2862 (11.2%)
February 75 (8.5%) 879 (10.7%) 2618 (10.3%)
March 72 (8.2%) 742 (9.0%) 2216 (8.7%)
April 69 (7.8%) 605 (7.3%) 1894 (7.4%)
May 71 (8.0%) 600 (7.3%) 1870 (7.3%)
June 76 (8.6%) 603 (7.3%) 1801 (7.1%)
July 75 (8.5%) 622 (7.5%) 1915 (7.5%)
August 69 (7.8%) 608 (7.4%) 1869 (7.3%)
September 65 (7.4%) 560 (6.8%) 1817 (7.1%)
October 79 (9.0%) 613 (7.4%) 2006 (7.9%)
November 80 (9.1%) 778 (9.4%) 2110 (8.3%)
December 77 (8.7%) 784 (9.5%) 2473 (9.7%)

No. of days of snowfall, mean (SD)] 0.7 (1.4) 0.9 (1.5) 0.9 (1.6) <.001
Precipitation level in mm/month, mean (SD) 140.3 (99.4) 135.0 (97.3) 136.8 (100.3) 0.172

No. of employees in organisation, n (%) <.001
1e9 400 (45.4%) 1826 (22.1%) 2850 (11.2%)
10e29 262 (29.7%) 1915 (23.2%) 5923 (23.3%)
30e49 99 (11.2%) 1021 (12.4%) 3092 (15.3%)
50e99 73 (8.3%) 1108 (13.4%) 4369 (17.2%)
100e299 28 (3.2%) 1404 (17.0%) 5221 (20.5%)
300e499 7 (0.8%) 452 (5.5%) 1431 (5.6%)
500e999 1 (0.1%) 287 (3.5%) 970 (3.8%)
�1000 4 (0.5%) 143 (1.7%) 454 (1.8%)
NA 8 (0.9%) 91 (1.1%) 331 (1.3%)

Occurrence time of day, n (%) <.001
0:00 a.m. to 2:59 a.m. 9 (1.0%) 160 (1.9%) 582 (2.3%)
3:00 a.m. to 5:59 a.m. 42 (4.8%) 208 (2.5%) 1419 (5.6%)
6:00 a.m. to 8:59 a.m. 148 (16.8%) 1163 (14.1%) 3736 (14.7%)
9:00 a.m.-11:59 a.m. 332 (37.6%) 2543 (30.8%) 7341 (28.8%)
0:00 p.m. to 2:59 p.m. 167 (18.9%) 1597 (19.4%) 4786 (18.8%)
3:00 p.m. to 5:59 p.m. 169 (19.2%) 1952 (23.7%) 4538 (17.8%)
6:00 p.m. to 8:59 p.m. 11 (1.2%) 461 (5.6%) 2070 (8.1%)
9:00 p.m. to 11:59 p.m. 4 (0.5%) 163 (2.0%) 979 (3.8%)

Type of industry, n (%) <.001
Manufacturing industry 0 (0.0%) 6184 (75.0%) 0 (0.0%)
Mining industry 0 (0.0%) 34 (0.4%) 0 (0.0%)
Construction industry 0 (0.0%) 2029 (24.6%) 0 (0.0%)
Transportation 0 (0.0%) 0 (0.0%) 3282 (12.9%)
Cargo handling business 0 (0.0%) 0 (0.0%) 332 (1.3%)
Agriculture and forestry 511 (1.5%) 0 (0.0%) 0 (0.0%)
Livestock and fisheries 371 (1.1%) 0 (0.0%) 0 (0.0%)
Trade 0 (0.0%) 0 (0.0%) 6932 (27.2%)
Finance and advertising 0 (0.0%) 0 (0.0%) 621 (2.4%)
Film and theatre industry 0 (0.0%) 0 (0.0%) 18 (0.1%)
Communications industry 0 (0.0%) 0 (0.0%) 770 (3.0%)
Education and research industry 0 (0.0%) 0 (0.0%) 430 (1.7%)
Health and hygiene industry 0 (0.0%) 0 (0.0%) 4489 (17.6%)
Hospitality and entertainment industry 0 (0.0%) 0 (0.0%) 3330 (13.1%)
Cleaning and slaughtering 0 (0.0%) 0 (0.0%) 2354 (9.2%)
Government offices 0 (0.0%) 0 (0.0%) 41 (0.2%)
Other 0 (0.0%) 0 (0.0%) 2852 (11.2%)

Causal agents, n (%) <.001
Machine 19 (2.2%) 169 (2.0%) 76 (0.3%)
Crane, conveying machine 102 (11.6%) 298 (3.6%) 1760 (6.9%)
Other equipment 69 (7.8%) 1157 (14.0%) 2869 (11.3%)
Temporary buildings, establishments 319 (36.2%) 5180 (62.8%) 16,333 (64.2%)
Substance, material 31 (3.5%) 450 (5.5%) 344 (1.4%)
Load 17 (1.9%) 219 (2.7%) 660 (2.6%)
Environment 301 (34.1%) 521 (6.3%) 2103 (8.3%)
Others 24 (2.7%) 253 (3.1%) 1306 (5.1%)
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Analysis of the time of day of falls revealed higher risks of
fractures between 6:00e8:59 p.m., 6:00e8:59 a.m., 9:00e11:59
p.m., 0:00e2:59 p.m. and 9:00e11:59 a.m. compared with
0:00e2:59 a.m. in tertiary industries. The significant differences in
risk of fractures due to the time of the day seen in the tertiary in-
dustry were not found in primary or secondary industries. These
may be the hours during which employees in the tertiary industry
change shifts. A recent study suggests that shift work is related to a
higher rate of occupational injuries and accidents.40 There is evi-
dence that occupational injury rates are higher at night than during
the daytime.40 One study showed that injuries among healthcare
workers occurred more frequently during the morning shift.41 A
recent review conducted in the rail industry in Australia found that
shift durations >12 h are associated with a doubled increased risk
of accidents and injuries.42 Although there was no information in
the database used in this study on whether or not a person was a
shift worker, this is a characteristic found only in the tertiary in-
dustries, which has seen an increase in the number of employees in
recent years. It is important to inform people of the times when the
risk of falls and fractures increases to prevent them from falling and
enduring fractures.

The impact of weather conditions on the risk of fractures should
also be considered. Evidence from theUnitedKingdomsuggests that
extremely snowy and icy weather may double the risk of fractures
comparedwith the risk in less snowyconditions.43 A previous study
evaluated the association between official weatherwarnings during
the winter season and fall-related injury rates among older adults
between 1998 and 2006.32 The authors found a 20% increase in fall-
related injurieswhenhazardous freezing rainwarningswere issued,
with a notable increase (31%) formen. In addition, the authors found
an overall reduction in fall-related injuries on days with snowfall
warnings.44 A recent study has shown that the overall risk of

fractures during snowy and icy conditions is 2.20 (95% CI: 1.7e3.0;
P<0.01) comparedwith that during control conditions.45 It could be
postulated that the group who are younger are more likely to
continuewith outdoor activities and therefore be subject to the risks
associated with snowy and icy conditions.43 A similar finding was
reported in the Netherlands.33 Another study reported that
inclement weather, where the outdoor areas are coveredwith ice or
snow, often increases the prevalence of slip-induced falls, unless
appropriate precautions are taken.46 In the present study, the risk of
fracture by same-level falls decreased with minimum temperature
increase and increased with an increased in the number of days of
snowfall, which is largely consistent with previous studies. The ef-
fect of an increased minimum temperature on lowering the risk of
fractures from falls is a new finding. Differences in working envi-
ronments between countries and differences in worker attitudes
may have additional underlying implications.

Measures to prevent falls during snowfall are considered inad-
equate in countries such as Japan, where snowfall is rare. This
present study included data from 2014 when a ‘once in a decade’
cold wave swept through Japan,47 causing extensive damage, which
may have been partly accounted for by heavy snowfall and a lack of
early weather warnings. Since then, various disaster prevention
systems have been established, including the Ministry of Land,
Infrastructure, Transport and Tourism Emergency Announcement
on Heavy Snowfall and Weather Information on Significant Heavy
Snowfall, which issues warnings and collects data.48 The present
study suggests the need for preventive measures based on previous
reports from other countries that experience heavy snow cover.

The Ministry of Health, Labour and Welfare was established in
2001 through the merger of the Ministry of Health and Welfare,
which oversees medical care, health and social security, and the
Ministry of Labour, overseeing the welfare of workers. Measures to
prevent occupational injuries in Japan have been addressed in the
workplace safety policy but not in the medical and health policy. In
recent years, however, the number of peopleworking with illnesses
and disabilities increased, and systems are being developed to
support the balance between medical treatment and work.49 As a
result, comprehensive industrial health support centres that pro-
vide support to small- and medium-sized companies have been set
up, where public health nurses promote collaboration between
working and medical and health measures. The prevention of falls
and fractures in the workplace must be promoted, and factors that
can increase the risk of these injuries must be highlighted. In the
future, as the number of elderly workers increases, the number of
falls that can be prevented is expected to increase as measures are
strengthened from a public health perspective.

Limitations

This study had some limitations. The meteorological informa-
tion used was from the city of Tokyo; thus, the findings may not
generalise to other regions of Japan. Fractures that were not
explicitly mentioned when the national database was created were
not extracted and included in the current analysis. A total of 45
cases were noted as follows: bone bruises (34 cases), heard popping
noises (five cases), displaced bones (five cases) and twisted bones
(one case). Although there was evidence that the relationship be-
tween occupational accident absence and gender was a risk factor,
gender was not included in the database used in this study.50

Strengths

This is the first study to extract the keywords ‘fracture’, ‘broken
bones’ and ‘crack of bones’ from qualitative data contained in the
national open database and analyse it as a quantitative outcome.

Table 3
Odds ratios obtained from multiple logistic models (all industries).

Variable All industries (N ¼ 34,580)

Model 1a

Odds ratio (95%CI) P-value

Occurrence time of day
0:00 a.m. to 2:59 a.m. 1 (Reference)
3:00 a.m. to 5:59 a.m. 1.279 (1.037, 1.578) 0.022
6:00 a.m. to 8:59 a.m. 1.493 (1.237, 1.803) <0.001
9:00 a.m. to 11:59 a.m. 1.253 (1.042, 1.505) 0.016
0:00 p.m. to 2:59 p.m. 1.281 (1.063, 1.544) 0.009
3:00 p.m. to 5:59 p.m. 1.239 (1.028, 1.494) 0.024
6:00 p.m. to 8:59 p.m. 1.408 (1.154, 1.717) <0.001
9:00 p.m. to 11:59 p.m. 1.280 (1.024, 1.600) 0.030

Model 2a

Odds ratio (95%CI) P-value

Occurrence time of day
0:00 a.m. to 2:59 a.m. 1 (Reference)
3:00 a.m. to 5:59 a.m. 1.099 (0.884, 1.366) 0.394
6:00 a.m. to 8:59 a.m. 1.435 (1.183, 1.741) <0.001
9:00 a.m. to 11:59 a.m. 1.234 (1.021, 1.490) 0.029
0:00 p.m. to 2:59 p.m. 1.273 (1.051, 1.542) 0.014
3:00 p.m. to 5:59 p.m. 1.235 (1.019, 1.496) 0.031
6:00 p.m. to 8:59 p.m. 1.411 (1.151, 1.729) <0.001
9:00 p.m. to 11:59 p.m. 1.236 (0.983, 1.555) 0.069
No. of days of snowfall 1.040 (1.018, 1.063) <0.001
Precipitation (mm/month) 1.000 (1.000, 1.000) 0.338
Minimum temperature (�C) 0.994 (0.989, 0.998) 0.008
Age
&54 years old 1 (Reference)
S55 years old 1.310 (1.244, 1.378) <0.001

CI, confidence interval.
a Model 1 was unadjusted; Model 2 was adjusted for occurrence year, industry

type, causal agent and company size.
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This national database includes reports of worker deaths and in-
juries and is a reporting document stipulated in the Occupational
Safety and Health Law (Occupational Safety and Health Regula-
tions). This requires the document to be submitted to the labour
standards office when a worker dies or loses work due to an in-
dustrial accident. This database is therefore expected to be com-
plete. Some national open databases contain quantitative as well as
qualitative data, but few studies make use of both types of data. In
addition, this national database contains a large number of cases of
accidents extracted from all prefectures.

Conclusion

The risk of fractures due to falls in theworkforcemay increase in
the future, given changes in industrial sector structures, the
increasing number of older workers and climate changes. Although
commute-related injuries were not accounted for in the present
study, the present findings suggest that the risks of work-related
fractures may increase just before and just after shift changes.
There remains a lack of evidence and many unexplored aspects of
how to prevent fractures caused by occupational falls; thus, further
study in this area is required. In Japan, where heavy snowfall is rare,
measures introduced to prevent falls due to snowy and icy condi-
tions may be limited; however, the impact of weather events,
including snowfall, should be considered in public and occupa-
tional health policy development.
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Table 4
Odds ratios obtained from multiple logistic models (industry-specific results).

Variable Primary industry (N ¼ 882) Secondary industry (N ¼ 8247) Tertiary industry (N ¼ 25,451)

Model 3a Model 4a Model 5a

Odds ratio (95%CI) P-value Odds ratio (95%CI) P-value Odds ratio (95%CI) P-value

Occurrence time of day
0:00 a.m. to 2:59 a.m. 1 (Reference) 1 (Reference) 1 (Reference)
3:00 a.m. to 5:59 a.m. 0.368 (0.056, 2.412) 0.298 0.938 (0.564, 1.558) 0.804 1.381 (1.091,1.781) 0.007
6:00 a.m. to 8:59 a.m. 0.644 (0.126, 3.297) 0.597 1.413 (0.947, 2.108) 0.090 1.556 (1.254, 1.930) <0.001
9:00 a.m. to 11:59 a.m. 0.852 (0.173, 4.198) 0.844 1.157 (0.784, 1.708) 0.463 1.299 (1.053, 1.603) 0.015
0:00 p.m. to 2:59 p.m. 0.736 (0.145, 3.723) 0.710 1.276 (0.859, 1.894) 0.227 1.298 (1.048, 1.608) 0.017
3:00 p.m. to 5:59 p.m. 0.914 (0.182, 4.596) 0.913 1.273 (0.860, 1.884) 0.228 1.223 (0.987, 1.516) 0.066
6:00 p.m. to 8:59 p.m. 1.315 (0.168, 10.26) 0.796 1.134 (0.733, 1.753) 0.572 1.483 (1.183, 1.857) <0.001
9:00 p.m. to 11:59 p.m. 0.000 (0.000, 0.000) 0.976 0.836 (0.483, 1.446) 0.522 1.385 (1.080, 1.776) 0.010

Model 6a Model 7a Model 8a

Odds ratio (95%CI) P-value Odds ratio (95%CI) P-value Odds ratio (95%CI) P-value

Age
&54 years old 1 (Reference) 1 (Reference) 1 (Reference)
S55 years old 1.684 (1.167, 2.430) 0.005 1.184 (1.069, 1.312) <0.001 1.341 (1.263, 1.424) <0.001
Occurrence time of day
0:00 a.m. to 2:59 a.m. 1 (Reference) 1 (Reference) 1 (Reference)
3:00 a.m. to 5:59 a.m. 0.284 (0.041, 1.949) 0.200 0.938 (0.560, 1.571) 0.808 1.158 (0.906,1.479) 0.242
6:00 a.m. to 8:59 a.m. 0.416 (0.078, 2.227) 0.306 1.267 (0.843, 1.905) 0.255 1.502 (1.203, 1.876) <0.001
9:00 a.m. to 11:59 a.m. 0.501 (0.097, 2.601) 0.411 1.098 (0.737, 1.635) 0.647 1.282 (1.032, 1.592) 0.025
0:00 p.m. to 2:59 p.m. 0.411 (0.077, 2.201) 0.299 1.232 (0.823, 1.844) 0.311 1.295 (1.039, 1.614) 0.021
3:00 p.m. to 5:59 p.m. 0.485 (0.091, 2.594) 0.398 1.217 (0.815, 1.817) 0.336 1.228 (0.985, 1.533) 0.068
6:00 p.m. to 8:59 p.m. 0.593 (0.061, 5.792) 0.653 1.083 (0.695, 1.686) 0.725 1.516 (1.202, 1.912) <0.001
9:00 p.m. to 11:59 p.m. 1.254 (0.000, 0.000) 0.979 0.810 (0.463, 1.416) 0.459 1.348 (1.043, 1.741) 0.022
No. of days of snowfall 0.997 (0.844, 1.178) 0.975 1.056 (1.011, 1.103) 0.015 1.034 (1.009, 1.061) <0.001
Precipitation (mm/month) 1.001 (0.999, 1.003) 0.156 1.000 (0.999, 1.001) 0.941 1.000 (1.000, 1.000) 0.361
Minimum temperature (�C) 0.967 (0.935, 0.999) 0.047 0.997 (0.988, 1.007) 0.554 0.993 (0.988, 0.999) 0.017

CI, confidence interval.
a Models 3, 4 and 5 were unadjusted; Models 6, 7 and 8 were adjusted for the year of occurrence, type of industry, causal agents and company size.
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Appendix A. Supplementary data

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.puhe.2023.02.003.
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b _Izmir Kâtip Çelebi University, Faculty of Health Sciences, Department of Social Work, Havaalanı Şosesi, No: 33/2, Balatçık, Çi�gli 35620, _Izmir, Turkey
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a b s t r a c t

Objectives: Healthcare systems' reliance on taxes varies across countries with corresponding heteroge-
neity in public's willingness to pay taxes (WTP) for national healthcare provision. Turkey, a developing
country that witnessed a major healthcare transformation, provides a unique context to understand
what motivates WTP in a non-Western context.
Study design: This is a cross-sectional study.
Methods: We used the data from the International Social Survey Programme module on health and
healthcare in Turkey. The data were collected from a nationally representative sample of adults aged >18
years (n ¼ 1559). Using logistic regression models, we examine the association of sociopolitical values
and sociodemographic factors with individuals' WTP to improve public healthcare.
Results: We find that sociopolitical values are more closely associated to the WTP in Turkey compared
with sociodemographic factors. However, egalitarianism and humanitarianism were differentially linked
to the WTP. Humanitarianism was positively associated, whereas egalitarianism was negatively associ-
ated with WTP.
Conclusions: This study shows the prevalence of value-based approach to healthcare provision support in
a developing country in the height of healthcare reforms.

© 2022 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

Healthcare services entail one of the most crucial areas of public
provision in any welfare regime. Countries differ in their level of
public support for healthcare expenditures. One of the actors central
to the provision of public healthcare services are the residents;
however, the level of their contributions significantly depends on
the sociopolitical context of the country.1,2 In addition, the extent to
which their residents consider these taxes fair differs, and the
perception of fairness also prompts their willingness to pay higher
taxes (WTP).3 Studies have shown that several factors facilitate or
impede individuals' willingness to pay higher taxes to improve
public healthcare services, broadly, self-interests, and sociopolitical
values.4e9 This broad categorization of factors is formulated on the
basis of Schwartz's10 theory of basic human values, positioning self-
transcendence on the opposite end from self-enhancement.8

While self-enhancement relies heavily on individuals' self-

interests that are shaped by their sociodemographic characteris-
tics, self-transcendence involves sociopolitical values such as
benevolence, altruism, egalitarianism, and humanitarianism. Self-
interests of certain sociodemographic groups, such as senior citi-
zens and single parents, differentially affect these groups' motiva-
tions for the support of and willingness to pay higher taxes for
certain welfare provisions.5,11,12 On the other hand, the support of
welfare provisions based on sociopolitical values is argued to stem
from various values such as altruism, universalism, humanitarian-
ism, or political ideology. In this article,we focus on egalitarianisme

“positive attitudes towards redistribution between the rich and the
poor”13 and humanitarianism e “a sense of obligation to help those
in need.”14 Previous studies have presented mixed results on how
sociopolitical values such as egalitarianism and humanitarianism
inform individuals' WTP to improve public healthcare
provisions.4,9,15

To understand the role of these factors on theWTP, most studies
have predominantly focused on the Western context. Still, it is also
crucial to examine the WTP in a non-Western context, especially in
a developing country such as Turkey, which has a relatively less
effective welfare regime but stronger adherence to public provision
of healthcare services. Turkey's Health Transformation Programme

* Corresponding author. Tel.: þ903125850393.
E-mail addresses: gulcin.con@tedu.edu.tr (G. Con Wright), tahirenes.gedik@ikcu.

edu.tr (T.E. Gedik).

Contents lists available at ScienceDirect

Public Health

journal homepage: www.elsevier .com/locate/puhe

https://doi.org/10.1016/j.puhe.2022.12.004
0033-3506/© 2022 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Public Health 217 (2023) 133e137

mailto:gulcin.con@tedu.edu.tr
mailto:tahirenes.gedik@ikcu.edu.tr
mailto:tahirenes.gedik@ikcu.edu.tr
http://crossmark.crossref.org/dialog/?doi=10.1016/j.puhe.2022.12.004&domain=pdf
www.sciencedirect.com/science/journal/00333506
http://www.elsevier.com/locate/puhe
https://doi.org/10.1016/j.puhe.2022.12.004
https://doi.org/10.1016/j.puhe.2022.12.004
https://doi.org/10.1016/j.puhe.2022.12.004


(HTP) involves wide-ranging reorganization of the health services
in the country, targeting improvements in “financial sustainability,
efficiency, quality and accessibility of health services.”16 This pro-
gram is unique in its amalgamation of neoliberal health reforms
with a strong adherence to an egalitarian and universal healthcare
coverage, leading to a categorization of Turkey's approach as “social
neoliberalism.”17 Despite its egalitarian character in terms of
coverage, access, and equity, HTP introduces market-oriented re-
forms in healthcare such as privatization, purchaser-provider split,
premium payments, and performance-based evaluations for
healthcare professionals.18

In this article, we examine public support for provision of
healthcare services in Turkey by investigating the factors associated
with Turkish individuals' willingness to pay higher taxes to
improve public healthcare for all. We use data on Turkey from the
International Social Survey Programme (ISSP) 2011 to investigate
whether sociopolitical values or sociodemographic factors better
explain willingness to pay higher taxes in the case of public
healthcare in Turkey.

Methods

Data

To examine willingness to pay taxes, we used secondary data
from the ISSP, a cross-national survey widely used in healthcare
research. Specifically, we used the data from the ISSP module on
health and healthcare (third release), which covers 32 countries
including Turkey.19 The data for Turkey were collected using face-
to-face interviews with a nationally representative sample of
adults aged >18 years (n ¼ 1559). This rich data set is uniquely
suitable to study our research question given that no other na-
tionally representative data sets include items on health-related
attitudes and behaviors as well as information about sociodemo-
graphic factors and sociopolitical values.

Study variables

In our analysis, theWTP is the outcome variable. The ISSP survey
provides a question asking respondents, “howwilling would [they]
be to pay higher taxes to improve the level of healthcare for all
people” in their country. We recoded the original response cate-
gories “very willing” and “fairly willing” as “1 ¼ willing,” and the
rest as “0 ¼ Not willing.”

Based on the theoretical approaches discussed in the previous
section, two groups of independent variables were included in the
analysis. First, as the value-based approach highlights egalitarianism
and humanitarianism, we used two proxymeasures for these values.
Egalitarianism was measured using a proxy question asking re-
spondents whether “it [is] fair or unfair that people with higher
incomes can afford better education for their children than people
with lower incomes.” The five-point response scale ranged from
“1¼very fair” to “5¼veryunfair,” indicating that peoplewithhigher
scores are more egalitarian. Respondents were also asked whether
they agree or disagree with the statement that “people should have
access to publicly funded healthcare even if they do not hold citi-
zenship of the country.” The response scale ranging from
“1¼ strongly agree” to “5¼ strongly disagree”was reverse coded so
that the higher values captured higher levels of humanitarianism.

The second group of independent variables consisted of socio-
demographic variables, such as age, sex, education, and main work
status. Age was included in analyses as a continuous variable. Sex
was coded as “0 ¼ female” and “1 ¼ male.” Educationwas coded as
“1 ¼ No formal education” to “6 ¼ University degree completed.”
Main work status provides information about the respondents'

current work situation. This variable was recoded to represent
meaningful categories in the case of Turkey: “1 ¼ Paid work,”
“2 ¼ Out of labor force (non-domestic),” “3 ¼ Domestic work,”
“4¼ Retired.” “Paidwork”was used as the reference category in the
subsequent analyses.

In addition to these two groups of independent variables,
certain control variables were included in the analysis related to
health and healthcare.4,9 Satisfaction with the healthcare systemwas
based on the question, “In general, how satisfied or dissatisfied are
you with the healthcare system in [country]?” The original 7-point
scale was reverse coded so that higher values indicate higher levels
of satisfaction. Confidence in the healthcare system was measured
using five-point response scale ranging from “1 ¼ Complete con-
fidence” to “5 ¼ No confidence at all.” Similarly, we reverse coded
this variable so that a higher score means more confidence. Health
status was assessed by a self-report question where respondents
rate their health between “1 ¼ Excellent” and “5 ¼ Poor.” The re-
sponses were reverse coded so that higher scores indicate better
self-reported health status. Finally, to measure the frequency of
doctor visits, we used an item asking respondents how often they
visited a doctor during the past 12 months.c The response cate-
gories ranged from “1 ¼ Never” to “5 ¼ Very often” so that higher
values indicate more frequent visits. Table 1 shows the descriptive
statistics of the sample.

Statistical analysis

We estimated binary logistic regression models to analyze the
association betweenwillingness to pay taxes, the main independent
variables, and controls. We provided odds ratios with confidence
intervals to interpret the effect sizes. We used multiple imputation
by chained equations to handle missing data. To address the gender
imbalance in the sample, we created poststratification weights. We
present results with imputation and weighting in Table 2.

Results

Table 2 presents logistic regression results on the association of
the outcome and the variables of interest of this study. Model 1
begins with evaluating the relationship between the WTP and so-
ciopolitical values, egalitarianism and humanitarianism. Model 2
examines the relationship between the WTP and sociodemo-
graphic variables, age, sex, education, andmain work status. In other
words, Models 1 and 2 estimate the association between outcome
and main predictors based on the two main approaches that we
use, respectively. Model 3 includes both sociopolitical values and
sociodemographic variables. We include these focal predictors
simultaneously adjusting for the effect of each other. Finally, Model
4 estimates the full model including the control variables, satis-
faction with the healthcare system, confidence in the healthcare sys-
tem, health status, and the frequency of doctor visits.

There was no statistically significant association between the
WTP and any of the sociodemographic variables except age. Sex,
education, and main work status showed no significant association
with the WTP. Age was significantly and positively associated with
the WTP, indicating that older people are more willing to pay
higher taxes to improve public healthcare; however, its effect size
was smaller compared with other statistically significant predictors
in the models.

c (The main questionnaire item was worded as “visited or were visited by a
doctor.” However, the Turkish questionnaire asks only “visited a doctor.” It is un-
common for doctors in Turkey to pay visits to households [authors' note].)
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The results indicate that sociopolitical values, egalitarianism and
humanitarianism, were significantly associated with theWTP, even
after controlling for sociodemographic and control variables.
However, our analyses also show that the way egalitarianism and
humanitarianism were associated with the WTP is different in di-
rection. In Model 4, a one unit increase in humanitarianism in-
creases the odds of WTP taxes by 30%, but a one unit increase in
egalitarianism decreases the odds of WTP taxes by 25%, holding
other variables constant. In other words, those who hold stronger
humanitarian values were found to be more willing to pay higher
taxes to improve public healthcare, whereas those who hold
stronger egalitarian values were shown to be less willing to pay
higher taxes. The modeling assumptions of the logistic regression
preclude a simple comparison of coefficients across models.
Nevertheless, the coefficients of these two sociopolitical values
remained statistically significant with little variation, and their
directions did not change. In Table 2, we also reported AIC/BIC for
models without imputations and weights. According to these
criteria, Model 4 performed better in general. In other words, as
relative measures, AIC and BIC indicate that Model 4 has a better fit

compared with other models. When it comes to worst performing
one, for example, with the highest AIC/BIC values, the results
agreed on Model 2, which only includes sociodemographic vari-
ables. That is, given the estimates, Model 2 has the worse fit
compared with other models. Model 2 has a worse fit even
compared with Model 1, which only has egalitarianism and hu-
manitarianism as predictors.

Among the set of control variables, health status was the only
variable significantly associated with the WTP. Model 4 shows that
those who report poorer health status were more willing to pay
higher taxes to improve public healthcare. While health status was
found to have a statistically significant association with the WTP,
having doctor visits within the past 12months was not significantly
associated with the WTP. Finally, satisfaction with or confidence in
the healthcare system were also not significantly associated with
the WTP.

Discussion

There are several possible reasons why this study found that
sociopolitical values are more strongly associated with the WTP
than sociodemographic factors. First, considering that Turkey was
at that time going through significant transformations in its
healthcare system toward better universal coverage, many Turkish
individuals might have considered that their healthcare coverage is
not subject to their sociodemographic characteristics. This consid-
eration might have led their values rather than interests to shape
their WTP. Second, healthcare services are often considered as a
unique circumstance, which all individuals need and deserve no
matter their sociodemographic characteristics.20 This heuristic bias
might have prompted Turkish individuals' adherence to values such
as humanitarianism in their support andWTP for public healthcare
services. Finally, Turkish individuals who show strong support and
appreciation for the healthcare reforms at the time might have
been invested in the ideal of universalism in these transformations,
which in returnwould motivate them to paymore taxes to improve
public healthcare.

Furthermore, the only sociodemographic factor significantly
associated with the WTP in our analysis was age, which indicates
that older people were more willing to pay higher taxes to improve

Table 1
Descriptive statistics.

Variables N Mean Standard
deviation

Minimum Maximum

WTP (binary) 1447 0.238 0.426 0 1
Egalitarianism 1504 3.604 1.099 1 5
Universalism 1433 3.845 1.002 1 5
Age 1543 42.081 15.833 17 92
Sex 1559 0.405 0.491 0 1
Education 1555 2.843 1.425 1 6
Main work status
Paid work 1554 0.270 0.444 0 1
Out of the
labor force
(non-domestic)

1554 0.127 0.333 0 1

Domestic work 1554 0.465 0.499 0 1
Retired 1554 0.138 0.345 0 1

Satisfaction: HC 1531 4.875 1.387 1 7
Conf: healthcare 1545 3.454 1.144 1 5
Health status 1553 2.889 0.892 1 5
P12M: doctor 1527 2.325 1.140 1 5

WTP, willingness to pay.

Table 2
The logistic regression results for willingness to pay taxes.

Variables Model 1 Model 2 Model 3 Model 4

Egalitarianism 0.678*** [0.604, 0.761] 0.679*** [0.605, 0.762] 0.755*** [0.666, 0.855]
Humanitarianism 1.334*** [1.151, 1.546] 1.322*** [1.140, 1.534] 1.299*** [1.118, 1.510]
Age 1.012* [1.002, 1.023] 1.011* [1.000, 1.022] 1.018** [1.007, 1.030]
Sex 1.170 [0.784, 1.745] 1.107 [0.731, 1.678] 0.958 [0.624, 1.471]
Education 1.059 [0.957, 1.172] 1.043 [0.941, 1.157] 1.056 [0.947, 1.177]
Main work status (ref. paid work)
Out of the labor force (non-domestic) 0.968 [0.632, 1.481] 0.967 [0.621, 1.507] 1.021 [0.651, 1.602]
Domestic work 0.970 [0.610, 1.543] 0.921 [0.572, 1.481] 0.871 [0.538, 1.410]
Retired 0.664 [0.417, 1.058] 0.666 [0.413, 1.074] 0.655 [0.402, 1.068]

Satisfaction: HC 1.088 [0.962, 1.230]
Conf: healthcare 1.099 [0.942, 1.281]
Health status 1.467*** [1.226, 1.754]
P12M: doctor 0.968 [0.851, 1.100]
Constant 0.400** [0.207, 0.773] 0.159*** [0.074, 0.340] 0.237** [0.084, 0.673] 0.022*** [0.005, 0.093]

AICa 1417.49 1576.61 1405.72 1333.07
BICa 1433.08 1613.45 1452.36 1399.99
N 1447 1447 1447 1447

Exponentiated coefficients (odds ratios); 95% confidence intervals in brackets.
*P < 0.05, **P < 0.01, ***P < 0.001.

a AIC/BIC values come from the regression models without imputations and weights. Both AIC and BIC are calculated for maximum-likelihood (ML) estimates. However, the
multiple imputation estimates in our analysis are not maximum-likelihood estimates. Hence, it is not possible to get AIC and BIC directly from the models using multiple
imputation. A similar issue arises for using weights because ML assumptions behind AIC and BIC are violated. That's why we reported AIC/BIC values for models 1-4 without
imputation and weights. Otherwise, the model specifications follow the main analysis.
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public healthcare based on their self-interests. This is in line with
the previous research, indicating the significance of age as one of
the most influential sociodemographic characteristics in support
for healthcare provisions.11 Our results might lead to questioning
whether sociodemographic factors could be considered as effective
proxies for self-interests. Especially considering that health status
predicted the WTP in Turkey, it could be argued that in the case of
healthcare services, self-interests are better explained with the
kind of factors directly related to health outcomes.

Contrary to the previous studies' findings, our results indicated
that only humanitarianism is positively associated with the WTP,
whereas this association is negative for egalitarianism. Svallfors21

argues that “the relationship between egalitarianism and atti-
tudes to taxes and spending is substantially weaker” in countries
where the quality of government is comparatively lower. He sup-
ports this argument with a comparative analysis on this connection
in several countries. Yet, in his analysis as well as in the analyses of
other sources such as the QoG Institute,22,23 Turkey is not one of
those countries with low quality; it has instead a mid-level quality
of government. Taking a closer look at respondents who are more
egalitarian might reveal their lower levels of confidence in
healthcare and educational systems, and therefore, their lower
levels of social trust, which in turn translates into unwillingness to
pay higher taxes, similar to the findings in Habibov et al.'s study.1

Social trust is argued by these authors to be associated with
higher social solidarity and cohesion as well as a greater investment
in healthcare system. Therefore, in the case where individuals have
lower social trust, they would also have lower levels of confidence
in the healthcare system, and this might explain their lack of
motivation to pay higher taxes to improve public healthcare.
Alternatively, as also indicated in Maldonado et al.'s study,9 hu-
manitarianism could be a better variable than egalitarianism in
explaining the WTP when it comes to public healthcare.

Our findings suggest several contextual and individual factors
for future studies to explore. Existing studies show that healthcare
provisions differ from other welfare provisions11 and public ex-
penditures for health services receive support at higher levels
because the right to healthcare is more related to basic human
rights ideals.24 In this sense, theWTP is more likely to be shaped by
values rather than self-interests. Therefore, studying public support
for healthcare for all might require us to take into consideration a
different set of factors. Future studies could explore the connec-
tions between the WTP in Turkey and other sociopolitical values
such as universalism and left-right ideology. Considering that the
welfare state understanding in Turkey is significantly different than
in other countries,25 one also needs to factor in that individuals'
WTP to improve public healthcare might be shaped by how they
perceive the state's role in financing and organizing those services.
Moreover, country-level factors could be included in analyses to
explain why self-interests are not as strongly associated with
Turkish individuals'WTP as are values. Finally, further studies could
examine these connections with a more contemporary and na-
tionally representative sample to understand the outcomes of the
reforms implemented through the HTP. Doing so would better
capture how the neo-liberalization of the Turkish healthcare sys-
tem has shaped the public perceptions and attitudes of Turkish
residents toward healthcare services since 2003.

Limitations of the study

This study has some limitations. In this study, we did not include
income as a measure of self-interest due to two reasons. First, in
ISSP data for Turkey, there is an issue of oversampling of female
respondents, who predominantly identified themselves as house-
wives and therefore did not declare an individual income.

Therefore, we did not consider individual income a useful measure
of self-interest. Second, the high prevalence of informal employ-
ment in Turkish households might have led many participants to
either not declare their actual household income at all or downplay
it. Therefore, we decided not to include household income as a
measure of self-interest.

We also acknowledge that the data set used in this study is not
contemporary. Although it provides the advantage of exploring the
relationships of interest during the height of transformations, we
were unable to observe the outcomes of the changes presented by
the ongoing HTP. Furthermore, because no available panel data on
Turkey exist including the measures of interest in this study, it was
not possible to conduct a longitudinal analysis on the potential
associations of the WTP with sociopolitical values and socio-
demographic factors. Because this study relies on cross-sectional
data, we refrain from making any causal claims on what de-
termines the WTP. Future studies could analyze causal links be-
tween these set of factors and the WTP by using a longitudinal
analysis on available data.

Conclusion

In this article, we examined both sociodemographic factors and
sociopolitical values to understand what factors better explain the
motivation of Turkish individuals to pay higher taxes to improve
public healthcare for all. To do so, we used the ISSP 2011 data and
conducted a series of logistic regression models. The results of this
study show that sociopolitical values matter more than socio-
demographic factors in accounting for the WTP specifically to
improve public healthcare in Turkey. In addition, contrary to pre-
vious studies' findings, sociopolitical values are found to have a
differential impact on the WTP, as humanitarianism was positively
associated with the WTP, whereas the association between egali-
tarianism and the WTP was negative. Age and health status were
also positively associated with Turkish individuals' WTP in the case
of public healthcare.

Author statements

Ethical approval

None sought.

Funding

This research did not receive any specific grant from funding
agencies in the public, commercial, or not-for-profit sectors.

Competing interests

None declared.

Acknowledgment

The authors would like to thank Dr. Ozcan Tunalilar for their
helpful feedback on the earlier draft of this manuscript.

References

1. Habibov N, Cheung A, Auchynnikava A. Does institutional trust increase will-
ingness to pay more taxes to support the welfare state? Sociol Spectr 2018 Jan
2;38(1):51e68 [Internet]. Available from:. https://doi.org/10.1080/02732173.
2017.1409146.

2. Habibov N, Luo R, Auchynnikava A. The effects of healthcare quality on the
willingness to pay more taxes to improve public healthcare: testing two
alternative hypotheses from the research literature. Ann Glob Heal 2019 Nov

G. Con Wright and T.E. Gedik Public Health 217 (2023) 133e137

136

https://doi.org/10.1080/02732173.2017.1409146
https://doi.org/10.1080/02732173.2017.1409146


7;85(1) [Internet]. Available from: https://annalsofglobalhealth.org/articles/10.
5334/aogh.2462/.

3. Ajzen I, Rosenthal LH, Brown TC. Effects of perceived fairness on willingness to
pay. J Appl Soc Psychol 2000 Dec;30(12):2439e50 [Internet]. Available from:
https://onlinelibrary.wiley.com/doi/10.1111/j.1559-1816.2000.tb02444.x.

4. Azar A, Maldonado L, Castillo JC, Atria J. Income, egalitarianism and attitudes
towards healthcare policy: a study on public attitudes in 29 countries. Public
Health 2018 Jan;154:59e69 [Internet]. Available from:. https://doi.org/10.
1016/j.puhe.2017.09.007.

5. Baslevent C, Kirmanoglu H. Discerning self-interested behaviour in attitudes
towards welfare state responsibilities across Europe. Int J Soc Welf 2011
Oct;20(4):344e52 [Internet]. Available from: https://onlinelibrary.wiley.com/
doi/10.1111/j.1468-2397.2010.00751.x.

6. Borges AP, Reis A, Anjos J. Willingness to pay for other individuals' healthcare
expenditures. Public Health 2017 Mar;144:64e9 [Internet]. Available from:
https://linkinghub.elsevier.com/retrieve/pii/S0033350616304024.

7. Jæger MM. What makes people support public responsibility for welfare pro-
vision: self-interest or political ideology? Acta Sociol 2006 Sep 30;49(3):
321e38 [Internet]. Available from: http://journals.sagepub.com/doi/10.1177/
0001699306067718.

8. Kulin J, Meuleman B. Human values and welfare state support in Europe: an
eastewest divide? Eur Sociol Rev 2015 Aug;31(4):418e32 [Internet]. Available
from: https://academic.oup.com/esr/article-lookup/doi/10.1093/esr/jcv001.

9. Maldonado L, Olivos F, Castillo JC, Atria J, Azar A. Risk exposure, humanitari-
anism and willingness to pay for universal healthcare: a cross-national analysis
of 28 countries. Soc Justice Res 2019 Sep 5;32(3):349e83 [Internet]. Available
from: http://link.springer.com/10.1007/s11211-019-00336-6.

10. Schwartz SH. Value priorities and behavior: applying a theory of integrated value
systems. In: Seligman C, Olson JM, Zanna MP, editors. Values: the Ontario sym-
posium:. vol. 8. Hillsdale, NJ: Lawrence Erlbaum Associates Inc.; 1996. p. 1e25.

11. Busemeyer MR, Goerres A, Weschle S. Attitudes towards redistributive
spending in an era of demographic ageing: the rival pressures from age and
income in 14 OECD countries. J Eur Soc Policy 2009 Jul 2;19(3):195e212
[Internet]. Available from: http://journals.sagepub.com/doi/10.1177/09589287
09104736.

12. Habibov N. Individual and country-level institutional trust and public attitude
to welfare expenditures in 24 transitional countries. J Sociol Soc Welf
2014;41(4):23e48.

13. Blekesaune M, Quadagno J. Public attitudes toward welfare state policies: a
comparative analysis of 24 nations. Eur Sociol Rev 2003 Dec 1;19(5):415e27

[Internet]. Available from: https://academic.oup.com/esr/article-lookup/doi/10.
1093/esr/19.5.415.

14. Feldman S, Steenbergen MR. The humanitarian foundation of public support
for social welfare. Am J Political Sci 2001 Jul;45(3):658 [Internet]. Available
from: https://www.jstor.org/stable/2669244?origin¼crossref.

15. Lee EW, Park JH. Egalitarian health policy preference and its related factors in
Korea: national representative sample survey. J Korean Med Sci 2015;30(6):
676e81.

16. €Okem ZG, Çakar M. What have health care reforms achieved in Turkey? An
appraisal of the “health transformation programme. Health Policy 2015
Sep;119(9):1153e63 [Internet]. Available from: https://linkinghub.elsevier.
com/retrieve/pii/S0168851015001633.

17. Dorlach T. The prospects of egalitarian capitalism in the global south: Turkish
social neoliberalism in comparative perspective. Econ Soc 2015;44(4):
519e44.

18. Agartan TI. Marketization and universalism: crafting the right balance in the
Turkish healthcare system. Curr Sociol 2012;60(4):456e71.

19. ISSP Research Group. International social survey programme: health and health care
e ISSP 2011. Cologne: GESIS data archive; 2015. ZA5800 Data file Version 3.0.0.

20. Jensen C, Petersen MB. The deservingness heuristic and the politics of health
care. Am J Pol Sci 2017 Jan;61(1):68e83 [Internet]. Available from: https://
onlinelibrary.wiley.com/doi/10.1111/ajps.12251.

21. Svallfors S. Government quality, egalitarianism, and attitudes to taxes and
social spending: a European comparison. Eur Political Sci Rev 2013 Nov 16;5(3):
363e80 [Internet]. Available from: https://www.cambridge.org/core/product/
identifier/S175577391200015X/type/journal_article.

22. Standaert S. Divining the level of corruption: a Bayesian state-space approach.
J Comp Econ 2015 Aug;43(3):782e803 [Internet]. Available from: https://
linkinghub.elsevier.com/retrieve/pii/S0147596714000584.

23. Teorell J, Dahlberg S, Holmberg S, Rothstein N, Alvarado N, Axelsson S. The
quality of government standard dataset, version Jan18. University of Gothenburg:
The Quality of Government Institute; 2020 [Internet]. Available from: http://
www.qog.pol.gu.se.

24. Missinne S, Meuleman B, Bracke P. The popular legitimacy of European
healthcare systems: a multilevel analysis of 24 countries. J Eur Soc Policy 2013
Jul 28;23(3):231e47 [Internet]. Available from: http://journals.sagepub.com/
doi/10.1177/0958928713480065.

25. Bu�gra A, Keyder Ç. The Turkish welfare regime in transformation. J Eur Soc
Policy 2006 Aug 29;16(3):211e28 [Internet]. Available from: http://journals.
sagepub.com/doi/10.1177/0958928706065593.

G. Con Wright and T.E. Gedik Public Health 217 (2023) 133e137

137

https://annalsofglobalhealth.org/articles/10.5334/aogh.2462/
https://annalsofglobalhealth.org/articles/10.5334/aogh.2462/
https://onlinelibrary.wiley.com/doi/10.1111/j.1559-1816.2000.tb02444.x
https://doi.org/10.1016/j.puhe.2017.09.007
https://doi.org/10.1016/j.puhe.2017.09.007
https://onlinelibrary.wiley.com/doi/10.1111/j.1468-2397.2010.00751.x
https://onlinelibrary.wiley.com/doi/10.1111/j.1468-2397.2010.00751.x
https://linkinghub.elsevier.com/retrieve/pii/S0033350616304024
http://journals.sagepub.com/doi/10.1177/0001699306067718
http://journals.sagepub.com/doi/10.1177/0001699306067718
https://academic.oup.com/esr/article-lookup/doi/10.1093/esr/jcv001
http://link.springer.com/10.1007/s11211-019-00336-6
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref10
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref10
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref10
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref10
http://journals.sagepub.com/doi/10.1177/0958928709104736
http://journals.sagepub.com/doi/10.1177/0958928709104736
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref12
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref12
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref12
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref12
https://academic.oup.com/esr/article-lookup/doi/10.1093/esr/19.5.415
https://academic.oup.com/esr/article-lookup/doi/10.1093/esr/19.5.415
https://www.jstor.org/stable/2669244?origin=crossref
https://www.jstor.org/stable/2669244?origin=crossref
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref15
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref15
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref15
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref15
https://linkinghub.elsevier.com/retrieve/pii/S0168851015001633
https://linkinghub.elsevier.com/retrieve/pii/S0168851015001633
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref17
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref17
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref17
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref17
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref18
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref18
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref18
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref19
http://refhub.elsevier.com/S0033-3506(22)00351-1/sref19
https://onlinelibrary.wiley.com/doi/10.1111/ajps.12251
https://onlinelibrary.wiley.com/doi/10.1111/ajps.12251
https://www.cambridge.org/core/product/identifier/S175577391200015X/type/journal_article
https://www.cambridge.org/core/product/identifier/S175577391200015X/type/journal_article
https://linkinghub.elsevier.com/retrieve/pii/S0147596714000584
https://linkinghub.elsevier.com/retrieve/pii/S0147596714000584
http://www.qog.pol.gu.se
http://www.qog.pol.gu.se
http://journals.sagepub.com/doi/10.1177/0958928713480065
http://journals.sagepub.com/doi/10.1177/0958928713480065
http://journals.sagepub.com/doi/10.1177/0958928706065593
http://journals.sagepub.com/doi/10.1177/0958928706065593


Original Research

Spatial patterns of prostate-specific antigen testing in asymptomatic
men across Australia: a population-based cohort study, 2017e2018

A. Kohar a, b, *, S.M. Cramb c, d, e, K. Pickles f, D.P. Smith a, g, P.D. Baade h, c, i

a The Daffodil Centre, The University of Sydney, a Joint Venture with Cancer Council NSW, Sydney, New South Wales, Australia
b Sydney School of Public Health, The University of Sydney, Australia
c Centre for Data Science, Faculty of Science, QUT, Brisbane, Australia
d School of Public Health and Social Work, Queensland University of Technology, Brisbane, Australia
e Australian Centre for Health Services Innovation & Centre for Healthcare Transformation, Queensland University of Technology, Brisbane, Australia
f Faculty of Medicine and Health, Sydney Health Literacy Lab, School of Public Health, The University of Sydney, Sydney, Australia
g School of Public Health and Preventive Medicine, Monash University, Melbourne, Victoria, Australia
h Cancer Council Queensland, Brisbane, Australia
i Menzies Health Institute, Griffith University, Gold Coast, Australia

a r t i c l e i n f o

Article history:
Received 26 September 2022
Received in revised form
30 January 2023
Accepted 31 January 2023
Available online 8 March 2023

Keywords:
Prostate-specific antigen
Screening
Geographical
Bayesian
Small area
Australia

a b s t r a c t

Objectives: In Australia, while prostate-specific antigen (PSA) testing rates vary by broad area-based
categories of remoteness and socio-economic status, little is known about the extent of variation
within them. This study aims to describe the small-area variation in PSA testing across Australia.
Study design: This was a retrospective population-based cohort study.
Methods: We received data for PSA testing from the Australian Medicare Benefits Schedule. The cohort
included men (n ¼ 925,079) aged 50e79 years who had at least one PSA test during 2017e2018. A
probability-based concordance was applied across multiple iterations (n ¼ 50) to map each postcode to
small areas (Statistical Areas 2; n ¼ 2,129). For each iteration, a Bayesian spatial Leroux model was used
to generate smoothed indirectly standardized incidence ratios across each small area, with estimates
combined using model averaging.
Results: About a quarter (26%) of the male population aged 50e79 years had a PSA test during 2017
e2018. Testing rates among small areas varied 20-fold. Rates were higher (exceedance probability>0.8)
compared with the Australian average in the majority of small areas in southern Victoria and South
Australia, south-west Queensland, and some coastal regions of Western Australia but lower (exceedance
probability<0.2) in Tasmania and Northern Territory.
Conclusions: The substantial geographicalvariation inPSAtesting rates across small areas of Australiamaybe
influenced by differences in access to and guidance provided by clinicians and attitudes and preferences of
men. Greater understanding of PSA testing patterns by subregions and how these patterns relate to health
outcomes could inform evidence-based approaches to identifying and managing prostate cancer risk.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

Prostate-specific antigen (PSA) testing is regularly used oppor-
tunistically to test asymptomatic men for the risk of prostate can-
cer;1 however, it has a low positive predictive value that makes it

difficult to distinguish between cancerous and benign prostatic
conditions.2 Consequently, this is a test that is undertaken ad hoc
rather than in organized population-wide screening programs.3

In 2016, the Prostate Cancer Foundation of Australia and Cancer
Council Australia released national guidelines that recommend if
men at average risk of prostate cancer aged 50e69 years make an
informed decision to have a regular PSA test, it should be offered
every 2 years.4 Summary guidelines from the Royal Australian
College of General Practitioners5 advise general practitioners (GPs)
that due to screening of asymptomatic men with PSA not being
recommended, GPs are not obliged to offer the test. Most interna-
tional guidelines on screening and early detection of prostate
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cancer are similar to Australian Prostate Cancer Foundation of
Australia guidelines, including the United States,6 Europe,7 Can-
ada,8 and the United Kingdom.9

Higher PSA testing rates have been reported among men living
in socio-economically advantaged areas compared with those
living in disadvantaged areas. In addition, testing rates have been
shown to be higher for men living in urban areas compared with
rural areas.10,11 However, the lack of robust estimates for PSA
testing at the small area level makes it difficult to interpret prostate
cancer incidence and survival information in recent disease atlases,
such as the Australian Cancer Atlas.12

This study, using PSA testing data from the Medicare Benefits
Schedule, Australian Government's universal health funding
scheme, aims to address this gap in knowledge. It will quantify how
PSA testing rates vary by small geographical areas across Australia
during the period following the release of the 2016 Australian
clinical guidelines on PSA testing.4

Methods

Data

Medicare-reimbursed PSA test data for men aged 50e79 years,
tested in Australia between January 2017 and December 2018, were
obtained from the Commonwealth Department of Health (under
the Health Insurance Act 1973). In Australia, the Medicare Benefits
Schedule reimburses item number 66655, since it is specifically
used for detecting asymptomatic prostate disease in men, which
will refer to it as a “screening” test. The unit-record data extract
contained a deidentified unique person-level ID number, postcode
of residence recorded by Medicare Benefits Schedule at the time of
PSA test, 10-year age group, year, and month of the conducted
screening test.

Geography

A probability-based geographical correspondence file13 was
used to transform the 2011 postcode information into Statistical
Areas 2 (SA2s) information from the 2011 Australian Statistical
Geography Standard (ASGS). In this study, the term SA2 will be
referred to as “small area”.

The correspondence file, containing the proportions of the
population within each postcode that were allocated to each small
area, was merged with the postcode-specific PSA data set. The
postcode for each record was then randomly assigned to a small
area according to these probabilities based on the uniform distri-
bution, with the random process carried out 50 times.

The small areas were categorized by the ABS Remoteness Index
and the Index of Relative Socio-Economic Advantage and
Disadvantage.14,15

Exclusions

We selected PSA tests that were undertaken onmen aged 50e79
years during the period 2017e2018 (Fig. 1). Postcodes that were
exclusively used for post office boxes were excluded because it was
impossible to determine its exact geographical catchment area.
This study is based on the number of men rather than the number
of screening tests; therefore, only the first test per individual during
the study period was considered. Records where postcodes did not
match with the postcode-small area concordance were removed
from the cohort.

We excluded records from 67 SA2s because of male population
of threemen or less or were classified as remote islands (n¼ 3). The
final data set included 2,129 small areas.

Population

Estimated resident population16 by small area for men aged
50e79 years during 2017e2018 were concorded from 2016 ASGS
classification to the 2011 ASGS using a population-weighted cor-
respondence file.17 The included 2,129 small areas had a median
population of 1,479 (interquartile range: 895e2,296) men.

Statistical analyses

Spatial models
Spatial data commonly exhibit autocorrelation, or clustering,

and ignoring this can lead to biased results.18 To allow for spatial
autocorrelation in the data, three Bayesian spatial models, all var-
iants of the Intrinsic Conditional Auto-Regressive model, were
initially considered tomodel the standardized incidence ratio (SIR):
Leroux,19 Besag, York, and Molli�e (BYM),20 and Localised.21 Each of
these models allow for autocorrelation through random effect
terms on each area. Of the three, the Leroux model was preferred
over the Localised model because of its more stable estimates
(Figure SF 1a and b). Also, the Leroux model is more parsimonious
than the BYM model because it has only one spatial random effect
parameter for each area, rather than the two per area in BYM, yet
still allows for both spatial autocorrelation and random variation
between areas.

The Leroux model (File SFile 1) applied a Poisson distribution
with an offset of the logged expected counts in each small area.
Expected counts were calculated by multiplying national age-
specific rates (total observed count/total population) by the age-
specific population in each small area, then summing all age-
specific expected counts. The expected counts and observed
counts were input to the Bayesian model to calculate smoothed SIR
estimates for each small area compared with the Australian
average.

We undertook modeling using the CARBayes package (version
5.2.3)22 in R (R Core Team (2020), version 4.0.0),23 which uses
Markov Chain Monte Carlo (MCMC) methods for computation. As
Bayesian spatial models are too complex to compute analytically,
MCMC algorithms are used to sample fromprobability distributions
to approximate the desired distribution. Therewere 150,000MCMC
iterations run, with the first 50,000 iterations excluded as burn-in
before selecting every 10th iteration to generate 10,000 iterations
for each model. These small areaespecific iterations from 50
models were combined with equal weighting, resulting in 500,000
iterations for each small area. Most small area results are based on
the median value (SIR) of these 500,000 iterations. Markov chain
convergence was checked by visual inspection of trace plots
(Figure SF 2).

Visualization

Maps
The R package ggplot2 (version 3.3.6)24 was used to visualize the

results. The color scale on the SIR maps ranged from 0.67 to 1.5,
including color breaks at 0.8, 1, and 1.25. Blue and red shades
indicate low and high PSA screening rates, respectively, compared
with the Australian average, as shown in yellow.

The exceedance probability is equal to the posterior probability
of the modeled SIR being above 1 for each small area.25 In the ex-
ceedance probability thematic map, green represents low (<20%)
exceedance probabilities and suggests a true lower-than-average
PSA screening rate, and purple represents high (>80%), suggesting
a real higher-than-average PSA screening rate.
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Graphs
Boxplots were used to show how the small areaespecific dis-

tribution of modeled estimates varied according to the categories of
remoteness, socio-economic status, states/territories, and greater
capital cities.

Results

During 2017e2018, 1,052,900 PSA screening tests were per-
formed on 938,622 Australian men aged 50e79 years (Fig. 1). Of
these, 8,398 (0.80%) screening tests were removed due to the
postcode containing only post office boxes (n ¼ 177), 113,366
(10.77%) were duplicate screening tests, 5,997 (0.57%) tests that
were linked to a postcode that did not match with ABS postcode to
small area correspondence files, and 60 (<0.01%) tests were in small
areas that had male population aged 50e79 years less than or equal
to three. The final data set included 925,079 men (one PSA test per
man) aged 50e79 years, tested during 2017e2018, giving an overall
crude screening rate of 260.6 per 1000 (26.1%) men.

The highest population percent of men screened was among
men aged 60e69 (Table 1). Population screening percentages
decreased substantially with remoteness, whereas screening rates
were relatively consistent across the area-level socio-economic
categories. Population PSA screening rates by states and territories

were between 23.4% and 31.2%, except for lower rates in Tasmania
(16.2%) and the Northern Territory (11.1%).

PSA screening patterns by smaller areas

There was a 20-fold (¼2/0.1) variation in PSA screening rates
(based on the modeled SIRs) across small areas of Australia (Fig. 2),
with low (SIR <1) PSA screening rates in many remote areas.
Approximately 5.3% of the small areas had screening rates that
were more than 50% lower (SIR <0.5) than the Australian average
(SIR ¼ 1), and these were more likely to be outside capital cities, in
remote and very remote areas, and most disadvantaged areas in
Tasmania and Northern Territory (Table ST 1). The screening rates in
about 1.8% of small areasweremore than 50% higher (SIR >1.5) than
average (Table ST 1). Sensitivity analyses showed similar SIR esti-
mates by small area regardless of the choice of hyperpriors within
the statistical models (Figure SF 3a and b).

Northern Territory (65/66 small areas) and Tasmania (95/95)
had consistently lower screening rates than the national average. In
contrast, screening rates were higher than the national average in
the majority of small areas in the south of Victoria (276/427), South
Australia (134/163), south-west Queensland (268/512), and coastal
areas of Western Australia (150/234), along with some small areas
in north-east New South Wales (144/526; Fig. 2). Considerable

Fig. 1. Flowchart showing selection of men in analysis aged 50e79 years, Australia, 2017e2018.
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variation in screening rates was evident both between and within
capital cities. In most small areas within Sydney, PSA rates were
lower than the national average, along with those within Hobart,
Darwin, and Canberra, whereas higher-than-average PSA screening
rates were observed in many areas within Melbourne, Brisbane,
Adelaide, and Perth (Fig. 2 and SF 4b).

The majority (83%) of small areas had a screening rate likely to
differ from the national average (Fig. 3). PSA screening in 957/2129
small areas was considered likely to be lower (<20% probability of
being higher, Fig. 2) than the national average and higher (>80%
probability, Fig. 2) in 814/2129 small areas. Screening rates in the
remaining 358 small areas were considered unlikely to be different
from the national average.

Distribution of small areaespecific estimates within broader areas

There was no difference in the distribution of small
areaespecific estimates across categories of socio-economic status
(Fig. 4a), and this was consistent outside and inside greater capital
cities (Figure SF 4c). However, within some capital cities, including
Hobart and Adelaide, therewas a suggestion of contrasting patterns
of socio-economic gradients (Figure SF 4e), whereas more popu-
lated capital cities of Sydney, Melbourne, and Brisbane had little
variation. Likewise, there was less variability between greater
capital cities and outside greater capital cities (Fig. 4d), whereas
small areas within greater capital cities and outside greater capital
cities of Victoria and South Australia consistently had higher
screening rates than the national average (Figure SF 4a and b). The
small areaespecific distribution shows lower screening rates and
increasing heterogeneity within categories with rising remoteness
(Fig. 4b) as well as for outside greater capital cities and greater
capital cities by remoteness (Figure SF 4d). While screening rates in
remote areas were generally lower than the national average, there

were some notable exceptions in remote areas in southern South
Australia and northwest Victoria (Fig. 4c), which had very high PSA
screening rates compared with the national average (Figs. 2 and 3).

Discussion

This is, to our knowledge, the first population-based study to
map and describe the substantial variation in PSA screening tests in
Australia by small geographical areas and the characteristics of this
variation within broader socio-economic groups, remoteness cat-
egories, and states and territories.

Our results of testing patterns relating to the broad geographical
classifications of urban and rural differences are consistent with
international studies from Switzerland,26 New Zealand,27 and the
United Kingdom.28 These studies found that men living in urban
areas and regions with high health service supply had higher PSA
screening rates. Althoughwe found limited variation between area-
based socio-economic categories, other international studies26,28

have reported generally increased use of PSA testing among men
living in more affluent areas.

Although previous research10,29 has demonstrated variation
between large geographical regions or remoteness categories in
Australia, the results of this study highlight the extent of variation
within those broad regions. For example, the variation within
socio-economic categories indicates that the PSA screening rate in
some “disadvantaged” small areas was higher than in some
“advantaged” small areas, and vice versa. In addition, not all small
areas within remote and very remote categories had lower PSA
screening rates than the Australian average. This emphasizes the
importance of examining geographical variation between smaller
geographical areas; otherwise, the heterogeneity within the larger
regions is ignored.

Table 1
Demographic characteristics of men aged 50e79 years having at least one Medicare-funded prostate-specific antigen screening test, Australia, 2017e2018.

Characteristics Men tested (%) Populationa (%) Population percent
of men tested (%)

Australia 925,079 (100) 3,549,392 (100) 26.1
Age group (years)
50e59 354,339 (38.3) 1,494,873 (42.1) 23.7
60e69 358,708 (38.8) 1,242,648 (35.0) 28.9
70e79 212,032 (22.9) 811,871 (22.9) 26.1

Remoteness
Major city 633,310 (68.5) 2,353,258 (66.3) 26.9
Inner regional 191,095 (20.7) 761,985 (21.5) 25.1
Outer regional 88,979 (9.6) 366,005 (10.3) 24.3
Remote 8,673 (0.9) 45,084 (1.3) 19.2
Very remote 3,022 (0.3) 23,059 (0.6) 13.1

Socio-economic statusb

Most advantaged 187,547 (20.3) 714,676 (20.1) 26.2
Advantaged 186,199 (20.1) 691,652 (19.5) 26.9
Middle SESc 195,772 (21.2) 743,578 (20.9) 26.3
Disadvantaged 189,307 (20.5) 717,915 (20.2) 26.4
Most disadvantaged 166,181 (18.0) 681,437 (19.2) 24.4

State/territoryd

New South Wales 269,171 (29.1) 1,143,786 (32.2) 23.5
Victoria 249,597 (27.0) 880,935 (24.8) 28.3
Queensland 189,527 (20.5) 719,050 (20.3) 26.4
South Australia 84,978 (9.2) 271,968 (7.7) 31.2
Western Australia 101,958 (11.0) 363,522 (10.2) 28.0
Tasmania 14,741 (1.6) 90,845 (2.6) 16.2
Northern Territory 3,143 (0.3) 28,240 (0.8) 11.1
Australian Capital Territory 11,952 (1.3) 50,969 (1.4) 23.4

a Average estimated resident population of Australia for 2017e2018.
b Records were excluded that do not have Index of Relative Socio-Economic Advantage and Disadvantage.
c Middle SES means middle socio-economic status.
d Records from Jervis Bay area were excluded due to classified as Other Territory.
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The current Australian prostate cancer screening guidelines4,5

do not incorporate any geographical area characteristics. There-
fore, if the decision-making processes for men and their GPs across
Australia consistently followed the recommended guidelines and
had equity in access to the resulting follow-up consultations and
procedures, we might expect only a small amount of geographical
variation in testing. Thus, while untangling the likely multifaceted
reasons for the substantial geographical variation observed in our
study requires more detailed investigations, it is likely that at least
some of the reasons would relate to local area influences rather
than factors operating at the national level. These could include
variations in behaviors and attitudes of GPs, who are the gate-
keeper tomedical services, including PSA testing,5 as well as factors
relating to men living in each area, such as the activities of local PSA
testing advocacy groups and accessibility to primary care and
specialist services.

In general, although GPs in Australia have a good understanding
of the benefits and limitations of PSA screening, many have limited
knowledge of the current guidelines.30 Previous studies have
highlighted substantial variation in attitudes and practices by
Australian GPs toward PSA testing,31,32 so this may have contrib-
uted to our observed results.

Some explanations proposed for this variability between
Australian GPs relate to the uncertainty about the evidence base for
PSA testing and the ambiguity in PSA screening guidelines,31

personal beliefs or experiences relating to PSA screening,30 clini-
cian motivation to avoid either overdiagnosis or underdiagnosis,
perceived medicolegal risks during decision-making process,31 and
financial implications and incentives.32 This variation between
Australian GPs appears to be in contrast to GPs in the United
Kingdom, who are advised not to proactively initiate the screening
discussion with men; however, they can provide information if
specifically requested.33 UKGPs are more likely than Australian GPs
to follow organizational guidelines that recommend to only pro-
vide PSA testing at the patient request.33,34 This may suggest that in
terms of PSA testing, Australian GPs operate with greater levels of
individual discretion, contributing to the large geographical varia-
tion in PSA screening observed in this study.

Another possible explanation for the observed variation could
be in Australian men's knowledge, attitudes, and behaviors
regarding prostate health and prostate cancer testing, although
little is known about how this varies by geography. Previous sur-
veys tend to suggest low levels of knowledge about prostate cancer
risks. For example, a survey conducted among Australian men in
201235 reported that prostate cancer was considered to be the most
important health issue facing Australian men by 51% of re-
spondents and that 55% of men felt they knew at least a reasonable
amount about testing for prostate cancer. About three-fourths
(72%) indicated they would “probably or definitely” have a PSA
test sometime in the future.35

Fig. 2. Standardized incidence ratios (SIRs) of prostate-specific antigen (PSA) screening by small areaa,b, Australia, 2017e2018. aInsets show capital cities of each state and territory.
bNT, Northern Territory; WA, Western Australia; SA, South Australia; Tas., Tasmania; Qld., Queensland; NSW, New South Wales; ACT, Australian Capital Territory; Vic., Victoria.
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Fig. 3. Exceedance probabilities of prostate-specific antigen (PSA) screening by small areaa,b, Australia, 2017e2018. aInsets show capital cities of each state and territory. bNT,
Northern Territory; WA, Western Australia; SA, South Australia; Tas., Tasmania; Qld., Queensland; NSW, New South Wales; ACT, Australian Capital Territory; Vic., Victoria.

Fig. 4. Standardized incidence ratio (SIR) of prostate-specific antigen (PSA) screening for 2129 small area during 2017e2018 grouped by (a) socio-economic status, (b) remote areas,
(c) states/territories, (d) outside greater capital cities vs greater capital cities. aMiddle SES in plot means middle socio-economic status.
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Advocacy and awareness campaigns, particularly if locally tar-
geted, may contribute to the observed geographic variability in
screening participation. While some have a national focus, others
have a local or regional focus. Various multistate awareness pro-
grams36 include the aim of raising awareness inmen about prostate
cancer and PSA testing. Othermore targeted community campaigns
use celebrity or sporting identities to endorse community partici-
pation in screening37 or involve prominent members of the local
community, encouraging greater involvement in testing in com-
munities where mortality rates are high,38 such as the “Little Prick”
campaign in the Hunter region of New South Wales.39 Although
there are no data on the varying impact of these campaigns on PSA
testing rates by geographical area, it is plausible to expect that the
reach and impact of campaigns on men's PSA testing behavior
would not be consistent across the country.

Some of the variations in PSA screening observed between small
geographical areas, particularly the patterns by remoteness, may
also result from differences in access to primary care practitioners,
or GPs, who usually instigate the screening pathway. Outlying
communities are well documented as having a lower GP supply
(70.5 GPs per 100,000 people in very remote areas compared with
103.5 per 100,000 in major cities),40 and men in rural areas typi-
cally have longer wait times to see a GP.41 Moreover, there are fewer
medical specialists (22 per 100,000 people) in very remote areas
compared with major cities (143 per 100,000 people).41 This may
impact rural residents’ decision whether to be tested because they
would likely have to travel great distances to access follow-up
diagnostic and treatment services.41

Strengths and limitations

One of the main strengths of this study was the use of
population-based data that captured the vast majority of PSA tests
among the eligible Australian male population and is not subject to
known limitations of self-reported data.42 In addition, reporting on
person-based screening history, rather than test-based use as in
other studies,43 removed any impact of multiple tests over the 2-
year study period. Also, the Bayesian modeling approach provides
more robust estimates of the underlying small-area rates rather
than being unduly impacted by the increased random fluctuations
associated with small area data.44

Medicare claims are restricted to benefits paid to pathology
during a single episode of care, known as episode coning. It is
possible that coning results in differential testing patterns based on
geography. For example, it may be more common in less accessible
areas because men who travel greater distances to see a GP might
combine multiple more expensive tests into a single visit.45 How-
ever, it is less likely to explain small area variation compared with
broader variation between urban and regional or remote areas.
While up to 19% of PSA tests may be coned and hence not included
in the Medicare data,45 it is not known to what extent this would
vary by small geographical area. In addition, Medicare data only
captured the postcode of residence, and the probabilistic allocation
of certain postcodes to multiple SA2s may have misassigned some
cases to an incorrect area. For this study, the data (2017e2018) were
received in the fourth quarter of 2019. We were not able to receive
an updated data extract before the completion of this study. In
addition, by focusing on a period before the COVID-19 pandemic, it
enables us to access the underlying PSA testing patterns indepen-
dently of any behavioral changes through the various COVID-19
management directives.

In summary, this population-based study identified substantial
variation in the PSA screening participation rate by small
geographical areas across Australia. The challenge remains to

ensure that all males at risk of prostate cancer have access to the
same clinical decision-making process, regardless of where they
live. This will likely require the development and implementation
of more effective resources, policies, and communication strategies
that have broader engagement and application than those currently
in place.
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a b s t r a c t

Objectives: Many individuals whose gender does not align with the sex they were assigned at birth
(gender diverse [GD] people) report stressful health care encounters. We examined the relationship of
these stressors to symptoms of emotional distress and impaired physical functioning among GD people.
Study design: This study was conducted using a cross-sectional design with data from the 2015 United
States Transgender Survey.
Methods: Composite metrics of health care stressors and physical impairments were developed, and the
Kessler Psychological Distress Scale (K-6) provided a measure of emotional distress. Linear and logistic
regression were used to analyze the aims.
Results: A total of 22,705 participants from diverse gender identity subgroups were included. Partici-
pants who experienced at least one stressor in health care during the past 12 months had more
symptoms of emotional distress (b ¼ 0.14, P < .001) and 85% greater odds of having a physical impair-
ment (odds ratio ¼ 1.85, P < .001). Transgender men exposed to stressors were more likely than
transgender women to experience emotional distress and have a physical impairment, with other gender
identity subgroups reporting less distress. Black participants exposed to stressful encounters reported
more symptoms of emotional distress than White participants.
Conclusions: The results suggest that stressful encounters in health care are associated with symptoms of
emotional distress and greater odds of physical impairment for GD people, with transgender men and
Black individuals being at greatest risk of emotional distress. The findings indicate the need for
assessment of factors that contribute to discriminatory or biased health care for GD people, education of
health care workers, and support for GD people to reduce their risk of stressor-related symptoms.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

Health disparities experienced by gender diverse (GD) in-
dividuals represent a growing public health concern. GD pop-
ulations include varied groups of individuals whose gender identity
is not aligned with the sex that was assigned to them at birth.1 This

includes transgender people (such as transgender men and trans-
gender women) and non-binary individuals (individuals whose
gender identity is not solely masculine or feminine or may be in
between or shift between masculine and feminine). Non-binary
identities also include individuals who describe their gender as
agender (or without gender). High rates of health disparities, both
psychological and physical, have been observed in the GD com-
munity, including a greater prevalence of suicide attempts,2

depression, and substance use3 when compared with the general
population as well as poorer overall physical health.4 These poor
health outcomes have been associated with chronic stress and
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stigma because of their socially marginalized status.5,6 As described
in the Minority Stress Model, stress related to one's minoritized
identity may be experienced in the form of distal and proximal
stressors. The stressors experienced by GD people when accessing
health care exemplify both distal and proximal stressors.7,8

Distal stressors in health care (i.e. stigma such as discrimination,
verbal harassment, or physical harm) have been reported by GD
people in numerous studies.9 GD people frequently describe en-
counters with providers who lack knowledge on GD people and
their specific health needs, leaving patients with the burden of
educating providers themselves.10 Overt discrimination, such as
refusal of health care services, is also frequently reported,
contributing to proximal stressors, such as delaying or avoiding of
health care by GD people.9 However, little is known about these
stressors among particular subgroups of GD people, such as
transgender men, transgender women, non-binary people, and
people who self-identify as cross-dressers. Health care experiences
of transgender women have been most widely studied, describing
stressors such as the refusal of health care services and inadequate
provider knowledge.9 Similar findings have been observed among
transgender men and non-binary people, although they have been
less widely studied.9 Although research provides evidence that
these stressors occur and are associated with poor mental health
outcomes,11,12 their relationship to physical health symptoms
experienced by GD people is not well understood, One study did
find that stress has been associated with poorer physical health
outcomes among GD people.4,13

In contrast to the limited literature on gender identity, adverse
health careexperiences basedon race/ethnicityhavebeendescribed
widely.14 Experiences of racial and ethnic minority groups range
from lack of provider knowledge on assessment findings unique to
darker pigmented skin15 to discrimination.16 The limited literature
examining health care experiences of GD people of color indicates
mixed results ranging from no difference among racial or ethnic
subgroups17,18 to a greater likelihoodof reportedpoor experiences in
health care settings when compared to White GD people.19,20

Intersectionality theory, a theory developed by Black feminist
scholars, points to an interlocking relationship between social
identities where there are differences in power.21e23 Race, ethnicity,
and gender are areas where distinct types of marginalization inter-
face and interlock to shape differential exposure to stigma and re-
sources, such as health care access.24 Still, there were few studies
that examined the relationship of these stressful encounters in
health care to psychological or physical symptoms of GD people of
color. Understanding these relationships can help in clarifying the
impact of these health care stressors and in developing needed in-
terventionswithin health care environments and for GDpeople. The
primary aims of this study were to assess the relationship of
stressors experienced in health care to symptoms of emotional
distress and impaired physical functioning among GD people. We
also assessed themoderating roles of gender identity as well as race
and ethnicity in the association between these stressors and re-
ported symptoms. We hypothesized that a greater number of
stressors experienced in health carewould be associatedwithmore
symptoms of both emotional distress and impaired physical func-
tioning. We also hypothesized that both gender identity and race/
ethnicity would moderate these relationships.

Methods

Data from the 2015 United States Transgender Survey (USTS)
were used for these analyses. The USTS is the largest sample of GD
people in the United States (N ¼ 27,715). The survey was developed
by the National Center for Transgender Equality to describe the
characteristics, experiences, and health of a sample of GD people in

the United States.2 Recruitment efforts were expansive, led by a
recruitment advisory group. These efforts included outreach
through more than 800 health care organizations, community or-
ganizations, online recruitment, survey-focused events, and
participant prizes. Participants were required to meet inclusion
criteria to be included in the study: identify as GD,18 years of age or
older, and reside in the United States and its territories or foreign
military bases.

Demographics

Except for variables regarding gender identity and race/
ethnicity, demographic data were used primarily for descriptive
purposes. This information included age, education, individual
gross income, and sexual orientation. Education was measured by
14 levels (e.g. less than 8th grade, professional degree). This was
recoded to four items.25 Individual gross income was measured by
asking participants to identify what their individual income was in
2014, with 18 levels ranging from “no income,” $1e$5000 to
“$150,000 or more” and recoded to a 6-level categorical variable for
greater ease in analysis. Race/ethnicity was measured by nine
discrete options (e.g. Alaska Native, Middle Eastern/North African)
and a fill-in-the-blank that was recoded to an 8-item variable to
facilitate comparison of race/ethnicity categories to standard
census reports. Gender identity was assessed using an item for
participants to self-select the description closest to their self-
described gender. Participants were provided six options (i.e.
cross-dresser, woman, man, “trans woman,” “trans man,” non-
binary/genderqueer) that were then recoded and categorized into
four groups (i.e. cross-dresser, non-binary, transgender man, and
transgender woman).

Stressors in health care

Ten items from the USTS survey were used to measure potential
stressors in health care. Participants who reported that they
accessed health care within the past 12 months were asked
whether they had encountered each of the 10 items during health
care interactions. Participants could answer “yes” or “no” (e.g. “I
had to teach my doctor or other healthcare provider about trans
people so that I could get appropriate care”). The items were
developed by a review of the literature performed by scholars in the
field of GD health, followed by group consensus regarding which
items to include in the final survey.26 Owing to a severely right-
skewed distribution, we recoded the items into a single dichoto-
mous variable, indicating no experience of a health care stressor (0)
or reports of 1 or more stressors (1).

Symptoms of emotional distress

Participants’ scores on the Kessler-6 (K-6) scale were used to
assess symptoms of emotional distress during the last 30 days.27

The K-6 is a Likert-type scale, with higher scores indicating more
distress (range 6e30). The measure has shown excellent validity
with the sensitivity to detect serious mental illness ranging from
0.98 to 0.99 and a Cronbach alpha ranging from 0.89 to 0.80.28 The
K-6 also has demonstratedmoderate to high testeretest correlation
coefficients.29,30 The sum score was used in this analysis, with a log
transformation to improve normality of the distribution.

Symptoms of impaired physical functioning

Participants' symptoms of impaired physical functioning were
measured using four dichotomous items in the USTS that were
adapted from CDC's Behavioral Risk Factor Surveillance System31
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and the National Health Interview Survey.32 Items assess (1) diffi-
culty walking or climbing stairs, (2) difficulty dressing or bathing,
(3) difficulty concentrating, remembering, or making decisions, and
(4) difficulty independently performing activities such as errands,
visiting a doctor's office, or shopping. Owing to a severely right-
skewed distribution and an inability to correct the skew with
various transformations, we created a single dichotomous variable
from the four items indicating whether the participant had one or
more symptoms of impaired physical functioning (1) or no symp-
toms of impairment (0).

Data analysis

All analyses were run using Stata 15.33 Individual items were
assessed for distribution and missingness. Multicollinearity of the
independent variables was assessed by examining their variance
inflation factors and tolerance.34 No evidence of multicollinearity
was identified. USTS survey participants who did not complete
items about the health care stressors because they had not accessed
health care in the past 12 months (n ¼ 3743) or who had missing
data for measures of emotional distress and physical functioning
(n ¼ 921) were excluded from analysis. Descriptive statistics were

used to determine demographics of the remaining sample (e.g. age,
highest level of education). Differences between demographic
characteristics of the group that accessed health care during the
past 12 months and the group that did not access health care were
evaluated using a two-sample test of proportions and Wilcox-
oneManneWhitney tests.

We used Chi-squared analyses to evaluate the association be-
tween stressors in health care and individual gender identities.
Linear regression was used to examine the relationship between
stressors in health care and symptoms of emotional distress. To
examine the relationship between stressors in health care and
symptoms of impaired physical functioning (a dichotomous vari-
able), logistic regression was used. Health care stressors were
treated as a dichotomous predictor (experienced stressors or not)
in all models. All models were adjusted to account for variance due
to age, education, and individual gross income.

The moderating effects of gender identity as well as race and
ethnicity were evaluated by building interaction terms into the
regression models. Dichotomous variables were created for each
gender identity group: cross-dresser, non-binary, transgender
men, and transgender women. Transgender women were
chosen as the reference group in analyses due to the more

Table 1
Sample characteristics of the 2015 United States Transgender Survey (N ¼ 27,715).

Variable Accessed health care during
past 12 months (n ¼ 22,705), n (%)

No health care access
during past 12 months (n ¼ 3743)

P-value

Personal characteristics
Age (years), mean (SD) 31.5 (13.6) 28.3 (11.61) <0.001
18e24 9420 (41.5) 1952 (52.2)
25e44 9137 (40.2) 1387 (37.1)
45e64 3473 (15.3) 344 (9.2)
65þ 675 (3.0) 60 (1.6)

Race/ethnicity
Alaska Native/American Indian 265 (1.2) 33 (0.0) 0.373
Asian/Asian American 569 (2.5) 104 (2.8) 0.325
Black/African American 614 (2.7) 117 (3.1) 0.145
Latino/a/Hispanic 1139 (5.0) 238 (6.4) <0.001
Multiracial 1006 (4.4) 218 (5.8) <0.001
Native Hawaiian/Pacific Islander 49 (0.2) 9 (0.2) 0.774
Racial/ethnic identity not listed 487 (2.1) 90 (2.4) 0.341
White 18,473 (81.4) 2914 (77.9) <0.001

Gender identity
Cross-dresser 554 (2.4) 162 (4.3) <0.001
Non-binary (assigned female at birth) 7670 (33.8) 1695 (45.3) <0.001
Transgender man 6784 (29.9) 824 (22.0) <0.001
Transgender woman 7697 (33.9) 1062 (28.4) <0.001

Sexual orientation
Asexual 2314 (10.2) 544 (14.5) <0.001
Bisexual 3344 (14.7) 574 (15.3) 0.355
Gay 1076 (4.7) 172 (4.6) 0.702
Heterosexual/straight 2849 (12.6) 358 (9.6) <0.001
Lesbian 2556 (11.3) 330 (8.8) <0.001
Same-gender loving 211 (0.9) 39 (1.0) 0.503
Pansexual 4045 (17.8) 799 (21.4) <0.001
Queer 4828 (21.3) 639 (17.1) <0.001
Demisexual 223 (1.0) 55 (1.5) <0.01
Sexual orientation not listed 1259 (5.6) 233 (6.2) 0.096

Socio-economic position
Annual individual income <0.001
No income 3014 (13.3) 731 (20.7)
$1e$9999 6234 (27.5) 1184 (32.8)
$10,000e$24,999 4904 (21.6) 912 (25.3)
$25,000e$49,999 3834 (16.9) 435 (12.1)
$50,000e$100,000 2847 (12.5) 240 (6.7)
$100,000 þ 1457 (6.4) 106 (2.9)

Educational attainment <0.001
Less than high school 679 (3.0) 192 (5.1)
High school grad/GED 2581 (11.4) 705 (18.8)
Some college/associate's degree 10,394 (45.8) 1849 (49.4)
Bachelor's degree or higher 9051 (39.9) 997 (26.6)

GED, General Educational Development; SD, standard deviation.
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substantial research about this group. Dichotomous
variables were also created for categories of race/ethnicity: Alas-
kan Native/Native American, Asian, Black, Latino/Hispanic,
multiracial, Pacific Islander, White, and race-not-listed. White
participants were chosen as the reference group because of
the robust body of research showing minority racial and
ethnic groups having poorer health outcomes than White
individuals.25

Results

Sociodemographic characteristics of the sample are described in
full in Table 1 (N ¼ 22,705). The mean age of participants was 31.5
years (standard deviation ¼ 3.6). Within our sample, 83.1% of par-
ticipants were White, 5.1% were Latino/x or Hispanic, 4.9% were
multiracial, 2.8% were Black, and 4.1% were other racial groups (see
Table 1). The representation of gender identities was diverse: 33.9%
transgender women, 29.9% transgender men, 33.8% non-binary,
and 2.4% cross-dressers. Participants also reported diverse sexual
orientations: 21.3% queer, 17.8% pansexual, 14.7% bisexual, 12.6%
heterosexual/straight, and the remaining (33.6%) identified other
sexual orientations. The sample was highly educated, with 85.7%
reporting at least some college. It is important to note that partic-
ipants who accessed health care during the past 12 months
(n ¼ 22,705) and were thus included in this analysis, had higher
incomes (P < .001) and more education (P < .001) than individuals
who had not accessed health care and were not included in this
analysis (n ¼ 3743; see Table 1).

At least one stressor in health care was reported by 66% of the
participants in our sample. The most frequently endorsed stressor
was answering “no” in response to the item “My doctor knew I was
trans and treated [me] with respect” (Table 2). All stressors in
health care showed differences across gender identities (P < .05).

Symptoms of emotional distress

The mean emotional distress score for the sample was 10.39,
with a range of 0e24. For participants who experienced at least
one stressor in health care during the past 12 months, there was a
0.10 increase in symptoms of emotional distress (b ¼ 0.14,
P < .001, partial h2 ¼ 0.03). The participants’ highest level of ed-
ucation, and individual income were held constant (see Table 3
for full results).

We found significant effects when testing themoderating role of
gender identity in the association between exposure to stressors
and symptoms of emotional distress. Individuals who identified as
cross-dressers (b ¼ �0.05, P < .01, partial h2 ¼ 0.001) and non-
binary people (b ¼ �0.05, P < .01, partial h2 ¼ 0.001) who experi-
enced stressors in health care had less symptoms of emotional
distress than transgender women. However, transgender men who
experienced stressors in health care had greater symptoms of
emotional distress than transgender women (b ¼ 0.03, P < .01,
partial h2 ¼ 0.0003).

In testing the moderating effect of race/ethnicity, Black GD
people had greater emotional distress associated with exposure to
stressors in health care when compared with White GD people

Table 2
Items from 2015 United States Transgender Survey representing stressors in health care that were posed to participants who have accessed health care in the past 12 months
(n ¼ 22,705).

Question Experienced stressor, n (%) Cross-dresser, n (%) Non-binary, n (%) Transgender men, n (%) Transgender women, n (%)

My doctor knew I was trans and
treated with respecta

13,609 (59.9) 443 (80.0) 5539 (72.2) 1633 (24.1) 1481 (19.2)

I had to teach my doctor or
other health care provider
about trans people so that I
could get appropriate care.

5354 (23.6) 16 (2.9) 1221 (15.9) 2144 (31.6) 1973 (25.6)

A doctor or other health care
provider refused to give me
trans-related care.

1804 (8.0) 7 (1.3) 321 (4.2) 687 (10.1) 789 (10.3)

A doctor or other health care
provider refused to give me
other health care (e.g., flu
shot, physical).

662 (2.9) 3 (0.5) 194 (2.5) 219 (3.2) 246 (3.2)

My doctor asked me
unnecessary/invasive
questions about my trans
status that were not related
to the reason for my visit.

3377 (14.9) 6 (1.1) 839 (10.9) 1422 (21.0) 1110 (14.4)

A doctor or other health care
provider used harsh or
abusive language when
treating me.

1083 (4.8) 2 (0.4) 52 (3.7) 382 (5.6) 360 (4.7)

A doctor or other health care
provider was physically
rough or abusive when
treating me.

375 (1.7) 2 (0.4) 110 (1.43) 123 (1.8) 140 (1.8)

Was verbally harassed in a
health care setting.

1289 (5.7) 6 (1.1) 318 (4.2) 456 (6.7) 509 (6.6)

I was physically attacked by
someone during my visit in a
health care setting.

116 (0.5) 1 (0.2) 24 (0.31) 29 (0.4) 62 (0.8)

I experienced unwanted sexual
contact in a health care
setting.

279 (1.2) 3 (0.5) 60 (0.8) 66 (1.0) 150 (2.0)

Bolded values indicate a statistically significant Chi-squared result between gender and stressor in health care (P < .05).
a The n (%) of participants who indicated “no” on this item is reported here.
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(b ¼ 0.06, P < .01, partial h2 ¼ 0.001). No differences were found
among other racial or ethnic groups.

All significant relationships between stressors and emotional
distress had standardized beta coefficients ranging from b ¼ 0.03 to
b ¼ 0.14. Partial eta squared values ranged from h2 ¼ 0.0003 to
h2 ¼ 0.03. These coefficients would be interpreted as small effects
sizes.35,36

Symptoms of physical impairment

In our sample, 37.5% (n ¼ 8523) of participants reported one or
more symptoms of physical impairment. As shown in Table 4,
participants reporting at least one stressor in health care during the
past 12 months had 86% greater odds (odds ratio [OR] ¼ 1.86,
P < .001, 95% confidence interval [CI] 1.74e1.98) of at least one
symptom of physical impairment compared with participants who
reported no stressors. The model adjusted for age, highest level of
education, and individual income (see Table 4).

We found significant differences for two gender identity sub-
groups when compared with the reference group, transgender
women. Individuals who identified as cross-dressers had lower
odds of health care stressors being associated with symptoms of
physical impairment than did transgender women (OR ¼ 0.36,
P < .01; 95% CI 0.20, 0.65). In contrast, transgender men who
experienced stressors in health care had greater odds of health care
stressors being associated with symptoms of physical impairment
than did transgender women (OR ¼ 1.20, P < .05; 95% CI 1.03, 1.40).
Tests for the moderating effect of race/ethnicity indicated no dif-
ferences between racial/ethnic groups in the relationship between
stressors in health care and symptoms of physical impairment.

Discussion

The results indicate that experiencing even one stressor in
health care is associated with greater symptoms of emotional
distress. These findings are consistent with previous literature
describing discrimination as associated with poor mental health
outcomes, such as suicidal ideation,37 depression,38 and anxiety.39

Discrimination in health care has also specifically been associated
with suicidal ideation,11 depression,18 and psychological distress
among GD people. Despite the significance of our results, all beta
and eta squared coefficients indicate small effect sizes, suggesting
only modest relationships between exposure to stressors and
emotional distress and the consequent need for further study.

Some of our most important findings center on the vulnerability
of gender identity subgroups. The relationship between experi-
encing health care stressors and emotional distress was signifi-
cantly stronger for transgender women than cross-dressers or
non-binary people. Although we cannot assume a causal effect
because of the cross-sectional nature of these data, the results
suggest that the emotional well-being of transgender women may
be more adversely affected by the disrespect or discrimination they
experience in health care than individuals in many other GD groups
This finding extends previous research showing that transgender
women are highly stigmatized compared with the general popu-
lation2,40 by providing evidence of potential effects of such stig-
matization on their mental health. However, transgender men had
an even greater association between health care stressors and
symptoms of emotional distress than did transgender women.
Because greater avoidance of health care has been noted among
transgender men when they experience stressors in health care,17

Table 3
Results of multiple linear regression models evaluating stressors in health care on symptoms of emotional distress in the 2015 United States Transgender Survey (n ¼ 22,705).

Variables included in the model R2 Adj. R2 B b t P

Model 1: Age, education, individual income, stressors in
health care (dichotomous)

0.26 0.25 <0.001

Stressors in health care (dichotomous) 0.10 0.14 24.45 <0.001
Model 2: Age, education, individual income, stressors in

health care (continuous >0)
0.22 0.22 <0.001

Stressors in health care (continuous >0) 0.03 0.13 17.34 <0.001
Model 3: Age, education, individual income, stressors in

health care (dichotomous) � gender identity
0.26 0.26 <0.001

Stressors in health care (dichotomous; main effect) 0.15 16.05 <0.001
Cross-dresser (main effect) 0.00 0.06 0.955
Stressors in health care � cross-dresser ¡0.05 ¡3.39 <0.01
Non-binary (main effect) 0.03 1.98 0.048
Stressors in health care � non-binary ¡0.07 ¡4.21 <0.001
Transgender men (main effect) ¡0.11 ¡10.58 <0.01
Stressors in health care � transgender men 0.03 2.71 <0.01
Transgender women (comparison group) e e e

Model 4: Age, education, individual income, stressors in
health care (dichotomous) � race/ethnicity

0.25 0.25 <0.001

Stressors in health care (dichotomous; main effect) 0.09 0.13 20.87 <0.001
Alaskan Native/American Indian (main effect) �0.01 0.00 �0.27 0.785
Stressors in health care � Alaskan Native/American Indian 0.06 0.02 1.65 0.125
Asian/Asian American (main effect) ¡0.07 ¡0.04 ¡3.84 <0.001
Stressors in health care � Asian/Asian American 0.04 0.02 1.85 0.064
Black (main effect) ¡0.05 ¡0.03 ¡3.03 <0.01
Stressors in health care � Black/African American 0.06 0.03 2.85 <0.01
Latino/Hispanic �0.02 �0.02 �1.73 0.084
Stressors in health care � Latino/Hispanic 0.03 0.02 1.78 .0.075
Multiracial (main effect) �0.02 �0.01 �1.06 0.289
Stressors in health care � multiracial 0.02 0.01 1.18 0.237
Native Hawaiian/Pacific Islander (main effect) �0.08 �0.01 �1.38 0.166
Stressors in health care � Native Hawaiian/Pacific Islander 0.15 0.02 1.91 0.056
Race/ethnicity not listed (main effect) 0.14 0.02 1.83 0.067
Stressors in health care � race/ethnicity not listed �0.06 �0.01 �0.68 0.497
Stressors in health care � White (comparison) e e e

All models covaried for age, education, and individual income.
Bolded valued indicate statistical significance of p<.05.
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delayed access to needed services could contribute to their
increased symptoms of distress.

Our results for the moderating effect of race/ethnicity show
differences between Black and White GD people but for no other
racial/ethnic groups. Black participants had a greater effect size for
the relationship between reported stressors and symptoms of
emotional distress compared with White participants. Although
previous literature has found higher rates of stigma and discrimi-
nation among Black GD people,38 our results indicate that these
types of stressors may have a more substantial impact on the
emotional well-being of Black GD people.

The results also indicate that GD people who experience
stressors in health care have greater odds of physical impairment
than individuals who do not experience stressors. Stressors in
health care have been shown previously to have deleterious effects
on physical health as well as on one's willingness to seek health
care services.9,12,41 Individuals who have experiencedmistreatment
in health care settingsmay delay care, with negative effects on their
physical health, or they may experience a greater impact on phys-
ical symptoms because they are more sensitized to health care
stressors.12 Because we cannot assume the direction of the rela-
tionship in these analyses, it is also possible that individuals who
have more frequent health care visits because of impairments in
physical functioning are more frequently exposed to stressors in
health care.

Our findings for differences between gender identity subgroups
in the relationship between health care stressors and physical
functioning show a similar pattern as our results for emotional
distress. Transgender men appeared to be at greatest risk of phys-
ical impairments in relation to health care stressors when
comparedwith the other gender identity subgroups in our analysis.
Although research on mental health outcomes among gender

identity subgroups is limited, there is some evidence that mental
health disorders, such as anxiety, may be more prevalent among
transgender men.42 Studies are needed to examine potential bio-
logical and psychosocial factors that may increase the potential for
increased vulnerability of transgender men to health care stressors
and symptom development.

There were no moderating effects of race/ethnicity on the
relationship between reported stressors in health care and symp-
toms of physical impairment. A meta-analysis on the effects of
racism in health care indicated that discrimination in health care
settings had a greater association with mental health outcomes
such as depression than with physical or general health.43 This
could explain why we found that Black GD people experienced
greater symptoms of emotional distress in relation to health care
stressors thanWhite participants but found no racial differences for
physical impairment. However, despite our large sample, it is
important to note that statistical power may be a root cause of our
lack of more moderating effects for race and ethnicity. The pro-
portion of racial and ethnic minority participants was small, with
groups ranging from 0.2% to 5%, in comparison to ourWhite sample
(81.4%). Furthermore, in addition to improved efforts for gender-
affirming health care environments, multilevel antiracism efforts
are needed to address inequities among GD people who are
marginalized both in gender and racial identities.44

Study limitations should be considered. The cross-sectional
design prevents causal inferences about the direction of the rela-
tionshipbetween stressors inhealth care and symptoms. In addition,
items representing stressors in health care were only given to par-
ticipants in the USTS survey who indicated that they had accessed
health care in the past 12 months, eliminating some participants
fromtheanalysis.Asnotedunder the results, individualswhodidnot
complete the survey appeared to have more socio-economic

Table 4
Results of logistic regression models evaluating stressors in health care on symptoms of emotional distress in the 2015 United States Transgender Survey (n ¼ 22,705).

Variables included in the model OR CI P

Model 1: Age, education, individual income, stressors in
health care (dichotomous)
Stressors in health care (dichotomous) 1.86 1.74, 1.98 <0.001

Model 2: Age, education, individual income, stressors in
health care (dichotomous) � gender identity
Stressors in health care (dichotomous; main effect) 1.57 1.41, 1.74 <0.001
Cross-dresser (main effect) 1.44 0.86, 2.43 0.168
Stressors in health care � cross-dresser 0.36 0.20, 0.65 <0.01
Non-binary (main effect) 1.94 1.66, 2.27 <0.001
Stressors in health care � non-binary 0.96 0.81, 1.15 0.686
Transgender men (main effect) 1.00 0.88, 1.13 0.958
Stressors in health care � transgender men 1.20 1.03, 1.40 <0.05
Transgender women (comparison group) e e e

Model 3: Age, education, individual income, stressors in
health care (dichotomous) � race/ethnicity
Stressors in health care (dichotomous; main effect) 1.80 1.68, 1.94 <0.001
Alaskan Native/American Indian (main effect) 1.60 0.96, 2.68 0.074
Stressors in health care � Alaskan Native/American Indian 1.00 0.55, 1.82 1.00
Asian/Asian American (main effect) 0.58 0.40, 0.85 <0.01
Stressors in health care � Asian/Asian American 1.32 0.86, 2.04 0.205
Black (main effect) 0.93 0.69, 1.26 0.631
Stressors in health care � Black/African American 1.17 0.81, 1.71 0.38
Latino/x/Hispanic 0.79 0.61, 1.02 0.069
Stressors in health care � Latino/Hispanic 1.23 0.91, 1.66 0.169
Multiracial (main effect) 1.31 1.03, 1.68 0.030
Stressors in health care � multiracial 0.99 0.74, 1.33 0.964
Native Hawaiian/Pacific Islander (main effect) 1.10 0.42, 2.88 0.847
Stressors in health care � Native Hawaiian/Pacific Islander 1.12 0.32, 3.94 0.864
Race/ethnicity not listed (main effect) 3.22 0.91, 11.44 0.070
Stressors in health care � race/ethnicity not listed 0.67 0.15, 3.07 0.611
Stressors in health care � White (comparison) e e e

CI, confidence interval; OR, odds ratio.
All models covaried for age, education, and individual income.
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challenges (lower incomes and less education), decreasing our
ability to generalize to these important populations. In addition,
original items in the survey representing stressors inhealth careonly
offeredparticipants the response options of “yes”or “no,”precluding
the ability to know the frequency or severity, or in what setting
participants experienced each stressor. Furthermore, social desir-
ability bias may have influenced participant responses to sensitive
questions, particularly around experiences of mistreatment or
violence in health care settings. Themismatch between time frames
assessed for health care stressors (the past 12 months) and symp-
toms of emotional distress (the past 30 days) may have limited our
ability to identify concurrent associations between stressors and
symptoms experienced earlier in the year. Future work with more
nuanced measurements of stressors in health care would help
advance our understanding of this phenomenon,45 particularly to
assist in determining the clinical significance of these relationships.

Our need to dichotomize the variables measuring stressors in
health care and symptoms of physical impairment (because of their
skewed distributions) reduced variability and our power to detect
significant effects.46,47 Because this was a secondary analysis, our
measure of physical impairment was limited in scope, representing
a small portion of the varied symptoms associated with impair-
ments in physical functioning. As a result, we may have missed
participants with symptoms of other impairments, some of which
may not affect their daily function but none-the-less impact their
health (e.g. hypertension, diabetes). It is not clear whether the in-
crease in symptom burden that was related to stressors for partic-
ular groups is due to their frequency of experiencing stressors in
health care, the severity or intensity of particular stressors, the
unique perception/interpretation of the stressor(s) by the individual,
or other factors. Finally, our sample was 83% White non-Hispanic,
which is greater than population estimates for GD people in the
United States.48 Similarly, Black & African American participants
accounted for only 2.7% of our total sample but are estimated to
account for 16% of the GD populations in the United States. Repre-
sentativeness was also limited in terms of the educational status and
income levels of our sample's participants. Our sample was highly
educated, with almost 40% of our sample reporting that they have a
Bachelor’s degree or higher. This varies from what is known about
the education level of the broader GD populations, of whom 13% are
estimated to have completed college as described by a population-
based sample.49 However, non-probability samples, such as the
USTS, allow for analysis of questions, such as stressors in health care,
that are unique to the GD community and would be otherwise un-
addressed in population-based surveys.50

Still, this study provides an important foundation for future
research. Further studies can explore the nature of stressors expe-
rienced by people of different gender identities as well as the fre-
quencyand severity of stressors. Thefindings also indicate a need for
assessment of organizational and individual factors within health
care systems that contribute to discrimination, abusive, or insensi-
tive care for GD people. In addition, future research should be
extended to specific types of emotional distress and other physical
impairments with a more diverse sample. Tailoring recruitment
efforts to include both researchers and study personnel from the
minoritized groups who are being sought, such as racial and ethnic
minority groups, is a key component to effective recruitment
practices.51,52

Conclusions

Stressors in health care were associated with symptoms of
emotional distress and physical impairment among GD people in our
sample. Most notably, transgender men and Black participants had a
greater symptom burden in association with stressors in health care

when compared with transgender women and White participants.
Increased research on the characteristics of stressors in health care
and how these are experienced among diverse gender and racial
groupswill increase the opportunity for the development of targeted
interventions. The development of affirming and inclusive health
care environments that incorporate antiracism principles, including
diversifying the health care workforce, should be prioritized to
improve the health care experiences of diverse groups of GD people.
Furthermore, health care systems can use amore inclusiveworkforce
that reflects the communities they serve.
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a b s t r a c t

Objectives: This empirical study investigated the relationship between globalisation and suicide rates.
We examined whether there is a beneficial or harmful relationship between economic, political and
social globalisation and the suicide rate. We also estimated whether this relationship differs in high-,
middle- and low-income countries.
Study design: Using panel data from 190 countries over the period 1990e2019, we examined the rela-
tionship between globalisation and suicide.
Method: We compared the estimated effect of globalisation on suicide rates using robust fixed-effects
models. Our results were robust to dynamic models and models with country-specific time trends.
Results: The effect of the KOF Globalisation Index on suicide was initially positive, leading to an increase
in the suicide rate before decreasing. Concerning the effects of economic, political, and social dimensions
of globalisation, we found a similar inverted U-shaped relationship. Unlike the middle-income and high-
income countries, we found a U-shaped relationship for the case of low-income countries, indicating that
suicide decreased with globalisation and then increased as globalisation continues to increase. Moreover,
the effect of political globalisation disappeared in low-income countries.
Conclusion: Policy-makers in high- and middle-income countries, below the turning points, and low-
income countries, above the turning points, must protect vulnerable groups from globalisation's
disruptive forces, which can increase social inequality. Consideration of local and global factors of suicide
will potentially stimulate the development of measures that might reduce the suicide rate.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is

an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Introduction

Suicide is a major public health concern worldwide, and every
year, an alarming number of people commit suicide. More than half
of suicides occur in low- and middle-income countries, where
mental health services are scarce.1 Furthermore, suicide has
resulted in the loss of valuable human capital to society and has
substantially influenced life expectancy.2,3 It also has a devastating
and widespread impact on family members, friends, acquaintances,
healthcare professionals and local communities. To reduce the
global suicide rate, we must first improve our understanding of
suicidal behaviour and its dynamics. For this purpose, the United

Nations has included suicide prevention as one of 17 goals in its
2030 Agenda for Sustainable Development.4 Accordingly, we aimed
to investigate the relationship between globalisation and the sui-
cide rate on a global scale.

Globalisation (the late 20th century's ‘big idea’) captures com-
ponents of a common view of increasing global interconnections in
all sectors of society.5,6 We know that globalisation is transforming
our physical reality and that its consequences on inequality, public
services, employment and our environments are progressively
reshaping our mental health.7 Changes in economic, political and
social interactions are all part of this process. Nevertheless, there
has been little discussion of the relationship between globalisation
and suicide since Milner et al.'s8,9 studies.10 Using the KOF Glob-
alisation Index, we contributed to the literature by estimating the
association between globalisation and the suicide rate by countries'
income levels separately by subgroups of globalisation. Our
research offers new insights to support global policy-makers in
developing more effective responses to suicide.
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Durkheim11 proposed that suicide rates varied with economic
and social change and considered that societal changes caused a
breakdown in protective ties and values, increasing the likelihood
of suicide. Milner et al.8 supported Durkheim's view with their
findings that the changes associated with modernisation were re-
flected in the increase in suicide rates among European countries.
In addition, they argued that global dynamics could impact coun-
tries' economic, political, social and cultural systems and contextual
determinants of health and mortality. In terms of mental health,
Pierce and Schott12 provided evidence that post-2000 US-China
trade liberalisation was associated with an increase in suicide
deaths among manufacturing workers in US states. However,
although more studies are being conducted on the health-related
implications of globalisation, less is known about its impact on
suicide or mental health.7,13e16 In addition, Cai et al.3 also
emphasised the need for globalisation and suicide research as a
necessary step forwards in their scientometric analysis of suicide
research.

In this article, we investigated the non-linear association be-
tween globalisation and suicide rate in three decades. Our hy-
pothesis was that there is a significant relationship between the
globalisation of societies and increasing suicide rates. For the pur-
pose of the study, we used a measure of globalisation referred to as
the ‘KOF Globalisation Index’ and its subindices, which Dreher17

developed for almost every country.18 To our knowledge, this is
the first study to use the recently revised globalisation index as a
possible predictor of suicide rate in a global context, including 190
countries for the years 1990e2019. In addition, the relationship
between economic, political and social globalisation, which are
subdimensions of globalisation, and the suicide rate were used for
the first time in this study. Furthermore, this study considered the
role of globalisation in countries with varying income levels. Ac-
cording to the World Health Organization,1 suicide is a worldwide
phenomenon. However, few studies include low- and middle-
income countries, although these countries account for most sui-
cide deaths worldwide.19 To gain deeper insight into the problem,
we extended the longitudinal suicide studies to include more
countries and categorise them according to their income levels.

Methods

Data

Our data consisted of 190 countries for the years 1990e2019.
The dependent variable was the suicide rate, measured as the
number of suicides per 100,000 population in a country, and it was
obtained from the Institute for Health Metrics and Evaluation
(IHME)20 for the publicly available years 1990e2019. The main
variables of interest were the KOF Globalisation Index and its
subindices: the Economic Globalisation Index, Political Globalisa-
tion Index and Social Globalisation Index (for more details, see
Dreher17 and Gygli et al.18), reflecting three different dimensions of
globalisation. We used the latest version of the data provided in the
database of the Swiss Federal Institute of Technology (KOF).18

The analysis included a set of control variables based on the
previous literature, all of which were assumed to be exogenous in
our empirical model. We reported the descriptive statistics in
Table 1. First, we included the age-standardised prevalence of the
depressive orders, as depression is linked to the risk of suicide21

because there are significant differences in how depression is
diagnosed across cultures.22 Second, considering themental impact
of changes in income, the annual growth rate of the gross domestic
product per capita was added to the analysis, used in constant US
dollars.23 Third, we used the unemployment rate to control job
market conditions.8,24 The unemployment rate represented the

number of people who are unemployed as a share of the labour
force. The fourth and fifth control variables were female labour
force participation25 as a proxy for social integration and the rural
population rate in a country.8 These control variables were selected
as potential predictors of suicide rates at the national level over
time. Suicide rates were also controlled for age structure across
countries and over time; however, the age structure variable causes
a multicollinearity problem in our model. We reported the corre-
lation matrix for the variables in Table 2.

Statistical analysis

The analysed model was a fixed-effects model based on the
literature.26e28 Furthermore, we controlled for the year effects in
the analysis. The adopted model is shown in Equation (1).

Suicide Ratei;t ¼ aþ b1Globalisationi;t þ b2Globalisation
2
i;t

þ b3Xi;t þ εi;t (1)

where Suicide Ratei;t is the suicide rate for country i at year t, and εi;t

is the error term. Globalizationi;t denotes the KOF Globalisation
Index and its subindices Economic Globalisation Index, Political
Globalisation Index and Social Globalisation Index, whereas

Globalization2i;t is the quadratic form of the said variables. Each in-
dex entered the estimation separately with its quadratic form.
Finally, Xi;t is the set of control variables used in the analysis. Sui-
cide and globalisation may be affected by various factors, including
a country's laws, culture and location, but the fixed-effect model
controls for these potential confounding factors.

In the first step, we examined the association between the
suicide rate and globalisation with its subindices in the full sample.
Following the panel data analysis of 190 countries, we observed the
association between the suicide rate and the main regressors for
three country groups based on their income levels, namely, high-,
middle- and low-income countries. These groups are formed based
on the World Bank classification in 2019,29 the last year to include
in the analysis. In addition, we performed sensitivity analyses in our
models, taking into account the country-specific time trend. We
replicated our models with country-specific time trends, including
estimations in different income level groups. Finally, we also esti-
mated the dynamic relationship between suicide rates and glob-
alisation and used a two-step generalised method of moments
estimator approach for the global sample.30

Results

Table 3 presented the estimated effects of globalisation on the
suicide rate. First, we estimated a model with only the globalisation
index and its quadratic form as the explanatory variables (Column 1
in Table 3). Then, we extended this model in Table 3 by introducing
subdimensions of globalisation (Columns 2e4). We introduced in
Table 3 the control variables for each of the four models in Columns
5e8. The results of the fixed-effects analysis documented a signif-
icant and non-linear relationship between the KOF Globalisation
Index and the suicide rate. In addition, we presented the turning
point, when indices and their quadratic forms are significant at
least at 10%, and the average of globalisation for all models.

The effect of globalisation on suicide was initially positive,
leading to an increase in the suicide rate before decreasing. More
specifically, in Column 1 in Table 3, the coefficients of globalisation
and globalisation2 were 0.349 and �0.004, respectively. The rela-
tionship between globalisation and the suicide rate remained
relatively unchanged after the control variables have been
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accounted for (Column 5 in Table 3). These results for globalisation
imply that the effect of globalisation is positive up to a certain point,
after which the effect becomes negative. We found similar results
for economic, political, and social globalisation, social global-
isation's coefficient decreases to 0.079, and social globalisation2

is �0.001 (Column 8 in Table 3). As a result, we found similar
turning points for globalisation and its subindices, such as eco-
nomic and political globalisation, 51.49, 50.09 and 53.93, respec-
tively (Columns 5, 6 and 7 in Table 3). These results were also
slightly below the average for globalisation. However, we found
that the effect of social globalisation is positive up to 31.02 (Column
8 in Table 3); after that, the effect became negative. Compared with
the other indices' results, it was noticeably lower than the average
value. Overall, we observed a significant inverted U-shaped rela-
tionship between the KOF Globalisation Index, including all sub-
indices, and the suicide rate.

In Table 4, we analysed whether the effects of globalisation
varied in different income-level country groups. The estimations
showed a significant inverted U-shaped relationship between the
KOF Globalisation Index and the suicide rate for high- and middle-
income countries; however, the direction of the relationship was
different in low-income countries. The estimated coefficient of
globalisation for high-income countries was 1.190, and globalisa-
tion2 is �0.010 (Column 1 in Table 4). We found that the effect of
globalisation in high-income countries is positive up to 62.69; after

that, the effect turns negative. For economic, political and social
globalisation, we documented a similar relationship between
globalisation and suicide rate, and turning points were 62.52, 54.64
and 60.53, respectively (Columns 2, 3 and 4 in Table 4). This result
demonstrated that the average relationship between globalisation
and suicide was more substantial in high-income countries than in
others (Column 1 in Table 4; see for country-specific turning points
for 1990 and 2019, Appendix Fig. A1). Although the results for
middle-income countries (Columns 5e8 in Table 4; see Appendix
Fig. A2) were similar to thosewe foundwithout country separation,
for the case of low-income countries, we observed a U-shaped
relationship between globalisation and the suicide rate (Columns
9e12 in Table 4; see Appendix Fig. A3). This suggests that globali-
sation decreases the suicide rate in low-income countries in the
beginning periods to 40.30 (Column 9); after that, the suicide rate
increases as the countries become more globalised.

Looking at economic globalisation, we found a similar inverted
U-shaped relationship with globalisation in the case of high-
income countries (Column 2 in Table 4), while we again saw a U-
shaped relationship for low-income countries (Column 10 in
Table 4). According to our findings, economic globalisation had no
significant relationship with economic globalisation for middle-
income countries (Column 6 in Table 4). Regarding political glob-
alisation, we reported a similar relationship between globalisation
and suicide rates in high- andmiddle-income countries (Columns 3

Table 1
Summary statistics.

Variable Observations Mean Standard deviation Minimum Maximum Description Sources

Dependent variable
Suicide rate 6120 11.34 9.39 1.43 95.57 Suicide mortality rate (per

100,000 population)
Institute for Health Metrics and
Evaluation20

Variables of interest
Globalisation 5658 54.49 16.15 18.87 90.91 KOF Globalisation Index

Gygli et al.18

Economic globalisation 5511 53.52 15.89 14.51 94.96 KOF Economic Globalisation
Index

Political globalisation 5768 56.21 24.57 1.19 98.14 KOF Political Globalisation
Index

Social globalisation 5768 53.92 20.51 6.40 92 KOF Social Globalisation Index
Control variables
Depression 6032 3.95 0.95 1.64 7.69 Prevalence of depressive

disorders, age standardised
Institute for Health Metrics and
Evaluation41

Income growth 5618 2 5.99 �64.99 140.37 GDP per capita growth (annual
%)

World Bank42

Unemployment 5278 8.28 6.43 0.10 38.80 Unemployment rate, modelled
ILO estimate

Female labour participation 5457 40.32 9.64 8.26 56.04 Labour force, female (% of total
labour force)

Rural population 5992 43.94 23.96 0 94.58 Rural population (% of total
population)

Note: The variables are explained in detail in the description column. All data sources are publicly available.

Table 2
Matrix of correlations.

Variables (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Suicide rate 1.000
Globalisation 0.269 1.000
Economic globalisation 0.226 0.849 1.000
Political globalisation 0.181 0.784 0.421 1.000
Social globalisation 0.268 0.874 0.798 0.441 1.000
Depression �0.011 �0.168 �0.137 �0.043 �0.247 1.000
Income growth 0.050 0.028 0.070 0.012 0.001 �0.040 1.000
Unemployment 0.159 0.053 0.074 �0.056 0.139 0.073 0.010 1.000
Female labour participation 0.317 0.046 0.013 0.051 0.032 �0.076 0.022 �0.076 1.000
Rural population �0.122 �0.687 �0.585 �0.464 �0.686 0.061 0.045 �0.131 0.200 1.000

Note: Table reports the matrix of Pearson correlations. Suicide rate is the dependent variable, whereas the globalisation and its subindices (variables from 2 to 5) are main
variables of interest, which enter the estimation separately due to the high correlation.
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and 7 in Table 4, respectively), but this effect disappeared in low-
income countries. However, social globalisation followed the
same pattern as globalisation only for high-income countries: a
positive linear connection and a negative quadratic relationship,
and the opposite was true for low-income countries.

Discussion

This was the first study to examine the relationship between
globalisation's economic, political and social subdimensions and
suicide rates. Furthermore, for the first time, we used the recently
revised globalisation index to estimate suicide rates in 190 coun-
tries from 1990 to 2019. Our main finding was that globalisation
initially increases suicide before decreasing it. This was in line with
the findings of Milner et al.8 Concerning the effects of economic,
political and social dimensions of globalisation on the suicide rate,
we found a similar non-linear relationship. These subindices were
first associated with an increase in the suicide rate and then a
decrease.

We found interesting and different results whenwe subgrouped
the countries based on income levels. Although we found that
economic and social globalisation positively correlated with sui-
cides in high-income countries, we observed the opposite direction
for low-income countries. In addition, unlike in high-income
countries, political globalisation had no effect in low-income
countries. The first impression from this result is that residing in
a country with a low standard of living confers a benefit of glob-
alisation concerning the incidence of suicide. Explaining the

relationship between suicide rate and country income level is more
complex than demonstrating it. Nevertheless, these findings pro-
vided provocative evidence for the vulnerability paradox.31 Similar
to Dückers et al.31 and Hofstede,32 we hypothesised that higher
degrees of individualism, a more equitable power distribution and
less constraint in following fundamental human impulses may in-
crease sensitivity to societal failure and restricted expectations.
Rudmin et al.'s33 findings for 33 countries also supported our hy-
pothesis. Nevertheless, increased suicide rates and individualism
do not necessarily mean that individualism is the root cause of the
problem.33 Political globalisation appeared to be the only sub-
dimension of globalisation related to the high suicide rate in
middle-income countries.

As Marsella34 portrayed, with globalisation, we can travel from
one culture to another as if we were riding the waves of television,
the internet, movies and literature while avoiding natural and
manufactured borders. By causing identity uncertainty and modi-
fying cultural value frameworks, globalisation may indirectly affect
the suicide rate.8,13,35 In addition, suicide rates in high- andmiddle-
income countries can be linked to the rise in health inequalities that
comes with modernisation as socio-economic inequalities persist
in health.36

In terms of the control variables, only depression had a statis-
tically significant and positive effect on suicide for all models,
implying that a higher prevalence of depressive disorders was
linked to higher suicide rates. It is known that the degree of
depressive symptoms and the risk of suicidal behaviour are
strongly related.37 The important finding here is changing the size

Table 3
Fixed-effects estimations of the effect of globalisation and subindices on suicide rates.

Variable Model of suicide rate

(1) (2) (3) (4) (5) (6) (7) (8)

Globalisation 0.349*** 0.338***
(0.089) (0.070)

Globalisation2 �0.004*** �0.003***
(0.001) (0.001)

Economic globalisation 0.316*** 0.203***
(0.083) (0.058)

Economic globalisation2 �0.003*** �0.002***
(0.001) (0.001)

Political globalisation 0.187*** 0.222***
(0.052) (0.045)

Political globalisation2 �0.002*** �0.002***
(0.001) (0.000)

Social globalisation 0.101* 0.079*
(0.052) (0.047)

Social globalisation2 �0.002*** �0.001***
(0.001) (0.000)

Depression 6.169*** 6.389*** 6.277*** 6.511***
(1.045) (1.151) (1.048) (1.106)

Income growth 0.006 0.011 0.013 0.012
(0.007) (0.007) (0.008) (0.008)

Unemployment 0.085 0.096 0.091 0.101*
(0.058) (0.059) (0.056) (0.058)

Female labour participation 0.067 0.006 0.037 0.030
(0.068) (0.064) (0.060) (0.068)

Rural population �0.0017 �0.010 �0.045 �0.009
(0.036) (0.039) (0.037) (0.038)

Constant 3.388 3.949* 7.553*** 10.460*** �24.955*** �19.947*** �19.237*** �17.505***
(2.176) (2.006) (1.182) (1.478) (5.361) (5.241) (4.899) (5.496)

Observations 5658 5511 5768 5768 4838 4806 4884 4884
Number of countries 190 186 194 194 175 174 177 177
Turning points 48.54 49.12 52.07 33.84 51.49 50.09 53.93 31.02
Mean globalisation 54.49 53.52 56.21 53.93 54.49 53.52 56.21 53.93
R-squared 0.137 0.124 0.105 0.099 0.323 0.291 0.315 0.296

Note: The first four columns present the baseline estimations for the globalisation index, its subindices, and their quadratic forms. The columns from 5 to 8 include the
estimations with control variables. We control for year fixed effects and employ fixed effects models. Estimations report the unstandardised beta-coefficients. Robust standard
errors are in parentheses. We calculate the turning point when indices and their quadratic forms are significant at least at 10%. Mean globalisation presents the average of the
globalisation and its' subindices for the global sample.
***, ** and * indicate the significance levels at 1%, 5% and 10%, respectively.
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Table 4
Fixed-effects estimations of the effect of globalisation and subindices in high-, middle- and low-income country groups.

Variable Model of suicide rate

High-income countries Middle-income countries Low-income countries

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Globalisation 1.190*** 0.273** �0.364***
(0.242) (0.119) (0.115)

Globalisation2 �0.010*** �0.003** 0.005***
(0.002) (0.001) (0.001)

Economic globalisation 0.598** 0.100 �0.205***
(0.225) (0.071) (0.054)

Economic globalisation2 �0.005** �0.001 0.003***
(0.002) (0.001) (0.001)

Political globalisation 0.375*** 0.155*** 0.082
(0.126) (0.056) (0.051)

Political globalisation2 �0.003*** �0.002*** �0.001
(0.001) (0.001) (0.001)

Social globalisation 0.835*** �0.037 �0.205***
(0.201) (0.061) (0.065)

Social globalisation2 �0.007*** �0.001 0.003***
(0.002) (0.001) (0.001)

Depression 5.200*** 5.398*** 5.702*** 5.695*** 6.890*** 7.142*** 6.710*** 7.054*** 3.376*** 3.503*** 3.648*** 3.479***
(1.330) (1.521) (1.476) (1.498) (1.831) (2.162) (1.769) (1.836) (0.866) (0.980) (1.089) (0.855)

Income growth 0.052* 0.038 0.032 0.026 0.008 0.010 0.010 0.011 �0.008 �0.007* �0.007* �0.006
(0.028) (0.031) (0.027) (0.027) (0.009) (0.009) (0.010) (0.010) (0.005) (0.004) (0.004) (0.004)

Unemployment 0.092* 0.077 0.102* 0.075 0.080 0.091 0.078 0.096 0.024 0.030 �0.014 �0.009
(0.053) (0.051) (0.052) (0.050) (0.091) (0.092) (0.090) (0.089) (0.037) (0.041) (0.038) (0.033)

Female labour participation 0.230* 0.226* 0.182 0.197* 0.004 �0.017 0.033 �0.028 �0.015 �0.022 �0.036 �0.061**
(0.120) (0.126) (0.123) (0.110) (0.118) (0.119) (0.109) (0.117) (0.025) (0.028) (0.032) (0.029)

Rural population �0.122 �0.149* �0.117 �0.112 0.043 0.042 0.021 0.034 �0.007 �0.036 �0.052* �0.024
(0.078) (0.082) (0.075) (0.075) (0.048) (0.051) (0.049) (0.048) (0.033) (0.030) (0.030) (0.024)

Constant �47.346*** �29.051** �19.785** �36.734*** �26.059*** �22.512*** �22.291*** �16.842*** �1.164 �2.393 �6.404 �2.199
(11.782) (11.224) (9.186) (10.664) (6.729) (6.686) (5.862) (5.927) (5.345) (5.571) (5.902) (4.831)

Observations 1330 1330 1376 1376 2723 2694 2723 2723 785 782 785 785
Number of countries 48 48 50 50 98 97 98 98 29 29 29 29
Turning points 62.69 62.52 54.64 60.53 46.54 e 47.65 e 40.30 38.74 e 37.27
Mean globalisation 69.40 69.06 63.44 74.77 50.63 49.61 54.01 49.08 38.43 37.32 49.00 27.96
R-squared 0.586 0.532 0.545 0.544 0.225 0.193 0.228 0.222 0.613 0.585 0.559 0.624

Notes: Control variables remain the same for the estimation of the effect of globalisation, its subindices and their quadratic forms in income-based country groups, which are formed according to theWorld Bank Classification in
the year 2019. We control for year fixed effects and use fixed effects models. Estimations report the unstandardised beta-coefficients. Robust standard errors are in parentheses. We calculate the turning point when indices and
their quadratic forms are significant at least at 10%. The mean globalisation presents the average of the globalisation and its subindices based on different income levels.
***, ** and * indicate the significance levels at 1%, 5% and 10%, respectively.
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of coefficients among the income-level country groups. According
to Bhugra and Mastrogianni,22 the symptoms of depression can
vary from one culture to the next depending on factors, such as
social norms, cultural differences and religious beliefs. Therefore,
depression may be underdiagnosed in some cultures, and its rela-
tionship with suicide rates may vary widely from one society to
another.

Strengths and limitations

This was the first study to use the recently revised KOF global-
isation index and estimate suicide rates. The study findings pro-
vided guidance for improving suicide prevention measures at both
the regional and international levels. We acknowledge that the
index developed to measure globalisation has not yet been fully
validated. On the other hand, it has been used in a considerable
number of studies. Gozgor's38 robust evidence showed that the
construction of the KOF index of economic globalisation has not
suffered from any significant measurement errors.

Similar to most other globalisation indices, the KOF Globalisa-
tion Index focused on measuring globalisation at the country level,
omitting all within-country transactions.18 Despite a sensitive
methodology, the results might have been affected by time and
country context.8 Compared with high-income countries, low- and
middle-income countries are more likely to underreport suicide
rates.8,9,39 However, this possible bias is generally recognised to be
stable over time, even when potential sources of bias in data
recording are taken into account. Although aggregate studies are
more likely to result in methodological issues such as ecological
fallacy, globalisation does not directly affect suicide rates at the
individual level. However, as Neumayer40 pointed out, the current
findings showed that explaining variation in aggregate large-unit
suicide data cannot be dismissed outright due to an alleged
ecological fallacy.

Conclusion

We showed that globalisation and its subdimensions were
positively associated with suicide rates in high- andmiddle-income
countries, up to a point. The findings on globalisation and social
globalisation in low-income countries are contrary to the results in
high- and middle-income countries; we also found no significant
relationship between political globalisation and suicide rates for
this country group. According to our findings, policy-makers in
high- and middle-income countries, below the turning points, and
low-income countries, above the turning points, must address
globalisation and its relationship with suicide carefully. We
recommend protecting vulnerable groups from the negative con-
sequences of globalisation's disruptive shifts, which can causemore
significant inequalities in society.

Consideration of local and global factors of suicide will poten-
tially stimulate the development of measures that might poten-
tially reduce the suicide rate. In addition, individualist and market-
centric approaches to policy-making should be redefined in favour
of those that emphasise the well-being of society as a whole. In
addition, there is a need for scholars to widen existing un-
derstandings of suicide prevention from individual- or community-
level viewpoints to a global perspective, given the far-reaching
implications of globalisation on societies throughout the globe. As
this study only presented a general viewpoint on globalisation and
its subdimensions, further research is needed before firm conclu-
sions can be reached regarding the relationship between globali-
sation and suicide. For example, conducting a similar study based
on age groups and gender will provide resources to define the
target group for health policies more clearly. On the basis of global-

scale findings such as ours, more centralised research using
country-representative data can directly investigate the mental
health effects of globalisation on people in that region, which can
be linked to suicide. Thus, we can uncover more specific under-
pinning mechanisms, such as ‘how’ and ‘why’ globalisation affects
suicide.
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a b s t r a c t

Background: Previous research has explored the effectiveness of wearable activity trackers (wearables)
for increasing child physical activity (PA) levels, but there have been mixed results. The use of theoretical
frameworks and co-design techniques are recognised ways of increasing an intervention's acceptability
and effectiveness.
Aims: This study aims to use co-design workshops and an evidence-based theoretical framework (the
Behaviour Change Wheel) to develop a family-based PA intervention using wearables.
Methods: Three stages of intervention development outlined by the Behaviour Change Wheel were used.
Co-design workshops with seven families (11 parents and 12 children) and seven PA experts were
conducted where stakeholders discussed how to overcome previously identified barriers to families
being active and using wearables. This resulted in the intervention's components being developed, with
each component's mechanisms of action (e.g. intervention functions and behaviour change techniques)
being retrospectively identified.
Results: The ‘Move & Connect’ intervention was developed, which targets family PA and wearable use.
The intervention takes a flexible approach and includes eight components, including wearable devices
(Fitbit Alta HR), support resources, an introductory workshop, collective challenges, goal setting and
reviewing, engagement prompts, social support and health-related resources (e.g. educational videos).
The intervention incorporates six intervention functions targeting PA and wearable use: education,
training, modelling, persuasion, incentivisation and environmental restructuring and 24 behaviour
change techniques, including goal setting, social comparison, feedback on behaviour and graded task.
Conclusions: This is the first known study to use an evidence-based framework and co-design to develop
a family-based wearable intervention. The identification of the intervention's mechanisms of action will
prove useful when implementing and evaluating the ‘Move & Connect’ intervention and allow re-
searchers to replicate its components.
Crown Copyright © 2023 Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is

an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Introduction

Physical inactivity during childhood is a public health concern,1,2

with some studies estimating as few as 29% of children are meeting
physical activity (PA) recommendations of 60-min of moderate-to-
vigorous-intensity PA per day.3 Approaches to increasing PA are

conducted at an individual level, community level and policy level4

but have had varying success.5 Advances in technology have led to
greater ability to monitor and change movement behaviours, such
as PA.6e8 Technology intervention tools (e.g. apps,9 pedometers10)
have previously been implemented in various settings (e.g.
school,11e13 family14e16) aimed at increasing child PA levels. Previ-
ous research has found that wearable activity trackers (wearables)
can increase step counts and moderate-to-vigorous-intensity PA
(MVPA) in 5- to 19-year-olds,17 and their use in the family envi-
ronment is acceptable and can increase motivation for PA.14
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However, there is limited research exploring wearable's ability to
increase child and adult PA, when implemented in the family.17

The Behaviour Change Wheel

The Medical Research Council (MRC) recommends complex
interventions should be developed based on appropriate evidence
and theory to clearly understand the intervention's process of
change.18 The Behaviour Change Wheel (BCW) is one framework
used to systematically develop behaviour change interventions.19

The BCW is a synthesis of 19 frameworks and uses the Capa-
bility, opportunity, motivation and behaviour (COM-B) model19

and Theoretical Domains Framework (TDF)19 to consider how in-
terventions can incorporate functions and behaviour change
techniques (BCTs) to change behaviour.19 The COM-B model sug-
gests a change in capability, opportunity and/or motivation may
directly change behaviour or a change in capability or opportunity
may indirectly change behaviour via motivation.19 The TDF is an
extension of the COM-B model and further differentiates a set of
14 domains that correspond with capability (knowledge; behav-
ioural regulation; memory, attention and decision process; skills),
opportunity (environmental context and resources; social in-
fluences) and motivation (goals; optimism; intentions; beliefs
about capabilities; beliefs about consequences; professional/social
role and identity; reinforcement; emotion).19 The BCW develops
‘theory-based’ interventions by systematically linking barriers of a
behaviour (identified by the COM-B model and TDF) to interven-
tion functions and BCTs to change the behaviour.19,20 This com-
pares to ‘theory-inspired’ interventions, where elements of a
theory are loosely embedded within an intervention, or it is un-
clear whether theoretical underpinnings were used in the devel-
opment of the intervention (e.g. theory could be referenced
retrospectively).19,20 The BCW outlines three stages of intervention
development, which have previously been used to develop in-
terventions aimed at increasing PA15 and reducing sedentary
behaviour21 in adults.

Co-design

Limitations of evidence- and theory-based interventions (e.g.
using the BCW) are that they do not always translate into practice,
which is known as the ‘research-practice gap’.22 A way of over-
coming this gap is to engage intervention target users in the
development of the intervention, treating them as equal partners to
researchers, practitioners and other experts in the field.22 Examples
of such participatory research methods are co-production, co-cre-
ation and co-design.23,24 These terms are often used interchange-
ably, with no clear difference in definitions between them.25 The
term co-design will be used in the present study, consistent with
previous research using similar methodology (e.g. workshops).26,27

Co-design techniques (e.g. workshops, forums, surveys28) may in-
crease the efficacy of behaviour change interventions25,28 and
enable researchers to examine whether interventions are accept-
able, feasible, enjoyable, motivating and informative for the target
group.29 Previous research has identified several barriers to
implementing family-based wearable interventions, such as tech-
nical difficulties, inability to interpret wearable outputs and use
wearable features.14,30,31 Combining theory-based and co-design
methodology, within the present study, is expected to increase
the efficacy of the newly developed intervention and overcome
previously identified barriers to families using wearables.

This study aims to use co-design workshops and an evidence-
based theoretical framework (the three stages outlined by the
BCW19) to develop a family-based intervention using wearable
activity trackers.

Methods

This study used participatory methods to develop a family-
based wearable intervention, informed by co-design workshops,
previous research14,17 and the BCW.19

Recruitment and stakeholders

Stakeholders were split into two groups: (1) families and (2) PA
experts.

� Families: Families (parents and children) were recruited using
convenience sampling (e.g. existing connections and social
media posts). Families were eligible to participate if they (1) had
at least one child, aged 5 to 9 years; (2) considered at least one
member to not participate in regular PA; and (3) had access to
Wi-Fi/internet and a smart device to participate in the online
workshops. Online workshops were chosen due to COVID-19
restrictions at the time of this study (social distancing mea-
sures were in place). Families with 5- to 9-year-olds were
selected as few wearable-based interventions have targeted this
age group,17 and preliminary research, which informed the co-
design workshops, were informed by an acceptability study
targeting families with 5- to 9-year-olds.14

� PA experts: Experts were purposefully recruited (via existing
connections) if they had experience in one or more of the
following areas:
1. Development or design of a PA intervention.
2. Implementation or evaluation of a PA intervention.
3. Using wearable activity trackers as a feasibility or interven-

tion tool.
4. Working with children and/or families in a research or

community setting, such as (but not limited to) community
workers or practitioners.

Experts' eligibility against these criteria was assessed via the
expert's online bibliographies, publication records and/or informal
correspondence with the study's research team to discuss their
previous and current experience and/or job role(s).

Ethical approval

This study was approved by Loughborough University Ethical
Approvals (Human Participants) Sub-Committee (REF: 2021-
29221-5132). All family members and experts provided informed
consent (parents on behalf of children), and children provided their
own assent.

Materials and procedure

Demographic questionnaire
All workshop participants completed a demographic question-

naire before attending the online workshops.

� Families: All family member's age, gender, ethnicity, home
postcode and wearable use were collected. Self-reported PA
levels, using the short version of the International PA Ques-
tionnaire (IPAQ-SF32), were also collected (parental report for all
children). The IPAQ-SF has previously been found to have
acceptable reliability and validity for adults and children.33,34

The IPAQ-SF documents the number of days (in the last 7
days) spent participating in moderate PA and vigorous PA (fre-
quency 0e7) and the average number of minutes spent during
those days (duration; 10-min increments from 10 min to more
than 120 min). The number (percentage) of family members
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meeting the UK's Chief Medical Officers' PA recommendations of
an average 60 min of MVPA per day (3e18 years) and an average
of 150 min of moderate physical activity (MPA) or 75 min of
vigorous physical activity (VPA) per week (�18 years) were
calculated. Adults also reported their highest educational qual-
ification (none, General Certificate of Secondary Education,
Advanced level, National Vocational Qualification level 4,
Bachelor's degree, Master's degree, doctorate or other).

� PA experts: Expert's ethnicity, highest educational qualification,
job role, work setting/sector and wearable use were collected.

Intervention development
This study followed the three stages of intervention develop-

ment outlined by the BCW19 (Fig. 1). Stage 1 (understanding the
behaviour) was conducted before the co-design workshops, and
Stages 2 (identify intervention options) and 3 (identify content and
implementation option) were conducted after the co-design
workshops.

Stage 1. understand the behaviour (steps 1e3). The guidance out-
lined as part of the BCWwas followed to address steps 1, 2 and 3.19

Step 1 required the present research team to operationalise (1) the
target individual, group or population involved in the behaviour;
and (2) the behaviour itself.19 The research team discussed the
following questions, as recommended by the BCW:19 (1) What are
the behaviours? (2) Who is involved in performing the behaviour?
(3) Where does the behaviour occur?

The first author (A.V.C.) then completed step 2 by generating a
list of potential behaviours that may influence the selected target
behaviour(s). The behaviours were then reviewed by the wider
research team, and the following discussed, as recommended.19

1. The likely impact if the behaviour were to be changed.
2. How easy it would be to change the behaviour.
3. The centrality of the behaviour within the system of behaviours.

The positive ‘spill-over’ effect if that behaviour were to be
changed.

4. How easy it is to measure the behaviour.

The target behaviours were then further refined, collaboratively
by the research team, using the following questions (step 3):19 (1)
Who needs to perform the behaviour? (2) What does the person
need to do differently to achieve the desired change? (3)Whenwill
they do it? (4) Where will they do it? (5) How oftenwill they do it?

Stage 1. identify what needs to change (step 4). The final step of
stage 1 was to identify what needs to change for families to use

wearables to increase their PA. The findings from previous
research14,17 were used to form the basis of the co-design work-
shops. A.V.C. pooled together the findings from previous work,
which included a systematic review exploring the acceptability,
feasibility and effectiveness of wearables for increasing PA in 5- to
19-year-olds17 and a 4-week study exploring families' acceptability
of using wearables.14 Key findings from these studies were aligned
with components of the COM-B model19 and TDF,35 and A.V.C.
generated a list of barriers preventing families from using wear-
ables to be physically active. A.V.C. and H.A.J.B. discussed each
barrier and came to a final decision for each barrier: ‘very prom-
ising’, ‘quite promising’, ‘unpromising but worth considering’ or
‘unacceptable’.19 Previous research also reported families' sugges-
tions for future wearable interventions.14,17 These intervention
suggestions were evaluated by A.V.C. and H.A.J.B. using the
‘APEASE’ criteria (affordability, practicability, effectiveness and
cost-effectiveness, acceptability, side-effects, equity). These evalu-
ation criteria were used to decide which barriers and intervention
suggestions were presented as vignettes in the co-design work-
shops. Based on the duration of the workshops (1.5 h each), it was
anticipated that between eight to ten vignettes could be presented.

Co-design workshops. All families and PA experts took part in two
1.5-h online workshops (using the online teleconferencing plat-
form, Zoom). Family and expert workshops were conducted sepa-
rately, with both family workshops taking place before the two
expert workshops. All family and expert workshops were led by
A.V.C. and facilitated by S.A.C. and D.D.B., were audio recorded and
transcribed by A.V.C.

Family workshops
Workshop 1
Families were presented with vignettes that displayed family-

related barriers to the target behaviours (PA and wearable use)
and intervention suggestions. Vignettes are stories or descriptions
(e.g. textual or pictographic form) of hypothetical characters in
circumstances or scenarios.36,37 Their advantages include reducing
pressure and social desirability and allowing participants to lead
their own discussions and interpretations of the scenarios pre-
sented.36 Participants were asked to discuss what the intervention
could include to overcome the presented barriers andwhether they
would incorporate the intervention suggestions into the interven-
tion. At the end of workshop 1, familymembers were encouraged to
consider the intervention's name. These were discussed in work-
shop 2. After workshop 1, A.V.C. and H.A.J.B. synthesised the key
findings from workshop 1 by grouping together families' sugges-
tions for each vignette presented.

Fig. 1. Stages of intervention development outlined by the Behaviour Change Wheel,19 with the addition of co-design workshops, used in the present study.
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Workshop 2
Suggestions for implementing intervention components dis-

cussed in workshop 1 were re-presented in the second workshop,
and family members were asked to refine the intervention com-
ponents (e.g. any additions, adaptations or removal of intervention
components). Family members were then asked about their sug-
gestions for the intervention name. A.V.C. and H.A.J.B. pooled
together key findings from both family workshops to inform the
expert co-design workshops.

Expert workshops. Both expert workshops followed the same
format as the family workshops but included the addition of fam-
ilies' intervention suggestions and responses to the vignettes. Ex-
perts were told the purpose of consulting with them was to
consider how families' intervention suggestions may be adapted to
increase the intervention's effectiveness, sustainability and scal-
ability. Experts were encouraged to discuss their knowledge and
experience of implementing similar intervention components,
particularly considering what has, and has not, been successful in
their previous research.

Stage 2. Identify intervention options. The remaining steps took
place after the co-design workshops. All workshop content (fam-
ilies and experts) were transcribed by A.V.C. and summarised using
three stages of thematic analysis38 by A.V.C. and H.A.J.B. A.V.C. and
H.A.J.B. familiarised themselves with the transcriptions and used
NVivo software (QSR International, Melbourne, Australia) to inde-
pendently develop inductive free codes by coding each line (family
and expert responses) according to its meaning. Free codes were
then developed inductively into themes, which reflected inter-
vention components. A.V.C. and H.A.J.B. discussed each theme and
collaboratively refined them, resulting in the intervention's com-
ponents. A.V.C. and H.A.J.B. summarised the key intervention
components and used the ‘APEASE’ criteria19 (same as step 4) to
determine which were to be included and excluded in the inter-
vention. This included considering whether the intervention
components were affordable, practicable, effective, cost-effective,
acceptable, equitable or would result in any negative side-effects,
when considering the availability of funds and resources to
implement the intervention in the near future.

Stage 2. Identify intervention functions (step 5). A.V.C. and
H.A.J.B. deductively coded for intervention functions present within
each intervention component (including the wearable; Fitbit Alta
HR), using the nine functions outlined by the BCW (education,
persuasion, incentivisation, coercion, training, restriction, model-
ling, enablement and environmental restructuring).19 A.V.C. and

H.A.J.B. were provided with definitions of each function, and coding
was conducted independently. Once completed, the results were
discussed, and any disagreements resolved. To code for interven-
tion functions in the wearable, A.V.C. and H.A.J.B. wore and inter-
acted with the Fitbit Alta HR, and its partnering app for four
consecutive weeks, and carried out the same coding procedure
described previously.

Stage 2. Identify policy categories (step 6). As the intervention
was intended to be implemented at an individual level, the authors
did not identify policy categories.

Stage 3. Identify content and implementation options
Stage 3. Identify BCTs (step 7). A.V.C. and H.A.J.B. deductively

coded for BCTs present within each intervention component, and
the Fitbit Alta HR, using the 93 BCTs outlined by the BCTTv119,39

(part of the BCW). A.V.C. and H.A.J.B. were provided with defini-
tions of each BCT and had completed BCTTv1 online training
(https://www.bct-taxonomy.com/), which included tasks to iden-
tify BCTs present in interventions. Coding was conducted inde-
pendently and, once completed, resolved any disagreements (same
as step 5). To code for BCTs in the wearable, A.V.C. and H.A.J.B. wore
and interacted with the Fitbit Alta HR and its partnering app for
four consecutive weeks and carried out the same coding procedure
described above (similar to Stage 2, Step 5).

Stage 3. Identify the mode of delivery (step 8). The mode of de-
livery for each intervention component was discussedwith families
and experts throughout the co-design workshops. If the delivery of
intervention components was unclear, these were discussed
amongst the current research team (A.V.C., H.A.J.B., D.D.B., S.A.C.
and S.C.).

Results

Preworkshops

Define the problem in behavioural terms and select and specify the
target behaviour (steps 1e3)

Table 1 outlines the results from steps 1, 2 and 3. Two target
behaviours were selected: (1) PA and (2) wearable use. Physical
activity was selected, as few children3 and adults40 are meeting PA
guidelines, and wearable use was selected as previous research has
reported children and adults experience a ‘novelty effect’ (reduc-
tion in use after using awearable for a period due to loss of interest;
~2e4 weeks41) when using wearables.14,17,42 Potential behaviours
impacting PA and wearable use in children and adults were

Table 1
Defining and specifying the intervention's target behaviours: PA and wearable use.

Target behaviour 1 Increase family PA to meet the guidelines of �60 min of MVPA/day for children and �150 min
of MPA or �75 min of VPA/week for adults. Encourage family co-participation in PA, where
possible.

Who needs to perform the behaviour? All family members. Families must live in Bradford, West Yorkshire, UK.
What does the person need to do differently to achieve the desired

change?
Participate in the intervention and use the Fitbit to support this change.

When will they do it? Habitual. Anytime that works for their family.
Where will they do it? Anywhere.
How often will they do it? Every day (for children) and weekly (for adults). Co-participation in PA when possible.

Target behaviour 2 Encourage wearable use.
Who needs to perform the behaviour? All family members.
What does the person need to do differently to achieve the desired

change?
Use the Fitbit and Fitbit app.

When will they do it? Daily.
Where will they do it? Everywhere.
How often will they do it? Every day.

MVPA, moderate-to-vigorous-intensity physical activity; PA, physical activity.

A.V. Creaser, D.D. Bingham, H.A.J. Bennett et al. Public Health 217 (2023) 54e64

57

https://www.bct-taxonomy.com/


considered based on previous research identifying key correlates
and determinants of PA and wearable use.14,17,43e45 Biological (age,
sex), sociocultural (social support), socio-economic (household
income) and behavioural (active travel) correlates and de-
terminants were identified. The authors opted for the in-
tervention's target behaviours to be broad and refer to global
recommendations where possible (e.g. meeting PA guidelines;
Table 1), as vignettes presented in the co-design workshops were
used to ensure the intervention's components and delivery (e.g.
active travel) were led by families and experts, rather than pre-
determining its components.

Selecting workshop content based on ‘what needs to change’ (step 4)
Supplementary Tables S1 and S2 demonstrate the selection

process used to determine which barriers and intervention sug-
gestions were included in the workshops, as vignettes. In total, 26
barriers were identified (n ¼ 14 for PA, n ¼ 12 for wearable use).
Seven intervention suggestions were identified in the previous
research.14,17 Nine vignettes were presented in family workshop 1
and across both expert workshops. These vignettes reflected eight
barriers (PA: n ¼ 7, wearable use: n ¼ 1) and six intervention
suggestions. Barriers included in the co-designworkshops reflected
psychological capability (knowledge: n¼ 2; memory, attention and
decision processes: n ¼ 1), social opportunity (social influences:
n ¼ 1); automatic motivation (emotion: n ¼ 1); and reflective
motivation (intentions: n ¼ 1, goals: n ¼ 1, optimism: n ¼ 1).

Co-design workshops

Stakeholder demographics
Seven families, including seven mothers, four fathers and 12

children (four boys, eight girls), and seven PA experts took part in
the workshops. Stakeholder demographics are presented in
Tables 2 and 3.

The developed intervention and its mechanisms of action (steps 5, 7
and 8)

Based on families' suggestions, the ‘Move & Connect’ interven-
tion was developed:

“Fitbit Connect” because I felt like with the Fitbit (wearable brand)
it allows you to connect with yourself by looking at what you’re
doing and what you could be doing to reach those goals but also
connecting with other people” (Mother)

The ‘Move & Connect’ intervention is designed to be imple-
mented at an individual level, with a suggested pilot duration of 12
weeks. The intervention will take a ‘flexible’ approach, which
provides families with the tools (e.g. the Fitbit) to increase PAwhen
it works best for them:

“It’s quite nice to have something where I don’t need to commit to
anybody else” (Father, Family 1); “Increasing the flexibility of in-
terventions, so there are less rigid fixed components” (Senior
Research Fellow); “It’s just giving them the tools and letting them fit
it in to their schedule” (Senior Research Associate).

Table 4 displays the ‘Move & Connect’ intervention compo-
nents and their corresponding intervention functions and BCTs.
The results of the thematic analysis, which reflect each interven-
tion component, is presented in Supplementary Table S3. The
‘Move & Connect’ intervention is a multicomponent intervention
with eight components, which content aligns with six

intervention functions (education, training, modelling, persua-
sion, incentivisation and environmental restructuring) and 24
BCTs. Most intervention components are intended to be delivered
using an invitation-only group developed by the research team on
the Fitbit app (the ‘hub’).

Discussion

This is the first known study to use the BCW and co-design
workshops to develop a wearable intervention, targeting family

Table 2
Family demographics.

Demographics Parents (n ¼ 11) Children (n ¼ 12)a

Age
Mean (SD) 42 (5.68) 8 (4.01)
Range 32e50 years 5e18 years
Ethnicity, n (%)
White British 7 (64%) 6 (50%)
Pakistani Heritage 4 (36%) 6 (50%)
Wearable use, n (%)
Currently use 7 (64%) 4 (33%)
Previously used 2 (18%) 6 (50%)
<1 month 1 4
1e5 months 2 4
6e11 months 1 1
1e2 years 2 1
>2 years 3 0

Never used 2 (18%) 2 (17%)
Meeting physical activity guidelines, n (%)b

Yes 2 (18%) 5 (42%)
No 9 (82%) 7 (58%)
Index of multiple deprivation, n (%)c

Decile 1e3 (most deprived) 5 (71%)
Decile 4e7 1 (14%)
Decile 8e10 (least deprived) 1 (14%)
Highest educational qualification, n (%)
Advanced level (A level) 2 (18%)
Undergraduate degree 2 (18%)
Professional degree 2 (18%)
Master's degree 4 (57%)
Doctoral degree 1 (14%)

SD, standard deviation.
a Includes a child who was 18 years.
b Child:�60 min of MVPA/day, adult:�75 min of VPA/week or�150min of MPA/

week.
c Index of Multiple Deprivation based on home postcode (per family, n ¼ 7).

Table 3
PA expert demographics.

Experts (n ¼ 7)

Ethnicity, n (%)
White British 5 (71%)
Pakistani Heritage 1 (14%)
Black British 1 (14%)
Wearable use, n (%)
Currently use 3 (43%)
Previously used 3 (43%)
1e2 years 4
>2 years 2

Never used 1 (14%)
Job role, n (%)
Senior research fellow/associate 5 (71%)
Community engagement manager 1 (14%)
Community PA facilitator 1 (14%)
Job sector, n (%)
University 3 (43%)
National Health Service (NHS) 4 (57%)
Highest educational qualification, n (%)
Undergraduate degree 2 (29%)
Doctoral degree 5 (71%)
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Table 4
The ‘Move & Connect’ intervention components, corresponding intervention functions, BCTs and supporting quotes.

Target
behaviour(s)

Intervention component Targeted COM
domain(s)

Targeted TDF
domain(s)

Intervention
function(s)

Behaviour change
technique(s)

Supporting quotes

PA and wearable
use

1. Introductory workshop
(1) An explanation of the intervention and why

it is important to take part (e.g. importance
of PA).

(2) Practical support to link the Fitbit's to family
member's smart devices.

(3) How to navigate the intervention's hub.
(4) Setting individual and family PA goals.
(5) Answer a short series of questions: (1) What

physical activities do you enjoy doing as a
family? (these include any type of
movement), (2) When and how (e.g.
duration/frequency, context) could you find
the time to do these activities?

C, M Knowledge
Skills
Goals
Decision
processes

Education
Training

Goal setting (behaviour),
action planning, information
about health consequences,
credible source, social
support (practical)

“Part of a workshop where you get them together
to form action plans” (Senior Research Associate)
“You can't just give them the Fitbit and ask them
to go away and use it you need to give them a bit
of education on how to use it, so is it part of a
workshop where you get them together to form
action plans” (Senior Research Associate)

Wearable use 2. Wearable support resources
(1) Bullet-point lists with images to

demonstrate how to use the Fitbit (syncing,
charging) and basic features including what
each PA symbol means and how to change
goals.

(2) Five short videos (~5 min each)
demonstrating how to use some of the
Fitbit's advanced features.

(3) Tip of the week’ e each week a useful tip of
how to use the Fitbit will be posted on the
hub.

(4) Families will have the option to request
guidance on using the Fitbit from the
research team (via the hub, phone, or video
call).

C Knowledge
Skills

Education
Training

Instruction how to perform
the behaviour, demonstration
of the behaviour, social
support (practical)

“Making it clear that this watch is more beneficial
with the app” (Mother)
“You could click a certain button on the screen and
it could show you a little video on how to do it”
(Male, 6 years)
“In the app if you had a tip of the day so like you
know “don't forget that if you're going run make
sure you press this button” or “Fitbit also
measures this if you're doing this exercise”
(Father)
“Perhaps maybe a YouTube video because you
could learn off somebody else” (Female, 11 years)

PA 3. Healthy behaviours resources
(1) Bullet-point lists with images to

demonstrate the importance of PA, such as
the benefits of PA, how the Fitbit can help
families monitor their PA, and some family
friendly physical activities to try. Reliable
sources (e.g. Government website,
information from peer reviewed papers) will
be referred to.

(2) Five short videos/webinars (~5 min each).

C, M Knowledge
Beliefs about
consequences

Education
Persuasion

Information about health
consequences, information
about emotional
consequences, credible
source

“I think the actual physical benefits would be good
as well because you actually know you're doing
your body some good as well” (Female, 11 years)
“It has to be something that is very visual”
(Mother)
“What does 10,000 steps or 5000 steps means to
them … what do I need to know on my tracker
that will let me know I'm doing something that is
affecting my health” (Community Engagement
Manager)

PA 4. Reviewing and amending PA goals
Family members' PA levels, such as step count and/
or active minutes from the past 2 weeks, will be
extracted via Fitbit's database. Recommended goals
will be calculated using a ‘rank-order percentile
algorithm’, which requires the researcher to rank
behaviour from lowest to highest and calculate a
new goal based on the 60th percentile.46 Each
family will receive an overview of their PA levels,
with an indication as to whether they are per-
forming above or below the average of the inter-
vention. This will include an encouraging message
and prompt the family to refer to the brief action
plan created in the workshop. Family members will
be providedwith a recommendation to change their
PA goal(s) and an image of how to do this.

C, M Knowledge
Goals
Behavioural
regulation
Intention

Education
Persuasion
Modelling

Review behaviour goal(s),
discrepancy between current
behaviour and goal,
information about others'
approval, social comparison,
feedback on behaviour, action
planning

“There's a before benchmark so this is what you
were doing and, in a few weeks, look at it and say
this is how far you've come” (Father)
“There should be something where you can adjust
the goal for yourself so how many steps” (Female,
18 years)
“It's about tailoring the message you know “don't
worry, keep going”, “we all have slip ups” those
kind of messages and motivational messages so if
they are at the 15,000 steps… “you're doing great,
“keep it up”, “let's keep moving forwards” just as
clear and simple as possible but motivating”
(Senior Research Associate)
“Rather than giving them specific details you
could say “you're slightly above or below average
this week, keep it up!” rather than the specific

(continued on next page)
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Table 4 (continued )

Target
behaviour(s)

Intervention component Targeted COM
domain(s)

Targeted TDF
domain(s)

Intervention
function(s)

Behaviour change
technique(s)

Supporting quotes

details of all the numbers and percentiles” (Senior
Research Fellow)

PA 5. PA Challenges
Challenges will reflect real-life destinations, with a
particular focus on local areas (e.g. X number of
steps ¼ the perimeter of a local park). Families will
be made aware of the challenge via the in-
tervention's hub. Challenges will be conveyed as
‘levels’, as challenges will get increasingly more
demanding, and will start with ‘steps’ then move to
'active minutes’. This was chosen to encourage
families to perform activities that are reflective of
MVPA. Examples of how to obtain active minutes
will be provided via an image demonstrating ac-
tivities that may result in achieving active minutes.
Family members will be instructed that they must
participate in the activity for at least 10 continuous
minutes for the active minutes to be recognised by
the Fitbit. Virtual rewards will be received once the
challenges have been completed.

M Goals
Reinforcement
Intentions

Incentivisation
Persuasion

Graded tasks, goal setting
(outcome), non-specific
reward, non-specific
incentive, review outcome
goals

“Can your family walk the length of India or
something like that and everybody works
together” (Mother)
“You could say walk twice around [a local park]
and that's the same as doing x that might be quite
motivating” (Father)
“If you achieve all your badges you move on to the
next level” (Female, 8 years)
“New challenges every month I think is a really
important one, as new and as fresh as possible,
and adding some gamification to it especially for
kids” (Senior Research Associate)
“The beginning of those being step-based and then
progress that to be more difficult which might
then be active minutes” (Senior Research Fellow)

PA 6. Recommend a friend or family
Families will have the chance to recommend a
friend/family member or family to join the
intervention. Families will be encouraged to
recommend individuals that they are already active
with or who can provide support/encouragement
for their family to be active.

O, M Social influences
Environmental
context

Environmental
restructuring

Social support (unspecified) “So you could link your family members to yours
so then you could like send them a message or
something” (Female, 8 years) “… Like hey do you
want to play, do a game sort of thing?” (Mother)
“Encourage participants to encourage their
existing friends of wider family to take part in this
with them” (Senior Research Fellow)

Wearable use 7. Engagement prompts
Engagement prompts will be sent if a family
member takes <1000 steps per day for nine of 14
days (2 weeks). Prompts will first be sent via a direct
(private) message on the hub, and if no response is
received or engagement does not increase, a text
message will be sent. Prompts will be delivered
every 2 weeks (if necessary) and sent at the start of
the week.

O, M Emotion
Social influences

Persuasion Feedback on behaviour,
prompts/cues

“Maybe if there's been a couple of hours with no
activity you could send a prompt” (Mother)
“I don't know if you could detect when people
aren't engaging and only send prompts then”
(Mother)

PA 8. Wearable device (Fitbit Alta HR) C, O, M Education
Incentivisation
Modelling
Environmental
restructuring

Goal setting (behaviour), goal
setting (outcome), discrepancy
between current behaviour and
goal, feedback on behaviour,
self-monitoring of behaviour,
self-monitoring of outcomes of
behaviour, feedback on
outcomes of behaviour, social
support (unspecified),
instruction on how to perform
the behaviour, information
about health consequences,
information about emotional
consequences, demonstration
of behaviour, social
comparison, credible source,
non-specific reward, non-
specific incentive, reward
(outcome), rewarding
completion

C, capability; O, opportunity; M, motivation; TDF, theoretical domains framework.
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PA.17 The resulting ‘Move & Connect’ intervention is a multicom-
ponent flexible intervention targeting family PA and wearable use
via education, training, modelling, persuasion, incentivisation and
environmental restructuring and 24 BCTs. The intervention in-
cludes awearable (Fitbit Alta HR), alongside additional components
such as collective challenges, setting and reviewing goals, an
introductory workshop and wearable and health-related resources
(e.g. educational videos).

Intervention development process

The BCW was a useful intervention development framework, as
it enabled previous research14,17 to be systematically embedded
within the process and prompted regular refinement of interven-
tion components (e.g. using the APEASE criteria).19 The eight steps
of the BCW enabled the ‘Move & Connect’ intervention's target
behaviours to be specified and mechanisms of action (e.g. inter-
vention functions and BCTs) to be identified.19 By using this
approach, the intervention is expected to support families' capa-
bility, opportunity and motivation for PA and wearable use. The
BCW is a comprehensive framework,19 and previous research has
reported difficulties selecting the most appropriate intervention
functions and BCTs to be embeddedwithin an intervention.21,47 The
present study engaged the intervention's target users (families) in
the development process and retrospectively identified the ‘Move
& Connect’ intervention's mechanisms of action based on family
and experts' suggested intervention components. This overcame
previous difficulties of selecting an intervention's mechanisms of
action from the comprehensive list included as part of the BCWand
only embedded those that were deemed appropriate by stake-
holders. Indeed, using co-design techniques with family members
and experts within the current intervention development process
may reduce the ‘research-practice gap’,22 by considering stake-
holders' knowledge and experiences that may influence the in-
terventions acceptability and sustainability.29 Previous research
has similarly integrated evidence from numerous sources, such as
systematic reviews, qualitative research and expert opinion (like
this study), and reported improvements in intervention accept-
ability and efficacy.48 Indeed, in the current intervention develop-
ment process, families and experts were able to shed light on what
intervention components to include to overcome acceptability is-
sues when using wearables, which may not have been considered
otherwise (e.g. implementing collective challenges compared with
competitions; recommending a family or friend to join the inter-
vention). Although few studies have empirically evaluated the
effectiveness of using co-design techniques to develop behaviour
change interventions,28 the partnership between co-design tech-
niques and theoretical underpinnings forms part of the MRC's core
elements of intervention development (engage stakeholders,
develop an intervention based on research evidence and theory).18

Thus, this approach may also provide opportunities to successfully
secure funding to implement and evaluate the ‘Move & Connect’
intervention.

Intervention components, functions and BCTs

Some of the ‘Move & Connect’ intervention components are
similar to previous interventions using wearables to increase child
or adolescent PA levels.17 Similar intervention components, such as
step challenges and reviewing PA progress,49,50 increased adoles-
cent step counts49 and MVPA.50 The proposed ‘Move & Connect’
intervention also incorporates more BCTs than typically found in
wearable-based interventions.17 On average, wearable in-
terventions incorporate eight BCTs, with multicomponent in-
terventions incorporating an average of 10 BCTs (range: 2e12

BCTs).17 This compares to 24 in the ‘Move & Connect’ intervention.
Identifying the ‘Move & Connect’ intervention's mechanisms of
action, in the present study, can provide an indication as to ‘how’

and ‘why’ an intervention works or does not work,51 aids replica-
bility and provides justification for modifying intervention com-
ponents based on their effectiveness.51,52 The ‘Move & Connect’
intervention must be piloted to explore its feasibility, from an
implementation and evaluation perspective, and to examine
whether the number or type of intervention functions or BCTs
impacts its potential effectiveness.

Previous interventions targeting child or family PA levels have
been limited in their long-term effectiveness,5 including those
incorporating wearables as intervention tools.17 Therefore, the
sustainability of the ‘Move & Connect’ intervention was important
to consider throughout the development process (e.g. within the
expert workshops). The flexible nature of the intervention may be
beneficial for its sustainability and adherence, as parents often
report household, family and occupational responsibilities as bar-
riers to being physically active.14,53 Family-based interventions
developed solely by researchers have been criticised for not
allowing flexibility for families to engage with intervention com-
ponents.54 Allowing families to flexibly engage with the ‘Move &
Connect’ intervention will enable them to use the intervention
tools when it is most convenient for them, which may help over-
come previously identified external barriers to PA (e.g. time).14 One
potential drawback of implementing a flexible intervention is that
engagement with intervention components may differ between
families. This means that the intervention's mechanisms of action
(identified functions and BCTs) may also differ between families,
and there are no consistent mechanisms that are used by all.
Therefore, the ability to measure families' engagement with the
intervention components, including the wearable itself, may be
crucial. Once implemented and evaluated, the intervention's
effectiveness may be stratified based on the type and amount of
engagement they had with the intervention's components.

Targeting wearable use, as well as PA, in the ‘Move & Connect’
intervention may be important for sustaining families' engagement
with the intervention. The novelty effect has previously been
identified as a barrier of wearable use.14,17,41 Ridgers et al.41 recently
suggested an ‘adherence window’, which may reflect a window of
opportunity (2e4 weeks) for researchers to encourage long-term
wearable use. By regularly monitoring families' wearable use and
providing prompts, alongside tailored messages, this may
encourage wearable use and engagement with the intervention. To
our knowledge, this has not been considered in wearable in-
terventions targeting child PA.17 The ‘Move& Connect’ intervention
must be piloted to explore its acceptability, feasibility and fidelity.
To potentially increase the intervention's effectiveness, a whole
systems approach is likely required. A whole systems approach
considers a behaviour's interactive, ongoing and dynamic com-
plexities with other behaviours and settings.55 Whole system ap-
proaches encourage stakeholders to share understanding, consider
the integration of behaviours and target where to intervene that
may result in potential ‘spill-over effects’.55e57 A benefit of the
‘Move & Connect’ intervention is that it can be easily integrated
within existing interventions and initiatives, if found to be effective
in future trials.

Future directions

Following recommendations outlined by theMRC,18 the ‘Move&
Connect’ intervention will be implemented and evaluated to
explore its acceptability, feasibility and preliminary effectiveness
on families' PA levels and physical health (e.g. body mass index,
body fat percentage, waist circumference) using a pilot randomised
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controlled trial lasting 12-weeks. A multidisciplinary team will
collaborate to plan, design, and conduct the implementation and
evaluation of the intervention.18 Families from deprived back-
grounds will be recruited (reflecting the demographics of families
participating in the present study), and facilitators, such as com-
munity workers, will be trained to deliver the ‘Move & Connect’
intervention. Exploring the feasibility and fidelity of facilitators (vs
researchers) implementing the current intervention will provide
insights into its longevity. If the ‘Move & Connect’ intervention is
feasible and effective, a definitive longer term trial will be con-
ducted. There is potential for the intervention to be adapted and
expanded into other settings and with other target users, such as
clinical settings, following further participatory action research.

Strengths and limitations

The strengths of this study include its systematic development
using theoretical underpinnings and co-design techniques with
families and experts. Displaying barriers to family PA and wearable
use via vignettes was a strength of this study. Vignettes can reduce
social desirability and enable discussions in a non-confrontational
way.36 The accounts provided by families were typically in the
first-person, which demonstrated how the vignettes were intern-
alised and enabled families to interpret the scenarios in a way that
reflected their own family circumstances.36 However, different
perspectives meant it was difficult to refine intervention compo-
nents by balancing evidence-based knowledge (PA experts) and
acceptability (families). This is recognised as a difficulty of con-
ducting multistakeholder work.58 One way to consider the align-
ment of views is by using a Delphi method.59 The Delphi method is
a systematic process that results in a consensus of expert opinion
via several stages of data collection (e.g. questionnaires).59 Previous
studies have used multiple questionnaires to refine intervention
components.60 It may have been beneficial to use Delphi methods
to follow-up with families and experts after their workshop
participation. However, Delphi methods are burdensome, and
dropout rates can range from 25% to 60%.61,62 A convenience sam-
pling strategy was used to recruit families. Therefore, the families
involved in the co-design workshops may already have the capa-
bility, opportunity, and/or motivation to be active or participate in
behaviour change initiatives. Gaining more families perspectives
via public and patient involvement work will be crucial before
implementing and evaluating the ‘Move & Connect’ intervention.
Furthermore, most families lived in deprived areas (Index of Mul-
tiple Deprivation deciles 1e3). This not only limits the general-
isability of the intervention but also allows the intervention to be
implemented in such areas, where PA may be low.63 Although the
Index of Multiple Deprivation provides insight into area-level
socio-economic status, the cost of wearables has previously been
identified as a barrier of adults using wearables.64 Thus, collecting
additional demographic data, such as household income, when
implementing and evaluating the ‘Move & Connect’ intervention
could provide further insights into the sustainability of the
intervention.

Conclusions

This is the first study to use the BCW and co-design to develop
an evidence-informed family-based wearable intervention (the
‘Move & Connect’ intervention). This study demonstrates how the
integration of previous research, theoretical underpinnings and
stakeholder involvement can be used to develop behaviour change
interventions and identify its mechanisms of action. Future
research may wish to apply the same methodology to enable a
systematic way of evaluating and replicating its intervention

components. Further work is needed to examine the feasibility and
acceptability of implementing and evaluating the ‘Move& Connect’
intervention, along with ascertaining its potential effectiveness.
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a b s t r a c t

Objectives: This study aimed to estimate the burden of colorectal cancer (CRC) attributable to high
plasma glucose from 1990 to 2019.
Study design and methods: Data on the disease burden were retrieved from the Global Burden of Disease
online database. Estimated average percentage change (EAPC) was used to quantify the age-standardized
mortality rate (ASMR) and age-standardized disability-adjusted life years (DALYs) rate (ASDR) of high
plasma glucoseerelated CRC trends by sex and location between 1990 and 2019.
Results: Globally, the death number and DALYs of CRC attributable to high plasma glucose remained a
steady increase at global level from 1990 to 2019, and similar trends have been reported in age-
standardized rate. The country with the largest number of death cases and DALYs of high plasma
glucoseerelated CRC in 2019 was China, followed by the United States of America and India. Nearly
three-quarters of total countries experienced an increase in the ASMR and ASDR, and the greatest in-
crease of ASMR and ASDR was found in Uzbekistan (EAPC ¼ 5.32) and Equatorial Guinea (EAPC ¼ 4.65),
respectively. A negative correlation was found between sociodemographic indices and the EAPC of ASMR
and ASDR (rASMR ¼ �0.259, p < 0.001; rASDR ¼ �0.282, p < 0.001).
Conclusions: A significant increase in mortality and DALYs of CRC attributable to high plasma glucose was
observed in global and most countries, especially in the developing countries. Public health policies and
targeted programs are needed to reduce the burden of disease.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

Colorectal cancer (CRC) is one of the commonly diagnosed
gastrointestinal carcinomas,1,2 and it has been the second leading
cause of cancer-related deaths worldwide.3 According to the recent
statistics, there were more than 2.17 million incident cases of CRC

and 1.08 million deaths in 2019 globally. More importantly, the CRC
incidence was reported to significantly increase in most countries
over the last decades,4e6 even among the young adults.7,8 This
unexpected increase is driven by multifaceted factors and suggests
that CRC has become a major public health challenge worldwide.9

The risk factors for CRC have been extensively studied. The well-
determined risk factors include age, obesity, diabetes, unhealthy
diet, and physical inactivity.10e12 Although enormous efforts have
been made to combat these risk factors to reduce the CRC disease
burden, unfortunately, some of these contributors were still on
increase. For example, between 1975 and 2016, the prevalence of
excess body weight in adultsddefined as a body mass index
�25 kg/m2dincreased from nearly 21% in men and 24% in women
to approximately 40% in both sexes.13 In 2017, a total of 73,222
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(8.2%) CRC-related deaths were attributed to overweight world-
wide.14 The level of fasting plasma glucose (FPG) is also deemed to
be strongly associated with CRC.15 In addition, in recent decades,
the prevalence of diabetes, characterized by high plasma glucose,
has large increases in virtually all regions of the world,16 which has
also greatly increased the risk of CRC.

The current understandingof international burdenof and variation
in plasma glucoseerelated CRC is limited to high-income countries
and is not enough. The Global Burden of Disease (GBD) study inte-
grated multiple levels of health data and provided us an unprece-
dented opportunity to comprehensively learn the disease burden at
the global, regional, and national levels. In the present study, we
leverage the GBD data to describe and analyze the geographical dis-
tribution and temporal trends of CRC burden attributable to high
plasma glucose at the global, regional, and national levels.

Methods

Study data

We collected the data of CRC-related mortality rate, death
number, and disability-adjusted life years (DALYs) attributable
to high plasma glucose by sex, country or territory, region,
single calendar year, and age from 1990 to 2019 using the on-
line Global Health Data Exchange query tool.17 The definition of
high FPG is that serum FPG is greater than 4.8e5.4 mmol/L in
GBD 2019. The national sociodemographic indices (SDIs), which
is a composite average of the rankings of the incomes per
capita, average educational attainment, and fertility rates of all
areas in the GBD study,18 were also retrieved from GBD online
database.

Table 1
The mortality rate and DALYs of colorectal cancer (CRC) attributable to high plasma glucose and the temporal trends between 1990 and 2019, by age, sex, SDI region, and GBD
region.

Deaths (95% % uncertainty interval) DALYs (95% % uncertainty interval)

2019 EAPC (95% CI), 1990
e2019

2019 1990e2019 EAPC (95% CI), 1990
e2019

Count (� 1000) ASMR (/105) Count (� 1000) ASDR (/105)

Global 97.58 (23.83 to 212.80) 1.24 (0.30 to 2.71) 0.93 (0.79 to 1.08) 1903.48 (453.68 to 4170.38) 23.33 (5.58 to 51.17) 0.98 (0.85 to 1.10)
Age(years)
15e49 2.67 (0.57 to 6.23) e 2.42 (2.36 to 2.47) 124.82 (26.72 to 290.92) e 2.41 (2.36 to 2.47)
50e69 30.40 (7.00 to 67.32) e 0.83 (0.77 to 0.89) 883.12 (203.33 to 1969.68) e 0.92 (0.86 to 0.99)
70þ 64.50 (16.10 to 140.07) e 1.10 (0.95 to 1.25) 895.54 (221.60 to 1940.54) e 0.90 (0.85 to 1.10)

Sex
Male 55.02 (10.23 to 123.88) 1.58 (0.30 to 3.56) 1.26 (1.11 to 1.42) 1128.04 (204.52 to 2572.26) 29.87 (5.44 to 67.85) 1.30 (1.16 to 1.44)
Female 42.56 (7.86 to 98.67) 0.97 (0.18 to 2.25) 0.50 (0.36 to 0.63) 775.44 (143.79 to 1794.31) 17.69 (3.28 to 40.93) 0.50 (0.39 to 0.60)

SDI region
High 33.92 (8.53 to 73.47) 1.64 (0.40 to 3.54) 0.24 (0.14 to 0.34) 592.11 (143.40 to 1277.51) 31.28 (7.50 to 67.67) 0.23 (0.16 to 0.31)
High-middle 27.97 (6.70 to 61.68) 1.38 (0.33 to 3.06) 1.20 (0.93 to 1.48) 537.74 (125.51 to 1184.28) 26.21 (6.12 to 57.75) 1.15 (0.90 to 1.41)
Middle 22.87 (5.38 to 50.83) 1.02 (0.24 to 2.25) 2.12 (1.91 to 2.32) 491.02 (114.78 to 1109.00) 19.87 (4.66 to 44.64) 2.19 (2.00 to 2.38)
Low-middle 10.20 (2.45 to 22.39) 0.83 (0.20 to 1.83) 2.48 (2.41 to 2.55) 223.99 (53.43 to 496.57) 16.62 (3.96 to 36.64) 2.47 (2.40 to 2.53)
Low 2.56 (0.61 to 5.71) 0.60 (0.14 to 1.33) 1.79 (1.74 to 1.85) 57.35 (13.52 to 128.83) 11.62 (2.74 to 26.01) 1.76 (1.71 to 1.81)

GBD region
Andean Latin
America

0.48 (0.11 to 1.09) 0.90 (0.22 to 2.05) 2.81 (2.62 to 3.00) 8.73 (2.04 to 20.03) 15.97 (3.75 to 36.53) 2.77 (2.60 to 2.95)

Australasia 0.70 (0.17 to 1.54) 1.29 (0.30 to 2.86) �0.20 (�0.39 to �0.01) 11.74 (2.76 to 26.02) 23.16 (5.41 to 51.59) �0.36 (�0.59 to �0.14)
Caribbean 0.98 (0.25 to 2.12) 1.90 (0.49 to 4.10) 1.41 (1.34 to 1.48) 18.49 (4.69 to 40.52) 35.72 (9.05 to 78.28) 1.48 (1.42 to 1.55)
Central Asia 0.63 (0.15 to 1.38) 1.00 (0.25 to 2.21) 2.91 (2.70 to 3.13) 14.70 (3.57 to 32.23) 20.40 (4.91 to 44.61) 2.36 (2.18 to 2.55)
Central Europe 5.60 (1.37 to 12.12) 2.48 (0.61 to 5.37) 1.58 (1.45 to 1.70) 105.52 (25.01 to 231.36) 48.31 (11.38 to 106.06) 1.60 (1.47 to 1.72)
Central Latin
America

2.83 (0.72 to 6.12) 1.24 (0.32 to 2.69) 1.26 (1.16 to 1.37) 58.49 (14.74 to 127.64) 24.92 (6.28 to 54.37) 1.65 (1.56 to 1.74)

Central Sub-
Saharan Africa

0.27 (0.06 to 0.65) 0.65 (0.15 to 1.53) 0.80 (0.54 to 1.06) 6.50 (1.46 to 15.50) 12.92 (2.85 to 30.56) 0.89 (0.65 to 1.14)

East Asia 19.34 (4.30 to 44.09) 0.99 (0.22 to 2.26) 2.04 (1.59 to 2.48) 418.57 (90.88 to 964.51) 20.01 (4.39 to 45.98) 2.05 (1.62 to 2.48)
Eastern Europe 3.51 (0.82 to 7.95) 0.99 (0.23 to 2.25) 0.87 (0.65 to 1.09) 70.77 (16.41 to 160.02) 20.22 (4.68 to 45.73) 0.62 (0.37 to 0.87)
Eastern Sub-
Saharan Africa

0.67 (0.16 to 1.55) 0.51 (0.12 to 1.16) 1.56 (1.51 to 1.60) 15.05 (3.43 to 34.90) 9.88 (2.25 to 22.88) 1.57 (1.52 to 1.61)

High-income Asia
Pacific

5.81 (1.35 to 13.09) 1.10 (0.25 to 2.47) �0.40 (�0.55 to �0.25) 93.82 (20.88 to 208.75) 20.85 (4.59 to 46.96) �0.52 (�0.67 to �0.38)

High-income North
America

11.92 (2.98 to 25.11) 1.80 (0.45 to 3.80) 0.96 (0.61 to 1.31) 227.97 (26.25 to 481.22) 36.46 (8.94 to 77.19) 0.89 (0.57 to 1.22)

North Africa and
Middle East

4.15 (0.99 to 9.17) 1.12 (0.27 to 2.45) 3.04 (2.74 to 3.33) 90.60 (21.37 to 203.26) 21.71 (5.14 to 48.28) 2.97 (2.68 to 3.27)

Oceania 0.07 (0.02 to 0.16) 1.22 (0.32 to 2.66) 1.82 (1.78 to 1.85) 1.82 (0.45 to 4.09) 25.60 (6.41 to 56.73) 1.89 (1.86 to 1.93)
South Asia 9.06 (2.17 to 20.08) 0.72 (0.17 to 1.60) 2.30 (2.15 to 2.46) 200.45 (47.40 to 446.62) 14.46 (3.44 to 32.18) 2.30 (2.16 to 2.44)
Southeast Asia 6.69 (1.58 to 15.12) 1.28 (0.31 to 2.87) 2.67 (2.62 to 2.73) 141.47 (32.21 to 321.79) 24.20 (5.61 to 55.02) 2.57 (2.48 to 2.66)
Southern Latin
America

1.77 (0.44 to 3.87) 2.06 (0.51 to 4.50) 1.68 (1.53 to 1.83) 32.06 (7.83 to 70.47) 38.08 (9.28 to 83.86) 1.70 (1.57 to 1.83)

Southern Sub-
Saharan Africa

0.58 (0.15 to 1.27) 1.20 (0.30 to 2.64) 1.57 (1.26 to 1.87) 11.91 (2.94 to 26.22) 22.28 (5.56 to 49.09) 1.97 (1.65 to 2.30)

Tropical Latin
America

2.48 (0.60 to 5.40) 1.07 (0.26 to 2.32) 1.10 (0.98 to 1.22) 49.82 (12.01 to 110.40) 20.65 (4.97 to 45.71) 1.21 (1.07 to 1.36)

Western Europe 19.16 (4.81 to 41.17) 1.84 (0.46 to 3.97) 0.22 (�0.06 to 0.49) 307.30 (75.90 to 662.49) 33.08 (8.07 to 71.12) 0.17 (�0.06 to 0.39)
Western Sub-
Saharan Africa

0.89 (0.21 to 1.98) 0.62 (0.15 to 1.37) 2.20 (2.12 to 2.27) 17.72 (4.20 to 39.83) 10.78 (2.57 to 24.07) 2.19 (2.11 to 2.26)

ASDR, age-standardized disability-adjusted life years rate; ASMR, age-standardized mortality rate; CI, confidence interval; DALYs, disability-adjusted life years; EAPC, esti-
mated average percentage change; GBD, Global Burden of Disease; SDI, sociodemographical index.
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Statistical analysis

In this study, we used the estimated average percentage change
(EAPC) to quantify age-standardized rates (ASRs), including the
age-standardized mortality rate (ASMR) and the age-standardized
DALYs rate (ASDR), of high plasma glucoseerelated CRC trends by
sex and location between 1990 and 2019. The EAPC, a widely used
measure of the changing trend of the rate within a specified in-
terval, was calculated to show the secular trend of the burden
attributable to high plasma glucose based on a regression model by
fitting the natural logarithm of ASMR or ASDR with the calendar
year.19,20 A regression line was fitted to the natural logarithm of the
rates, that is, y ¼ a þ bx þ 3, where y ¼ ln (ASMR) or ln (ASDR),
x ¼ calendar year, and ε ¼ error term. The EAPC was calculated as
100 � (exp(b) � 1), and its 95% confidence interval (CI) was also
obtained from the linear regression model.21 The Pearson correla-
tion testwas used to assess the correlations between SDIs and ASRs,
as well as the EAPC of ASRs, so as to explore the potential impact of
SDIs on burdens-related indicators. All statistical tests were
analyzed using the R program (R core team, version 4.1.1). A p value
<0.05 was considered statistically significant.

Results

The trends of CRC ASMR and ASDR attributable to high plasma
glucose at the global level

The death number has increased more than twofold between
1990 and 2019, and nearly 97.58 thousand people (95% uncertainty
interval [UI]: 23.83e212.80) died of high plasma glucoseerelated
CRC in 2019, contributing to 1903.48 thousand (95% UI:
453.68e4170.38) DALYs worldwide (Table 1). The ASMR of CRC
attributable to high plasma glucose was 1.24 per 100,000 popula-
tion (95% UI: 0.30e2.71) and ASDR of which was 23.33 per 100,000

population (95% UI: 5.58e51.17) in 2019 (Table 1). Nearly two-
thirds of the total deaths occurred in people aged �70 years in
2019, with deaths case was 64.5 thousand (95% UI: 16.10e140.07),
and DALYs of this age group accounted for nearly half of the total
(ASDR ¼ 89.54 thousand, 95% UI: 221.60e1940.54; Table 1). The
population aged 15e49 years had the highest growth rates of ASMR
and ASDR, with EAPC (95% CI) was 2.42 (0.57e6.23) and 2.41
(2.36e2.47), respectively. From 1990 to 2019, both males and fe-
males experienced a significant increase in mortality rate and
DALYs of high plasma glucoseerelated CRC, and males reported a
greater growth rate both of ASMR and ASDR, with EAPC being 1.26
(95% CI: 1.11e1.42) and 1.30 (95% CI: 1.16e1.44), respectively
(Table 1). The proportion of death number and DALYs of CRC
attributable to high plasma glucose increased from 6.58% and 5.56%
in 1990 to 8.99% and 7.84% in 2019, respectively (Fig. 1). The ASMR
of high plasma glucoseerelated CRC was also increased by 0.93%
(95% CI: 0.79e1.08) per year between 1990 and 2019, and the ASDR
of which was by 0.98% (95% CI: 0.85e1.10) per year (Table 1; Fig. 2).

The trends of CRC ASMR and ASDR attributable to high plasma
glucose at the regional level

For SDI regions, the death number, ASMR, DALYs, and ASDR, as
well as the proportion of burden in CRC, of high plasma
glucoseerelated CRC were on increase in all SDI regions (Table 1;
Fig. 1). The greatest increase of ASMR and ASDR were observed in
the low-middle SDI region, in which the ASMR and ASDR increased
by 2.48% (95% CI: 2.41e2.55) per year and 2.47% (95% CI:
2.40e2.53), respectively, between 1990 and 2019 (Table 1; Fig. 2).
The highest death number and DALYs of high plasma
glucoseerelated CRC was found in East Asia in 2019, whereas the
highest ASMR and ASDR of high plasma glucoseerelated CRC were
found in Central Europe, with 2.48 per 100,000 (95% UI: 0.61e5.37)
and 48.31 per 100,000 (95% UI: 11.38e106.06; Table 1). The

Fig. 1. The proportion of (A) number of deaths and (B) number of DALYs of colorectal cancer (CRC) attributable to high plasma glucose at the global and regional levels, 1990 and
2019.
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proportion number of deaths and DALYs of CRC attributable to high
plasma glucose have increased in all regions (Fig. 1). A total of 18
GBD regions experienced a significant increase in the both ASMR
and ASDR, of which the most pronounced increase was observed in
North Africa and Middle East, with increasing by 3.04% (95% CI:
2.74e3.33) and 2.97% (95% CI: 2.68e3.67) per year of the ASMR and
ASDR, respectively. There were two GBD regions (i.e. Australasia
and high-income Asia Pacific) being seen a remarkable decrease in
the both ASMR and ASDR (Table 1; Fig. 2).

The trends of CRC ASMR and ASDR attributable to high plasma
glucose at the national level

The country with largest numbers of death cases of high plasma
glucoseerelated CRC among the 204 countries and territories in
2019 were China (18.16 thousand [95% UI: 4.03e41.45]), followed
by the United States of America and India (Table S1 and Fig. 3A). The
DALYs showed the same pattern as mortality. The highest ASMR
and ASDR weremostly observed in Brunei Darussalam (ASMR: 5.82
per 100,000, 95% UI: 1.61e11.86; ASDR: 109.32 per 100,000, 95% UI:
1.61e11.86; Table S1; Table S2; Fig. 3B; Fig. 3E). Between 1990 and
2019, a total of 184 and 6 countries or territories experienced an

increase and decrease in the ASMR, respectively. In addition, there
were 14 countries or territories experienced remained stable in the
ASMR, such as France, Israel, and Colombia (Table S1; Fig. 3C). The
greatest increase of ASMR was found in Uzbekistan (EAPC ¼ 5.32,
95% CI: 5.05e5.58), followed by Equatorial Guinea, and Cabo Verde.
The most pronounced decrease was found in Singapore
(EAPC:�2.02, 95% CI:�2.26 ~�1.78), followed by Austria and Japan
(Table S1; Fig. 3C). For DALYs, most countries or territories (186/
204) experienced an increase trend, and the greatest increase was
found in Equatorial Guinea (EAPC: 4.65, 95% CI: 4.71e4.97),
whereas the most pronounced decrease was also found in
Singapore (EAPC: �2.29, 95% CI: �2.26 ~ �2.07) (Table S2; Fig. 3F).

Relationship between EAPC and economic health indicators

In this type of population-based study, we also assessed the
correlations of the SDIswith high plasma glucoseerelated CRC ASMR
and the changing trends of ASMR, as well as ASDR, at the national
level. As shown in Fig. 4A and C, positive correlation was found be-
tween national SDIs and the ASMR and ASDR of high plasma
glucoseerelated CRC (rASMR ¼ 0.577, p < 0.001; rASDR ¼ 0.555,
p < 0.001). In contrast, a negative correlation was found between
SDIs and the EAPC of ASMR and ASDR (rASMR ¼ �0.259, p < 0.001;
rASDR ¼ �0.282, p < 0.001; Fig. 4B and D).

Discussion

Given the alarming increase in case number, CRC has become an
emerging global public health concern over the last decade.22,23 In
this study, we analyzed the secular trends of the high plasma
glucoseerelated CRC mortality rate and DALYs at the global,
regional, and national levels. We found that the mortality rate and
DALYs significantly increased at the global level between 1990 and
2019, and this rate was geographically heterogeneous and showed
different trends from country to country. For example, the mor-
tality rate was high in developed countries, whereas this rate
experienced a significant decrease in part of these countries. On the
contrary, the mortality rate increased with different magnitudes in
most developing countries, where CRC was previously less diag-
nosed. All these findings highlight the importance of public health
policies and programs, aimed at raising awareness of CRC, from
screening to the development of early detection and management
strategies to reduce CRC-related mortality and disease burden.

In terms of sex difference, the results suggested that males have
shown a higher ASMR and a greater increase than females, which
indicated that the male population faced a higher risk of CRC. Ev-
idence from population-based studies also suggested that hyper-
glycemia or diabetes was significantly associated with the risk of
CRC in men.24,25 In fact, not just CRC, studies show that cancer-
related incidence and mortality in males were higher than those
in females worldwide.26 A recent study that evaluated the gender-
specific differences in clinical outcome for more than 20 types of
cancer revealed that the risk of death in most types of tumors in
females was lower than that in males (e.g. leukemia, lymphoma,
and liver cancer) compared with males.27 These sex differences
might explain by the difference in the tumor microenvironment,
level of the immune response, and hormone level, such as the
expression of gene sets related to immunity in female patients is
higher than in males.27,28 In addition, the highest value both of
ASMR and ASDR were in the age group of 70þ both for males and
females, and the number of deaths in this age group accounts for
two-thirds of the total. The age group with the largest increase is
the age group of 14e49 years, which reflects partly that the inci-
dence and death of CRC might show a younger trend. The screening
strategy that younger adults, especially those with a high risk of

Fig. 2. Trends, represented by the estimated average percentage change (EAPC), of (A)
age-standardized mortality rate (ASMR) and (B) age-standardized DALYs rate (ASDR) of
the high plasma glucoseerelated colorectal cancer (CRC) at the global and regional
levels, 1990e2019.
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CRC should be included in the scope of screening, is worth
adjusting and being considered. Effective and available screening
measures were essential to reduce the disease burden of CRC.

A large number of empirical studies have shown a close corre-
lation between blood glucose and CRC.29,30 Several hypotheses or
pathological mechanisms underlying might explain the biological
relationship between high plasma glucose and CRC, such as
hyperinsulinemia through insulin-like growth factor signaling,31,32

chronic inflammation,33 changes in bile acid,34 interaction with the
cell cycle,35 increased DNA damage,36 promotion of migration and
invasion of cancer cells.37,38 Hyperglycemia could also aggravate
the prognosis of CRC.39 For example, a recent study indicated that
hyperglycemia significantly increased drug resistance in CRC pa-
tients after surgery.40 In addition, CRCwas one of themost common
complications of diabetes mellitus and was linked with an
increased incidence of and a poor prognosis for CRC.41,42 A meta-
analysis based on a cohort study showed that CRC patients with
diabetes had a shorter survival time of 5 years than those without
diabetes.43 It is worth noting that significant increase in hyper-
glycemia or diabetes prevalence in most countries irrespective of
economic level in recent years,44,45 and this growth continues,
especially in developing countries. All these findings suggest that
the burden of CRC will be further increased, even in those countries
that currently have a low disease burden of CRC.

Our results show that the country with the largest death num-
ber and disease burden of high plasma glucoseerelated CRC is
China followed by the USA and India. The possible reason might be
that these regions have the largest proportion of populations
worldwide; however, it should be noted that the mortality rates in
where have been increasing in the past two decades. More
importantly, the disease burden caused by diabetes or high plasma
glucose was also increasing significantly in these areas,46,47 and
crucial strategies need to be developed to further alleviate these

burdens. The ASMR and ASDR of Brunei Darussalam in 2019 were
highest. There were studies showed that Brunei Darussalam has
reported a steady increase in the incidence and deaths of CRC.48,49

In Brunei Darussalam, there were currently no formal national CRC
screening programs, and screening was offered in an opportunistic
fashion for high-risk individuals for CRC, which might lead to the
fact that currently most CRC cases are identified at late stages and
thus decreased the survival rates.48 In Brunei Darussalam, the
overall 5-year survival rates for CRC patients were 49.6%.50 These
findings underscored the critical need to develop and implement
CRC screening strategies and procedures, which were essential for
early detection and improved prognostic survival.

In this study, the ASMR of high plasma glucoseerelated CRC
experienced a decrease in some developed countries (e.g. Canada,
Germany, Japan, and Australia). This decrease might be largely
ascribed to thewide application of early screening programs, such as
fecal occult blood test and colonoscopy, at the community level in
these countries. Screening programs aiming at identifying CRC in its
premalignant polyp phase, as well as at an early malignant stage,
help to reduce the incidence and mortality of CRC by removing
precancerous lesions before malignant transformation or at an early
stage.51,52 In a meta-analysis of observational studies, screening co-
lonoscopy was associated with a reduction of 70% CRC risk and of
68% mortality.53 In addition, the region with the highest EAPC in-
crease in ASMR was North Africa and Middle East, followed by
Central Asia, and among them, the most increased country was
Uzbekistan. The vastmajority of these areas are developing countries
with low SDIs, and the increased ASMR may be the result of limited
access to health care and late stage at diagnosis, as well as the lack of
screening programs.54 Our study results showed that a negative
correlation was found between SDIs and the EAPCs of ASMR and
ASDR might partly explain these changes. In developing countries,
owing to the limited economic resources, healthcare structure, and

Fig. 3. The global distribution of (A) number of deaths in 2019, (B) age-standardized mortality rate (ASMR) in 2019, (C) the estimated average percentage change (EAPC) of the
ASMR between 1990 and 2019, (D) number of DALYs in 2019, (E) age-standardized DALYs rate (ASDR) in 2019, and (F) the estimated average percentage change (EAPC) of the ASDR
between 1990 and 2019 of the high plasma glucoseerelated CRC. The deeper the color, the higher the rate. (For interpretation of the references to color in this figure legend, the
reader is referred to the Web version of this article.)
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infrastructure to support screening in developing countries, the CRC
screening programs are far from complete. For example, in China,
individuals aged 40e74 years received fecal occult blood test
screening followed by rectal screening and colonoscopy. However,
this program was not available to the entire population, and the
national registry used to track clinical outcomes was estimated to be
only 13% of the national population, which made healthcare plan-
ning difficult.55 These results highlight thatmore attention should be
paid to the people in developing countries and low-income regions,
and the availability of screening and health resources should be
supported in these countries. A set of measures are therefore ur-
gently needed to face these challenges, including modifying the diet
pattern (e.g. increasing the intake offiber,milk, andwhole grains and
reducing the consumption of red and processed meat), improving
weight management, initiating or expanding CRC early screening
program among populations, incorporating the glucose manage-
ment into the CRC screening program, high-quality health care, and
better treatment modalities.14,22

There are some limitations that should be noted in this study.
First, although the GBD uses all available data from sources such
as cancer registries, regionally induced differences in data
collection and coding, as well as the quality of data sources,
remain unavoidable. Second, the increasing trend of CRC mortality
rate might be partly driven by the increase in diagnosis in recent
years because more patients were access to health care. Third,
although a significant increase was found in the burden of high
plasma glucoseerelated CRC, this trend should be interpreted
with caution, as we have not excluded the patients diagnosed
with diabetes.

Conclusions

In summary, in this study, we described and analyzed the
mortality rate and DALYs of CRC attributable to high plasma
glucose, and a significant increase of which was observed in global
and most countries, especially in the developing countries. More
targeted and tailored prevention strategies are urgently needed to
reduce the burden of disease.
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Objectives: Prior research highlights the role of efficacy, vaccine safety, and availability in vaccine hesi-
tancy. Research is needed to better understand the political driving forces behind COVID-19 vaccine
uptake. We examine the effects of the origin of a vaccine, and approval status within the EU on vaccine
choice. We also test if these effects differ by party affiliation among Hungarians.
Study design: We use a conjoint experimental design to assess multiple causal relationships. Re-
spondents choose between two hypothetical vaccine profiles randomly generated from 10 attributes. The
data were gathered from an online panel in September 2022. We applied a quota for vaccination status
and party preference. Three hundred twenty-four respondents evaluated 3888 randomly generated
vaccine profiles.
Methods: We analyse the data using an OLS estimator with standard errors clustered by respondents. To
further nuance our results, we test for task, profile, and treatment heterogeneity effects.
Results: By origin, respondents prefer German (MM 0.55; 95% CI 0.52e0.58) and Hungarian (0.55; 0.52
e0.59) vaccines over US (0.49; 0.45e0.52) and Chinese vaccines (0.44; 0.41e0.47). By approval status,
vaccines approved by the EU (0.55, 0.52e0.57) or pending authorization (0.5, 0.48e0.53) are preferred
over unauthorised ones (0.45, 0.43e0.47). Both effects are conditional on party affiliation. Government
voters especially prefer Hungarian vaccines (0.6; 0.55e0.65) over others.
Conclusions: The complexity of vaccination decisions calls for the usage of information shortcuts. Our
findings demonstrate a strong political component that motivates vaccine choice. We demonstrate that
politics and ideology have broken into fields of individual-level decisions such as health.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is
an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.

0/).

Introduction

To make communication on COVID-19 vaccines more efficient
and increase vaccination rates, we need more knowledge on what
information people take into account in making this complex
health decision. This is especially crucial in countries with multiple
vaccine choices, where information on vaccines is denser, and
people are consequently selective of information and often rely on
information shortcuts. To answer this call, this study looks at the
effect of various vaccine characteristics on COVID-19 vaccine choice
in general, and of its political aspects in particular. While

vaccination campaigns often are politicised, the political compo-
nent of COVID-19 vaccine uptake is frequently overlooked.

Concerns regarding efficacy,1e5 side-effects,1e4,6e12 vaccine
safety,1,5,7,9e11,13,14 the vaccine's ability to prevent transmission,5,15

and its accessibility6,16,17 (convenience) are amongst the leading
causes of COVID-19 vaccine hesitancy and delay. Multiple vaccine
choices and the individual's free choice of vaccine can reduce
hesitancy.11,18 At the same time, the abundance of options may be
confusing for individuals who are not competent in making such
health decisions in a high-uncertainty environment.19 Indeed, the
spread of misinformation6,10 and conspiracy theories,12,14,19,20

inconsistent, complicated, and contradictory information on
vaccination,3,6 and the absence of sufficient information11,12 trump
vaccine uptake levels. An important determinant of vaccine uptake
is political affiliation, which, people use as an information shortcut
in the storm of incomplete and confusing information.
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Although people mistrust political persuasion,21 and political
polarization of the vaccine debate creates doubts about vaccines in
general,22,23 people increasingly rely on political ideology and party
affiliation. Research on COVID-19 vaccine uptake confirms the
findings of earlier research on general vaccine acceptance:24e26

conservative and right-leaning people are more likely to show
hesitancy than liberal and left-leaning folks.2,9,21,27e29 People also
listen to political leaders and parties,21,30 and accept vaccines
developed in ‘friendly countries’.2,11,30

By using an experimental design, we directly compare the ef-
fects of vaccines' political characteristics such as (1) the origin of
the vaccine and (2) the vaccine's approval by the European Medi-
cines Agency (EMA), to that of the usual suspects of the scholarship.
Furthermore, we seek to know if the effects of the vaccine's political
features are conditional upon the party affiliation of the re-
spondents. Our study allows us to zoom in on the interplay be-
tween politics on the supranational level (in this case, the European
Union) and nationalistic tendencies in explaining vaccine choice,
which, to our knowledge, makes our empirical approach unique.

For our empirical exercise, we select Hungary as a case. As of July
2022, Hungary was the fourth country in the world regarding
confirmed COVID-19 deaths per one million inhabitants.31 In
September 2022, the share of fully vaccinated population (62%) was
around the world average of 61%, but below the EU average (73%)32

and within the lowest quarter of the EU. Six COVID-19 vaccines had
been in use: Comirnaty (Pfizer/BioNTech), Spikevax (Moderna),
Covidshield (Oxford/AstraZeneca), Janssen (Johnson & Johnson),
Sputnik V (Gamalexa), and Covilo (Sinopharm).33 Vaccines are
available free of charge, and people can freely choose between
them. From the beginning of the vaccination campaign (December
2020), the right-wing-populist government of Viktor Orb�an pro-
moted the emergency use (ahead of EMA approval) and the uptake
of the so-called Eastern vaccines (Sputnik V and Covilo) Hungary
had a big reserve of. Most of the parliamentary opposition parties
expressed scepticism towards the safety and efficacy of the Eastern
vaccines or campaigned against all COVID-19 vaccines (Mi Haz�ank
e Our Homeland).34 As a response to the opposition's vocal distrust
in the Chinese and Russian vaccines, the government tried to frame
the biggest opposition parties as anti-vaxxers.35 The vaccine issue
became politically polarised.36 Accordingly, we expect that
compared to voters of opposition parties, government voters are
more likely to pick up an Eastern vaccine or a vaccine that is not
approved by the EMA.

Methods

Vaccine choice is a complex decision affected by factors such as
efficacy, safety, accessibility or government communication. To
assess and compare the role of the usual suspects on vaccine choice,
this study makes use of a conjoint experiment which allows for the
estimation of multiple causal effects simultaneously and nonpara-
metrically.37 Conjoint experiments are based on the idea that
choices can be broken down into a set of product (here COVID-19
vaccines) attributes. This method is fruitfully applied in public
health studies in estimating the effect of vaccine characteristics on
vaccine uptake.2,38e41 Our questionnaire presents respondents
with two hypothetical vaccine profiles (Vaccine A and Vaccine B).
We randomly generate vaccine profiles from 10 attributes (Table 1)
and do not exclude any combinations of attribute levels from the
experiment.

Our main attributes of interest are (1) the country in which the
vaccine was developed, and (2) EMA approval. While vaccine pro-
files in the experiment are hypothetical, we aimed at using attri-
bute levels that are familiar to the respondents. From the pool of
countries developing COVID-19 vaccines, we include the USA, a

Western European country (Germany), and two Eastern countries
(Russia and China). We include a fifth country which e to date e

does not have a working vaccine against COVID-19: Hungary. We
suspect that voters of the right-wing-populist government are
prone to vaccine nationalism40 and hence would be more willing to
accept a vaccine that was developed in Hungary vs other countries.

When designing the levels for the remaining attributes, we
aimed at staying as close to reality as possible. For instance, we
relied on openly available sources to scale the vaccine efficacy (i.e.
the percentage of cases in which the full dosage prevents serious
illness)42 and cost per dosage attributes. We did not include the
value ‘Common’ in the severe adverse events attribute, because no
vaccine could be given the green light that commonly causes severe
side-effects. The remaining values were adopted from the EMA's
documentation of the Comirnaty COVID-19 mRNA vaccine with a
slight modification (we excluded the category of ‘very common’
adverse events) to decrease the number of attribute levels.43

Dependent variable e vaccine choice

After reading the vaccine profiles, respondents answered the
following question: Which of the two vaccines would you accept? (A
or B). We refer to this decision as the ‘task’. Three hundred twenty-
four respondents performed the task six times in September 2022.
During the six tasks, we showed each respondent 12 vaccine pro-
files (two in each task). The number of evaluated vaccines in the
study is 324 � 12 ¼ 3888, of which 3846 were unique. For the
analysis, we transformed the respondent-level data so that each
row in the data set represents one vaccine profile in the experi-
ment. The dependent variable of our analysis is a 0/1 variable taking
1 if the respondent picked the respective profile in the choice task,
and 0 if they did not.

Randomization

We apply two types of randomization in creating the vaccine
pairs. First, we randomly assign attribute levels to vaccine profiles.
We do not allow the same vaccine profile to appear within the same
task (i.e. respondents always have to choose from two profiles that
are different), but, though very unlikely, the same vaccine profile
may appear during consecutive tasks. Second, each respondent sees
the attributes in a different order. However, the order of the attri-
butes per respondent remains fixed. This restriction on randomi-
zation is recommended by Hainmueller et al.37 to ease the
‘cognitive burden’ on respondents.

Sample representativeness

We did not aim at a representative sample of the Hungarian
population. It was essential that there are enough observations in
the matrix of two variables: COVID-19 vaccine uptake and party
preference. Owing to the features of the online panel that we
used, the chance that a fully representative sample would have
granted us to test the interaction between profile attributes, party
preference, and vaccine uptake was very unlikely. We aimed at a
sample distribution of 25% vaccinated government voters, 25%
unvaccinated government voters, 25% vaccinated opposition
voters and 25% unvaccinated opposition voters. Although our re-
sults are not generalizable to the entire population of Hungary,
such data are eligible to investigate causal relationships between
variables in experimental settings.44 We do not weight the data
during the analysis,45 but we do test for heterogeneous treatment
effects to check if any of the sociodemographic variables interact
with the attribute effects. Furthermore, we only include voting-
age respondents in our sample. Panel members with no party
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preference we exclude from the data. Compared to a nationally
representative sample such as the 2021 wave of the European
Social Survey (weighted by PSWEIGHT),46 our sample is about the
same age and religiousness. At the same time, our sample includes
slightly more women, is generally more educated, more well off
and more interested in politics (Table 2). Furthermore, the ma-
jority of our sample did not have a confirmed COVID-19 infection
before the data collection (65.7%), and find it rather unlikely to
contract COVID-19 during the following 6 months (avg ¼ 4.66,
1e11 scale).

Data analysis

With no logical combinations of attribute levels excluded from
the experiment, a simple linear regression estimator is unbiased
and is considered the Average Marginal Component Effect
(AMCE).37 We interpret coefficients as the average change in the
probability that the respective vaccine is chosen, given that the

attribute level in question appears in the profile. As vaccine profiles
are embedded into individual respondents, and each respondent
evaluates 12 profiles, we cluster standard errors by respondents.
We also report Marginal Means (MM) and interpret them as the
mean outcome across all appearances of an attribute level. We
discuss task, profile, and heterogeneous treatment effects in the
Online Appendix.

Results

Fig. 1 shows the results of our main model. We find that all at-
tributes in the experiment have significant (CI: 95%) effects on
vaccine choice. Respondents prefer vaccines that are on a later
stage of trial, have rare side-effects, that are more efficacious, are
inexpensive, require a low number of doses to reach the reported
efficacy, are available within amonth, and prevent the transmission
of the virus. We report the linear regression coefficients and pre-
dicted probabilities in the Online Appendix.

Table 1
Attributes, attribute levels in the conjoint experiment, and their frequency in the data.

Attributes Attribute levels Frequency
(n)

The vaccine was developed in… 1 ¼ USA 788
2 ¼ Germany 776
3 ¼ China 786
4 ¼ Russia 767
5 ¼ Hungary 771

The vaccine is fully authorised in the EU 1 ¼ Yes 1246
2 ¼ No 1264
3 ¼ Authorization pending 1378

The vaccine's trial phase 1 ¼ The vaccine has been given to a small number of persons 1267
2 ¼ The vaccine has been given to several hundred persons 1359
3 ¼ The vaccine has been given to several thousand persons 1262

The vaccine's documented severe adverse events (allergic
reaction, hospitalization)

1 ¼ Not common: out of 10,000 treated patients 10e100 experience severe adverse events (0.1
e1% of all patients)

1323

2¼ Rare: out of 10,000 treated patients 1e10 experience side-effects (0.01e0.1% of all patients) 1254
3¼ Extremely rare: out of 10,000 treated patients less than 1 experience severe adverse events
(less than 0.01% of all patients)

1311

The vaccine's documented mild adverse events (flu-like
symptoms)

1¼ Common: out of 10,000 treated persons 100e1000 experience mild adverse events (1e10%
of all patients)

969

2 ¼ Not common: out of 10,000 treated persons 10e100 experience mild adverse events (0.1
e1% of all patients)

1002

3 ¼ Rare: out of 10,000 treated persons 1e10 experience mild adverse events (0.01e0.1% of all
patients)

999

4 ¼ Extremely rare: out of 10,000 treated persons less than 1 experience mild adverse events
(less than 0.01% of all patients)

918

The vaccine's efficacy (full dosage, preventing serious illness) 1 ¼ 95% 986
2 ¼ 90% 1005
3 ¼ 85% 953
4 ¼ 75% 944

How many doses are needed to reach the reported efficacy? 1 ¼ 1 1229
2 ¼ 2 1353
3 ¼ 3 1306

Cost per dosage 1 ¼ Free 955
2 ¼ 1000 HU 980
3 ¼ 5000 HUF 990
4 ¼ 10,000 HUF 963

Availability 1 ¼ The vaccine is readily available 967
2 ¼ Patients have to wait for the vaccine for up to a week 985
3 ¼ Patients have to wait for the vaccine for up to a month 1006
4 ¼ Patients have to wait for the vaccine for up to 3 months 930

Transmission 1 ¼ The vaccine prevents the transmission of the virus to other people 1970
2 ¼ The vaccine does not prevent the transmission of the virus to other people 1918

Number of evaluated profiles 3888
Number of unique profiles 3846
Number of respondents 324

Zs. Papp and G.B. Nkansah Public Health 217 (2023) 33e40

35



In the whole sample, respondents show a preference towards
German (MM 0.55; 95% CI 0.52e0.58) and Hungarian (0.55;
0.52e0.59) vaccines in contrast to vaccines from the USA (0.49;
0.45e0.52) and China (0.44; 0.41e0.47). They also prefer vaccines
that are at advanced stages of EU approval (approved: 0.55,
0.52e0.57; approval pending: 0.5, 0.48e0.53; vaccine not
approved: 0.45, 0.43e0.47).

Fig. 2(a) visualises the MMs of the vaccine's origin across sup-
porters of the government and opposition parties. We report sig-
nificant differences between vaccines across voter groups. On the
one hand, opposition supporters reject Russian vaccines (0.42;
0.37e0.47) over vaccines from the USA (0.52; 0.47e0.57), Germany
(0.59; 0.54e0.63), and Hungary (0.52; 0.47e0.57). Regarding the
Chinese vaccines, they are not that negative: only German vaccines
are preferred over Chinese (0.45; 0.4e0.5) jabs. On the other hand,
counter to our expectation, government voters pick Western vac-
cines (USA: 0.46; 0.41e0.51; Germany: 0.52; 0.48e0.56) with the
same likelihood as Russian shots (0.5; 0.46e0.55). For government
supporters, the divide lies not between Western and Eastern vac-
cines but between vaccines developed in Hungary (0.6; 0.55e0.65)
vs others.

Tapping into vaccine nationalism, our data indicate that there are
several differences between government and opposition voters in
how the various attributes affect the choice of the Hungarian vac-
cine.We report that for opposition voters, the trial phase, the severe
side-effects, efficacy, and transmission plays a role in choosing the
Hungarian jab. Contrarily, in the group of government voters, we do
not see such effects. No performance measure seems to affect the
choice of theHungarianvaccine in this group.However, government
voters appear to be more price sensitive, and are less likely to pick
the Hungarian vaccine if it costs 10,000 HUF (0.45; 0.39e0.59) as
opposed to being administered for free (0.65; 0.56e0.73). At the
same time, government voters take vaccine performance (i.e. trial
phase, severe side-effects, efficacy and transmission) into account
when evaluating the non-Hungarian vaccines.

Concerning the vaccine's EMA approval, we find that both
government and opposition supporters prefer vaccines that are
approved in the EU, and this preference is stronger for opposition
voters (Fig. 2(b)). Supporters of opposition parties tend to pick
vaccines that are already approved (0.57; 0.54e0.61) over non-
approved vaccines (0.44; 0.41e0.47) and those with pending
approval (0.49; 0.46e0.52). For government voters, on the other

Table 2
Description of the sample.

Sample
distribution
(%)

Mean Standard
deviation

Age How old are you? 48.61 14.47

Gender What is your gender? Male 42.9
Female 57.10

Highest education What is your highest level of education? No education 0.93
Primary 7.10
Vocational school 21.30
High-school graduation 26.23
Technical and further
education (Hungarian:
OKJ)

17.90

BSc/BA 17.59
MSc/MA 8.02
PhD/DLA 0.93

Residence Which of the following would best describe the settlement where you live? Budapest 17.28
Larger city, county capital 24.69
Town 31.17
Village 26.85

Income Here you can see an income scale on which 1 indicates the lowest income group and 11 the
highest income group in Hungary. We would like to know in what group your household is.
Please, specify the appropriate number, counting all wages, salaries, pensions and other
incomes that come in.

Scale: 1-11 5.18 2.09

Family status Which of the following would best describe your family status? Married 43.21
In a relationship 20.99
Divorced 12.35
Widowed 6.17
Single 17.28

Religiousness Regardless of whether you belong to a particular religion, how religious would you say you
are?

Scale: 1-11 5.07 3.42

Political interest How interested would you say you are in politics? Scale: 1-11 6.55 3.21

Previously
infected with
COVID-19

Have you had a confirmed COVID-19 infection before? Yes 34.26
No 65.74

Risk of COVID-19
infection

On a scale of 1e11, how likely do you think you can be infected with COVID during the next
6 months?

Scale: 1-11 4.66 2.92

Vaccination status Have you received at least one shot of any of the available COVID vaccines? No 49.38
At least one jab 50.62

Government voter Supposing that there are elections held this Sunday, which party would you vote for?
(Government: Fidesz e KDNP, Opposition: MSZP, Jobbik, LMP, DK, P�arbesz�ed, Liber�alisok,
Magyar K�etfarkú Kutya P�art, Momentum, Mi Haz�ank, Other)

Yes 49.69
No 50.31
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hand, it is already reassuring when a vaccine's approval is in
progress (0.52; 0.49e0.55) and are willing to pick such vaccines
with the same probability as fully approved vaccines (0.52;
0.49e0.55) over non-authorised ones (0.46; 0.42e0.49).

To pinpoint the interplay between vaccine nationalism and su-
pranational politics, we present the MMs of EU approval across the
various levels of vaccine origin and party preference (Fig. 3). We
find that in the cases of both government and opposition voters,

Fig. 1. AMCEs in the choice-based conjoint analysis.

Fig. 2. Marginal Means of the (a) vaccine's origin and (b) EMA approval status across party preference.
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choosing a Western vaccine comes with a preference for EU
approval. Opposition voters are also more likely to accept a Chinese
vaccine when it is approved by the EU (approved: 0.52; 0.43e0.62;
not approved: 0.34; 0.25e0.44). At the same time, the role of EU
approval is insignificant (P > 0.05) in choosing a Russian or Hun-
garian vaccine for both, government, and opposition voters.

Robustness

To test the robustness of our results, we checked for task (i.e. the
order in which the tasks are presented within the survey to the
respondent affects the vaccine choice) and profile (i.e. the order in
which the profiles are presented within a task affects the vaccine
choice) effects.We reportno significant effects related to theorderof
tasks (AMCE 0.001; 95% CI e0.001 to 0.004) and profiles
(0.015; �0.039 to 0.069). To identify heterogeneous treatment ef-
fects,we includean interactionof the countrywhere thevaccinewas
developed and EU approval with background information such as
age, gender, education, place of residence, income, family status,
religiousness, political interest, previous COVID-19 infection, the
perceived risk of getting infected, and COVID-19 vaccination status.
We find heterogeneous treatment effects in the cases of the highest
level of education, place of residence, religiousness, and family sta-
tus. We discuss all heterogeneous treatment effects in the Online
Appendix.

Discussion

Our analyses reveal five main findings on the determinants of
vaccine choice. First, the country of origin of a vaccine is a strong
determinant of its likelihood of acceptance. Respondents preferred

German and Hungarian vaccines to American and Chinese vaccines.
Second, a vaccine is more likely to be accepted if it is either already
approved by the EU, or at an advanced stage of the approval pro-
cess. Third, significant differences exist between the vaccine
choices of opposition and government voters, based on vaccine
origin. Supporters of the ring-wing populist government show a
strong preference for Hungarian vaccines over non-Hungarian
vaccines. This is evidence of vaccine nationalism, and fits well
together with the overall nationalist rhetoric of the Hungarian
government.47 The more left-wing opposition voters, on the other
hand, show stronger proclivities towards Western vaccines. Atti-
tudes towards Russian vaccines also differ considerably between
the two groups. While opposition voters reject Russian vaccines for
Western vaccines, government voters show similar propensities to
accept them, compared to vaccines of Western origin. Fourth, while
far from rejecting Hungarian vaccines, and contrary to government
voters, supporters of opposition parties approach the Hungarian jab
with more scepticism. Performance measures play an important
role in the decision to accept the vaccine from Hungary. Fifth, we
find that a pro-EU sentiment goes together with picking a Western
vaccine for both government and opposition voters. For the Russian
and Hungarian vaccines, we do not find a significant effect of the
EMA approval. This suggests an alignment between the West-East
narrative and attitudes towards the EU. At the same time, in the
case of the Chinese vaccine, we probably witness another mecha-
nism in place. Opposition voters are willing to pick the Chinese
vaccine if the EU authority supports it. Here, the EU escapes the
West-East narrative and appears as an actor that creates trust in the
Chinese vaccine.

Our study is relevant for governments and public health au-
thorities in their efforts to increase vaccine acceptance. It is in each

Fig. 3. Marginal Means of EMA approval across the vaccine's origin and party preference.
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country's best interest that their population is vaccinated with the
medically best available vaccine. However, as we show, under
heavy political polarization, when political vaccine attributes
inform vaccine choice, they overshadow medical considerations.
People have a tendency to rely on the political information shortcut
even if all medical and performance data are at their disposal.
Therefore, vaccination campaigns should strictly rely on scientific
information on vaccines, and be organized by medical authorities
using politically neutral language. A larger emphasis should be
placed on vaccine features such as efficacy, side-effects, or infor-
mation on transmission instead of its country of origin. In other
words, vaccination campaigns should always be grounded in sci-
ence and not in politics. Politicians, if they participate in vaccination
campaigns, should only communicate certified medical informa-
tion, and avoid transferring existing political polarization into the
realm of health decisions. Our results are particularly useful to
countries with (1) strong political polarization, or (2) free vaccine
choice from a wide array of vaccines in their efforts to calibrate
vaccination campaigns. Furthermore, research on vaccine nation-
alism could inform countries on whether they should invest in
developing their own vaccine to boost vaccine uptake, or is it more
efficient to rely on already available shots.

Limitations and next steps

This study is a single-country exercise. Generalizability may be
limited to countries with multiple vaccine choices and a highly
polarised political scene. At the time of study, about 6.45 million
Hungarian people33 were vaccinated, 8036 new cases registered
weekly, and 35 weekly deaths, according to government services
report. While new COVID-19 cases are on the rise, we are still in-
between waves. We suspect that in the midst of a serious wave,
vaccination decisions might depend more on factors such as effi-
cacy and availability. It is possible that when the threat of infection
is not imminent, political aspects could play a larger role. In addi-
tion, we suspect that results for Russian vaccines in the study may
have been influenced by the ongoing RussiaeUkraine war, and
might not be a true reflection of the actual evaluation of the re-
spondents of the vaccine.

Our approach could benefit from replicating the study on a large,
representative sample to identify demographic cohorts which are
more prone to rely onpolitical heuristics inmakinghealth decisions.
Public health campaigns could target these cohorts to help them
make decisions grounded in medical information.
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a b s t r a c t

Objective: Exclusive breastfeeding has important benefits for both children and mothers. However, the
proportion of exclusive breastfeeding is still not evenly distributed among regions, including in
Indonesia. The purpose of this study was to analyze the practice of exclusive breastfeeding by region in
Indonesia and its influencing factors.
Study design: This study was cross-sectional study.
Methods: This study used secondary data from the Indonesia Demographic and Health Survey 2017. The
total sample was 1621 respondents, which consisted of mothers whose last child was under six months
old and was still alive; the mothers did not have twins and lived with their child. Data were analyzed by
using Quantum GIS and binary logistic regression statistical tests.
Results: This study shows that 51.6% of respondents gave exclusive breastfeeding in Indonesia. The
highest proportion was in the Nusa Tenggara region (72.3%), whereas the lowest was in Kalimantan
province (37.5%). Mothers who lived in the regions of Nusa Tenggara, Sulawesi, Java-Bali, and Sumatra
had a higher chance of exclusive breastfeeding compared to those in the Kalimantan region. The factors
associated with the exclusive breastfeeding vary widely across all regions, and the child's age is the only
common factor associated with the exclusive breastfeeding in all regions, except Kalimantan.
Conclusion: This study shows wide variation in regional proportions and determinants of exclusive
breastfeeding in Indonesia. Therefore, appropriate policies and strategies are needed to increase equi-
table exclusive breastfeeding practices across all regions in Indonesia.

© 2023 The Royal Society for Public Health. Published by Elsevier Ltd. All rights reserved.

Introduction

Breast milk (ASI) contains nutrients that are essential for the
health, growth, and development of a baby.1 Breastfeeding is one of
the public health interventions to reduce the baby mortality,2 the
baby's risk of contracting digestive diseases, respiratory infections,
and obesity. On the other hand, the exclusive breastfeeding can
improve children's cognitive abilities3e5 and contribute to prevent
mothers from the risk of developing breast and ovarian cancer and
to reduce the risk of obesity and chronic diseases such as type II
diabetes mellitus.6 In Indonesia, the infant mortality rate was 21
per 1000 live births in 2018, higher than other developing South-
East Asian countries, such as Vietnam (16 per 1000 live births),
Thailand (8 per 1000 live births), and Malaysia (7 per 1000 live
births).7 Exclusive breastfeeding is the process of feeding infants
during the first 1 h after giving birth. According to the Indonesia

Demographic and Health Survey 2017, the coverage of exclusive
breastfeeding for children under six months old increased by 10% in
the last 5 years, from 42% in 2012 to 52% in 2017. It shows that 48%
of children under six months old across Indonesia were not
exclusively breastfed. The percentage of children who did not get
breast milk at all increased from 8% in the Indonesia Demographic
and Health Survey 2012 to 12% in the Indonesia Demographic and
Health Survey 2017.8

The achievement of exclusive breastfeeding in Indonesia hasmet
theminimum target of 50% set in the national development plan for
the last five years. Some regulations implemented support exclusive
breastfeeding in Indonesia. However, the proportion of exclusive
breastfeeding decreases as the children get older. The proportion of
children receiving exclusive breastfeeding varies. Around 67% were
children aged under one month, 55% were aged 2e3 months, and
38% were aged 4e5 months.8 The proportion of exclusive breast-
feeding in Indonesia is still not evenly distributed among provinces
andevengaps exist among them. Thefiveprovinceswith thehighest
rates of exclusive breastfeeding were West Nusa Tenggara, East
Kalimantan, East Java, the Special Region of Yogyakarta, and East
Nusa Tenggara, whilst other five lowest-achievement provinces
were North Sumatra, Gorontalo, Maluku, Papua, and West Papua.9
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Several previous studies in Indonesia have revealed the scope
and determinants of exclusive breastfeeding. A national study
based on an analysis of the Indonesia Demographic and Health
Survey from 2002 to 2017 showed that the proportion of mothers
who exclusively breastfed their babies increased significantly
between 2002 and 2017, with a greater increase among mothers
from the higher wealth quintiles, working in professional sectors,
and living in Java and Bali.10 In general, the factors linked to the
exclusive breastfeeding include the child's age, mother's educa-
tion, occupation, type of delivery, parity, economic status, resi-
dence, and early initiation of breastfeeding.11e14 In addition to the
wide geographical, sociodemographic, and cultural diversity in
Indonesia, it is important to study exclusive breastfeeding by
region. To illustrate, eastern Indonesian socio-economic de-
velopments such as industry, housing, public transportation, road
facilities, and health facilities are slower than those in western
Indonesia, especially in the Java region.15e18 Therefore, this study
aims to analyze the practice of exclusive breastfeeding by region
in Indonesia using nationally representative data from the
Indonesia Demographic and Health Survey 2017. This study can
complete the big picture of the exclusive breastfeeding phenom-
ena in Indonesia, which can resolve the Indonesian exclusive
breastfeeding. The purpose of this study is to analyze the practice
of exclusive breastfeeding by region in Indonesia and factors that
influence it.

Methods

Data source

This study performed secondary data analysis. Data were taken
from the Indonesia Demographic and Health Survey (IDHS) 2017.
IDHS is part of the International Demographic and Health Survey
(DHS) program organized by the Inner-City Fund (ICF) to provide a
comprehensive picture of the population as well as maternal and
child health in Indonesia. The sample from IDHS 2017 was designed
to present national and provincial estimates. It covered 1970 census
blocks covering both urban and rural areas.

This survey used a two-stage stratified cluster sampling
method. The first stage was the selection of several census blocks
using a systematic probability proportional to measure (PPS) the
number of households obtained from the SP2010 listing. The
second stage selected 25 ordinary households using systematic
sampling from the list. The population of this study was 49,692
Indonesian women of childbearing age (15e49 years) e data was
from the 2017 IDHS. The sample used in this study was part of the
population with some inclusion criteria, namely mothers whose
last child was under six months old and still alive, they did not
have twins and lived with their child. Ten percent was excluded
due to incomplete data, 1% was due to twins, and 1% was the
missing data. Finally, the samples of this study were 1621 alto-
gether. The mothers with incomplete data were not included in
the analysis.8

Result variables

The proportion of exclusive breastfeeding refers to infants under
six months old who receive not only breast milk as their source of
food, but also oral rehydration solutions, vitamin drops or syrup,
and medications. The data were collected from the mother's
memory of the food given to her baby in the last 24 h before the
survey and it is in line with the WHO/UNICEF guidelines to assess
the feeding practices of infants and children.19 Result variables
were defined in binary categories, exclusive breastfeeding and
unexclusive breastfeeding.

Research factor

Research factors were adapted from previous studies.11,13,14

These included predisposing factors and enabling factors. Predis-
posing factors include maternal age, child age, education,
employment status, economic status, residence, parity, and early
initiation of breastfeeding. Enabling factors include the number of
antenatal care visits, place of delivery, type of delivery, and a
number of postnatal care visits.

Maternal age was divided into three age groups, namely 15e19
years, 20e34 years, and 35e49 years. Children's age was divided
into three age groups, all of which are 0e1month, 2e3months, and
4e5 months, and mother's education was divided into three
groups; low (no school or elementary school graduates), middle
(secondary school graduates), and higher (college graduates).
Mother's occupation was divided into employed (e.g. professional,
technician, manager and administration, clerk, sales, service, agri-
cultural or industrial worker) and non-employed. Residence was
divided into rural and urban. Using the wealth index, economic
status in this study was classified into three groups, namely poor
(poor and poorest), middle, and rich (rich and richest). Parity
referred to the number of children born to the mothers and was
categorized into 1 and >1. The number of antenatal care visits made
by the mothers during pregnancy was categorized into �4 and <4.
Place of delivery was categorized into health facilities and non-
health facilities. The type of delivery was categorized into vaginal
delivery and cesarean section. Early initiation of breastfeeding was
divided into two categories, namely �1 h and >1 h. Postnatal care
visits referred to childrenwho were examined at a health facility in
the first two months after birth.

Data analysis

Data analysis was done by regions grouped based on the largest
islands, namely Sumatra, Java-Bali, Nusa Tenggara, Kalimantan,
Sulawesi, Maluku Islands, and Papua.18,20 Sample weights were
used to analyze the data from the IDHS. All datawere analyzedwith
a complex sample design. Statistical analyses, i.e. univariate anal-
ysis and bivariate analysis, were performed through binary logistic
regression. The relationship between the independent and
dependent variables was classified based on the P-value of the bi-
nary logistic regression test results, with P < 0.05 for statistically
significant relationships. The direction of the relationship between
the independent and dependent variables was seen based on the
odd ratio value of the binary logistic regression test results, with a
reference value of 1. Meanwhile, a spatial analysis was to find out
the distribution map of exclusive breastfeeding by province in
Indonesia. The analysis used the Statistical Product and Service
Solutions (SPSS) software and Quantum GIS.

Results

Fig. 1 shows the distribution of exclusive breastfeeding in 34
provinces of Indonesia. Kalimantan region (West Kalimantan and
Central Kalimantan), Maluku Island region (Maluku), and Papua
region (West Papua) had the lowest distribution of exclusive
breastfeeding. Meanwhile, the highest distribution of exclusive
breastfeeding was in the Nusa Tenggara region.

Respondents characteristics

Table 1 shows that the proportion of mothers who give exclusive
breastfeeding in Indonesia is 51.6%. The highest proportion of
exclusive breastfeeding was in the Nusa Tenggara region (72.3%)
and the lowest was in the Kalimantan region (37.5%). The majority
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of mothers were in the age group of 20e34 years. The majority of
childrenwere in the age group of 2e3months and 4e5months. The
Java-Bali regionwas dominated bywomenwho lived in urban areas
and other areas were dominated by women who lived in rural
areas. The majority of mothers were secondary school graduates
and they did not work, except the Papua region whose majority of
mothers actively worked. All regions were dominated by women
with poor economic status, except the Java-Bali region which was
dominated by women with rich economic status. All regions were
dominated by mothers who had �1 parity, making � 4 times
antenatal care visits during their pregnancy, and gave birth in
health facilities, except Maluku regions where the majority of de-
liveries were still carried out in non-health facilities. The type of
delivery was mostly done by vaginal delivery. Early initiation of
breastfeeding was mostly done within �1 h, but it took �1 h of
breastfeeding in Sumatera and Sulawesi. The majority of mothers
made postnatal care visits.

Table 2 shows the results of the binary logistic regression test for
regional disparities of exclusive breastfeeding in Indonesia. This
analysis used the Kalimantan region as a reference because it had
the lowest percentage of exclusive breastfeeding. Mothers in the
Nusa Tenggara region had a 4348 times higher chance of exclusive
breastfeeding than those in the Kalimantan region (OR 4348; 95% CI
2423e7800). Mothers in the Sulawesi region had a 2286 times
higher chance of exclusive breastfeeding than those in the Kali-
mantan region (OR 2286; 95% CI 1380e3788). Mothers in the
Sumatra region had a 1610 times higher chance of exclusive
breastfeeding than those in the Kalimantan region (OR 1.610; 95%
CI 1.011e2565). Similarly, mothers in the Java-Bali region had a
1.773 times higher chance of exclusive breastfeeding than those in
the Kalimantan region (OR 1.773; 95% CI 1.114e2.822).

Table 3 presents that the variables of child's age, mother's ed-
ucation, occupation, economic status, number of antenatal care
visits, early initiation of breastfeeding, and postnatal care visits had
a relationship with exclusive breastfeeding. Children aged 0e1
month and 2e3months in all regions, except Kalimantan (P > 0.05),
had a higher chance of exclusive breastfeeding than those aged 4e5
months. Mothers in the Sumatra region who were secondary
school graduates had a 1772 times higher chance of exclusive

breastfeeding than those with lower education (OR 1772; 95% CI
1077e2916). Mothers in the Java-Bali regionwho did not work had
a 2500 times higher chance of exclusive breastfeeding than those
who worked (OR 2500; 95% CI 1.591e3928). Mothers with middle
to upper economic status had a lower chance of exclusive breast-
feeding compared to mothers with poorer economic status in
Sumatra (OR 0.472; 95% CI 0.257e0.869) and the Java-Bali region
(OR 0.415; 95% CI 0.230e0.746).

Discussion

This study shows that there are substantial variations in exclu-
sive breastfeeding in all regions of Indonesia. This study reported
that certain regions have diverse socio-economic, religious, cul-
tural, and geographical conditions. Mothers living in the Nusa
Tenggara region had the highest prevalence of exclusive breast-
feeding, whereas those in the Kalimantan region was the lowest.
The results of the binary logistic regression analysis revealed that
all regions, except Maluku Islands and Papua, had significant dif-
ferences in exclusive breastfeeding compared to Kalimantan region
servings as a reference. However, the differences were not signifi-
cant in Maluku Islands, Papua, and Kalimantan regions. In other
words, mothers who lived in Nusa Tenggara, Java-Bali, Sulawesi,
and Sumatra regions had a higher chance of exclusive breastfeeding
compared to those in Kalimantan regions.

West Nusa Tenggarawas the province with the highest coverage
of exclusive breastfeeding in Indonesia, even in the last 5 years.9

West Nusa Tenggara province has implemented Early Breastfeed-
ing Initiation (IMD) and exclusive breastfeeding programs since
2010. It also has initiated Regional Regulation No. 7 of 2011 con-
cerning the Protection and Improvement of Maternal and Child
Health which requires IMD and exclusive breastfeeding. This
exclusive breastfeeding was even conducted before the enactment
of Government Regulation of the Republic of Indonesia No. 33 of
2012 concerning Exclusive Breastfeeding. After the regional regu-
lations were enacted, the regional government had to disseminate
the information to the community and related parties, such as
hospitals and health centers. It is recommended that health ser-
vices should develop written policies to support exclusive

Fig. 1. Distribution of exclusive breastfeeding by province in Indonesia.
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breastfeeding, provide early initiation of breastfeeding services,
and provide training for health workers to encourage and assist
mothers to give exclusive breastfeeding either directly or indirectly,
in maternity clinics or general hospitals.21

This study also shows that mothers living in Kalimantan were
less likely to exclusively breastfeed their babies than those living in

Java-Bali known as urban islands. In general, people who lived in
urban areas had a better education than those living in rural areas.
For this reason, mothers living in urban areas tend to have a better
access to health facilities and information, such as lactation
consultation and support.22,23

Kalimantan regions had a lower rate of exclusive breastfeeding
compared to other regions. Several studies conducted in Kali-
mantan showed that a strong predictor of non-exclusive breast-
feeding was low education. Mothers were less aware of the benefits
of exclusive breastfeeding, most of whom believed that additional
food could make their babies grow faster. The regional government
contributed to this unfortunate situation because guidelines, in-
formation, and socialization on the exclusive breastfeeding were
not promoted to local mothers. Even, sanctions for public operators
who failed to support the exclusive breastfeeding facilities were not
upheld. As a result, the implementation of exclusive breastfeeding
in the Kalimantan regions was less optimum.24,25

Various government policies related to exclusive breastfeeding
have been established, including Law Number 36 of 2009, Article

Table 1
Respondent characteristics (n ¼ 1621).

Variable n % Regions

Sumatera
(n ¼ 403)

Java-Bali
(n ¼ 856)

Nusa
Tenggara
(n ¼ 78)

Kalimantan
(n ¼ 91)

Sulawesi
(n ¼ 133)

Maluku
(n ¼ 23)

Papua
(n ¼ 37)

n % N % n % n % N % n % n %

The practice of exclusive breastfeeding
Exclusive breastfeeding 837 51.6 198 49.1 441 51.5 56 72.3 34 37.5 77 57.8 10 41.1 21 56.1
Non-exclusive breastfeeding 784 48.4 205 50.9 415 48.5 22 27.7 57 62.5 56 42.2 13 58.9 16 43.9

Maternal age (years)
35e49 315 19.4 80 19.8 159 18.6 17 21.2 19 21.3 32 24.1 2 10.6 6 15.4
20e34 1191 73.5 293 72.7 637 74.4 57 72.9 63 68.9 94 70.5 17 73.9 30 83.7
15e19 115 7.1 30 7.4 60 7.0 4 5.9 9 9.8 7 5.4 4 15.4 1 0.9

Child's age (months)
0e1 404 24.9 114 28.2 200 23.4 21 26.5 22 24.1 34 25.7 5 20.0 9 23.2
2e3 618 38.1 154 38.2 331 38.7 28 36.8 35 38.1 47 35.3 8 37.7 15 40.3
4e5 599 37.0 135 33.6 325 38.0 29 37.7 34 37.8 52 38.9 10 42.2 13 36.5

Residence
Rural 870 53.6 279 69.2 333 38.8 60 76.3 59 64.4 96 72.4 15 64.2 29 78.9
Urban 751 46.4 124 30.8 523 61.2 18 23.7 32 35.6 37 27.6 8 35.8 8 21.1

Education
Higher 254 15.7 72 17.8 117 13.7 11 13.9 11 11.5 32 23.8 5 21.3 7 19.0
Secondary 968 59.7 228 56.5 552 64.5 39 49.5 47 51.9 67 50.2 15 64.9 21 55.8
Primary 399 24.6 103 25.6 187 21.8 28 36.6 33 36.6 34 25.9 3 13.8 9 25.2

Occupation
Not working 961 59.3 229 56.9 527 61.5 50 63.7 57 62.3 68 51.4 15 63.9 17 44.5
Working 659 40.7 174 43.1 329 38.5 28 36.3 34 37.7 65 48.6 8 36.1 20 55.5

Economic status
Upper 599 36.9 122 30.3 408 47.7 8 10.2 21 23.3 29 22.0 3 12.8 7 19.0
Middle 341 21.0 89 22.1 198 23.1 5 6.9 20 22.2 23 16.8 3 14.3 3 7.4
Lower 681 42.0 192 47.6 250 29.2 65 82.9 50 54.6 81 61.2 17 72.9 27 73.6

Parity
>1 1120 69.1 289 71.8 567 66.3 59 75.9 64 70.5 96 72.0 14 61.6 30 81.9
1 501 30.9 114 28.2 289 33.7 19 24.1 27 29.5 37 28.0 9 38.4 7 18.1

Number of antenatal care visits
�4 1426 87.9 323 80.2 790 92.3 71 90.3 83 91.0 115 86.7 17 73.6 27 72.5
<4 195 12.1 80 19.8 66 7.7 7 9.7 8 9.0 18 13.3 6 26.4 10 27.5

Place of delivery
Health facilities 1373 84.7 323 80.0 792 92.5 63 80.7 64 70.7 102 76.4 9 40.1 20 55.4
Non-health facilities 248 15.3 80 20.0 64 7.5 15 19.3 27 29.3 31 23.6 14 59.9 17 44.6

Type of delivery
Vaginal 1326 81.8 325 80.6 689 80.5 69 88.6 78 85.5 110 82.6 21 93.0 34 91.8
Caesar 295 18.2 78 19.4 167 19.5 9 11.4 13 14.5 23 17.4 2 7.0 3 8.2

Early initiation of breast feeding
<1 Hour 858 52.9 175 43.3 486 56.7 56 71.9 47 51.6 62 46.5 12 53.6 20 54.9
>1 Hour 763 47.1 228 56.7 370 43.3 22 28.1 44 48.4 71 53.5 11 46.4 17 45.1

Postnatal care visit within 2 months
Yes 1028 63.4 236 58.6 580 67.8 46 59.4 52 56.7 81 60.8 12 52.1 21 55.9
No 593 36.6 167 41.4 276 32.2 32 40.6 39 43.3 52 39.2 11 47.9 16 44.1

Table 2
Binary logistics regression analysis by region.

Variables Exclusive breastfeeding

OR 95% CI P-value

Region
Sumatera 1.610 1.011e2.565 0.045
Java-Bali 1.773 1.114e2.822 0.016
Nusa Tenggara 4.348 2.423e7.800 0.000
Sulawesi 2.286 1.380e3.788 0.001
Maluku Islands 1.165 0.660e2.057 0.598
Papua 2.133 0.904e5.033 0.084
Kalimantan Ref.
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Table 3
The relationship between independent variables and the practice of exclusive breastfeeding by region in Indonesia.

Variables Exclusive breastfeeding

Indonesia Sumatera Java-Bali Nusa Tenggara Kalimantan

OR 95% CI P-value OR 95% CI P-value OR 95% CI P-value OR 95% CI P-value OR 95% CI P-value

Lower Upper Lower Upper Lower Upper Lower Upper Lower Upper

Maternal age (years)
35e49 0.965 0.530 1.756 0.906 1.194 0.439 3.246 0.727 0.943 0.340 2.613 0.910 0.688 0.055 8.676 0.770 0.552 0.106 2.874 0.476
20e34 1.115 0.680 1.828 0.665 1.011 0.445 2.299 0.979 0.923 0.416 2.052 0.845 2.710 0.272 27.051 0.391 3.140 0.597 16.521 0.174
15e19 Ref. Ref. Ref. Ref. Ref.

Child's age (months)
0e1 3.359 2.396 4.710 0.000 3.128 1.686 5.806 0.000 3.592 2.016 6.401 0.000 27.181 4.884 151.282 0.000 1.722 0.539 5.501 0.354
2e3 2.019 1.507 2.704 0.000 1.958 1.110 3.455 0.021 1.885 1.182 3.005 0.008 3.916 1.611 9.520 0.003 1.255 0.367 4.292 0.714
4e5 Ref. Ref. Ref. Ref. Ref.

Residence
Rural 1.238 0.929 1.651 0.145 1.315 0.811 2.134 0.266 1.218 0.760 1.952 0.411 1.703 0.364 7.963 0.494 1.639 0.638 4.209 0.300
Urban Ref. Ref. Ref. Ref. Ref.

Education
Higher 1.460 0.919 2.319 0.109 1.371 0.590 3.187 0.462 1.575 0.695 3.571 0.276 2.150 0.491 9.410 0.305 3.543 0.531 23.621 0.188
Secondary 1.210 0.864 1.694 0.266 1.772 1.077 2.916 0.025 1.116 0.609 2.045 0.722 0.622 0.211 1.833 0.385 0.858 0.240 3.062 0.811
Primary Ref. Ref. Ref. Ref. Ref.

Occupation
Not working 1.578 1.198 2.078 0.001 0.864 0.514 1.453 0.580 2.500 1.591 3.928 0.000 1.536 0.571 4.130 0.390 2.308 0.670 7.955 0.182
Working Ref. Ref. Ref. Ref. Ref.

Economic status
Upper 0.662 0.457 0.958 0.029 0.802 0.443 1.453 0.466 0.571 0.301 1.083 0.086 0.763 0.153 3.808 0.739 1.783 0.347 9.171 0.484
Middle 0.481 0.341 0.678 0.000 0.472 0.257 0.869 0.016 0.415 0.230 0.746 0.003 1.190 0.125 11.355 0.878 0.659 0.190 2.287 0.507
Lower Ref. Ref. Ref. Ref. Ref.

Parity
>1 1.286 0.937 1.766 0.120 1.260 0.677 2.343 0.464 1.136 0.692 1.866 0.613 1.443 0.397 5.254 0.574 1.021 0.347 3.005 0.970
1 Ref. Ref. Ref. Ref. Ref.

Number of antenatal care visits
�4 1.409 0.962 2.064 0.078 1.491 0.807 2.754 0.202 1.501 0.699 3.223 0.297 19.400 4.549 82.743 0.000 0.704 0.173 2.859 0.620
<4 Ref. Ref. Ref. Ref. Ref.

Place of delivery
Health facilities 0.898 0.629 1.283 0.556 0.641 0.342 1.201 0.164 0.972 0.420 2.246 0.947 0.622 0.239 1.623 0.328 0.519 0.156 1.732 0.282
Non-health facilities Ref. Ref. Ref. Ref. Ref.

Type of delivery
Vaginal 1.217 0.837 1.769 0.303 1.193 0.638 2.230 0.579 1.397 0.772 2.526 0.268 0.786 0.158 3.909 0.766 0.342 0.084 1.395 0.133
Caesar Ref. Ref. Ref. Ref. Ref.

Early initiation of breastfeeding
<1 Hour 1.693 1.308 2.191 0.000 1.602 0.997 2.572 0.051 1.608 1.044 2.478 0.031 1.390 0.516 3.744 0.511 4.792 1.738 13.213 0.003
>1 Hour Ref. Ref. Ref. Ref. Ref.

Postnatal care visits within 2 months
No 0.974 0.746 1.273 0.849 1.493 0.945 2.360 0.086 0.797 0.499 1.274 0.342 0.753 0.270 2.103 0.584 1.366 0.515 3.623 0.526
Yes Ref. Ref. Ref. Ref. Ref.

Variables Exclusive breastfeeding

Sulawesi Maluku Papua

OR 95% CI P-value OR 95% CI P-value OR 95% CI P-value

Lower Upper Lower Upper Lower Upper

Maternal age (years)
35e49 0.344 0.054 2.199 0.258 0.398 0.029 5.506 0.486 1.417 0.123 1.631 0.895
20e34 0.768 0.132 4.463 0.768 1.287 0.276 6.012 0.745 0.848 0.110 6.541 0.914
15e19 Ref. Ref. Ref.

(continued on next page)
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Table 3 (continued )

Variables Exclusive breastfeeding

Sulawesi Maluku Papua

OR 95% CI P-value OR 95% CI P-value OR 95% CI P-value

Lower Upper Lower Upper Lower Upper

Child's age (months)
0e1 2.035 0.876 4.726 0.098 3.489 1.003 12.136 0.049 4.948 0.564 43.391 0.142
2e3 2.850 1.417 5.730 0.004 3.912 1.328 11.520 0.014 7.715 1.401 42.470 0.021
4e5 Ref. Ref. Ref.

Residence
Rural 1.664 0.847 3.269 0.138 1.054 0.329 3.378 0.928 0.083 0.001 6.516 0.252
Urban Ref. Ref. Ref.

Education
Higher 0.937 0.336 2.614 0.901 1.641 0.402 6.696 0.485 0.350 0.013 9.231 0.516
Secondary 1.522 0.691 3.352 0.295 1.506 0.429 5.279 0.517 1.012 0.175 5.850 0.989
Primary Ref. Ref. Ref.

Occupation
Not working 0.751 0.377 1.496 0.413 1.444 0.606 3.443 0.402 0.428 0.109 1.688 0.215
Working Ref. Ref. Ref.

Economic status
Upper 0.808 0.327 1.996 0.642 0.711 0.181 2.790 0.620 0.091 0.000 24.012 0.385
Middle 0.572 0.234 1.400 0.220 0.584 0.150 2.279 0.433 0.108 0.002 6.133 0.268
Lower Ref. Ref. Ref.

Parity
>1 1.622 0.703 3.745 0.255 1.845 0.681 4.999 0.225 1.308 0.078 21.815 0.846
1 Ref. Ref. Ref.

Number of antenatal care visits
�4 0.991 0.417 2.355 0.984 1.807 0.589 5.547 0.296 0.966 0.121 7.710 0.973
<4 Ref. Ref. Ref.

Place of delivery
Health facilities 0.759 0.370 1.558 0.450 0.708 0.240 2.092 0.527 2.366 0.162 34.460 0.515
Non-health facilities Ref. Ref. Ref.

Type of delivery
Vaginal 0.660 0.254 1.711 0.390 3.607 0.236 55.059 0.351 2.614 0.273 25.030 0.525
Caesar Ref. Ref. Ref.

Early initiation of breastfeeding
<1 Hour 1.727 0.893 3.340 0.104 1.024 0.401 2.615 0.959 0.900 0.160 5.083 0.902
>1 Hour Ref. Ref. Ref.

Postnatal care visits within 2 months
Yes 0.432 0.224 0.830 0.012 0.407 0.179 0.924 0.032 0.595 0.112 3.150 0.528
No Ref. Ref. Ref.

Bold value signifies if variable have P-value <0.05.
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128 paragraphs 2 and 3. The policies state that during breastfeed-
ing, families, regional governments, and the community must fully
support mothers by providing time and required facilities.
Although some regions have followed up with these regional reg-
ulations, a few have ignored them.26

To date, the traditional practice of infant feeding among indige-
nous tribes is still quitehigh. In eastern Indonesia, babieswhoareonly
a few days old are often fed with a liquid called sago solution as a
nutritional intake. They are given mashed food when they are 2e3
months old.27e29 Another study stated that the Javanese tradition
gives sugar solution tobabies since theyare a fewdaysold,30 andGayo
people have a tradition of applying honey to the lips of newborn
babies.31 This traditional practice, on theother hand, is a challenge for
health workers who have to promote exclusive breastfeeding.32

Women living in different areas with different cultural backgrounds
and beliefs may have different nutritional behaviors, including the
practice of exclusive breastfeeding.33 Therefore, efforts to promote
exclusive breastfeeding must consider the sociocultural and envi-
ronmental conditions of the target population.

This study shows that there was a significant relationship
(P < 0.05) betweenmaternal education and exclusive breastfeeding
in the Sumatra region. Mothers who graduated from secondary
school had a higher chance of exclusive breastfeeding than those
with lower education. In line with previous studies, holding higher
education degree tends to make mothers more likely to exclusively
breastfeed their babies.34 Higher education opens more access to
information and thus allows mothers to think more rationally
about the benefits of exclusive breastfeeding. Although it has a
positive effect, higher education also opens wider access for
mothers to work. In this study, the absence of a significant rela-
tionship between education and exclusive breastfeeding in other
regions could cause constraints such as short maternity leave that
requires mothers to return to work before the exclusive breast-
feeding period ends.35

In Java-Bali, mothers who did not work had a higher chance of
exclusive breastfeeding than those who worked. This is in line with
several previous studies which found a positive relationship be-
tween non-working mothers and exclusive breastfeeding.13,35e37

Mothers who do not work tend to have more time with their ba-
bies. On the other hand, working mothers tend to have less time
with their babies due to work, resulting in shorter breastfeeding
durations, which in turn inhibits exclusive breastfeeding.35 In this
case, working mothers face several challenges such as conflicting
commitments at work, limited support from the workplace, and a
lack of breastfeeding facilities.38 It may be caused the women's
ability to balance their family and work-women breastfeed for as
long as possible while also working to provide an income for
themselves and their children.

This study shows that it is important to provide breastfeeding
support to working mothers. The workplace should provide a pri-
vate and safe place (such as a lactation room) for pumping,
equipment needed for milk preservation, and breastfeeding breaks.
In addition, previous studies have shown that longer maternity
leave contributes to a longer duration of exclusive breastfeeding
among working mothers.38,39

Mothers from low socio-economic groups in Sumatra and Java-
Bali were more likely to give exclusive breastfeeding than those
from upper middle economic groups. This finding is in line with
several previous studies.40e42 This finding, however, surprisingly
showed that low-income families have more limited resources to
buy alternative foods for their babies and it causes breastfeeding
the only option. In addition, high-income households have a better
access to education and hence a greater opportunity for profes-
sional work. Meanwhile, working mothers tend to be less likely to
give exclusive breastfeeding, especially if they do not receive

support from the workplace.41,42 However, this study is not in line
with several previous studies conducted in Somalia and Ethiopia,
which stated that high-income households tend to have a positive
relationship with exclusive breastfeeding because they have a
greater chance of being exposed to various media and better
knowledge of exclusive breastfeeding.43,44

In this study, mothers in Nusa Tenggara who had � 4 times
antenatal care visits during their pregnancy had a higher chance of
exclusive breastfeeding than those who had �4 times antenatal
care visits.45 A study conducted in Sweden found that, during
antenatal care visits, most mothers asked for knowledge about the
physiology of breastfeeding, signs of adequate milk supply, and
ways to increase milk supply.46 A qualitative study in Bhutan
showed that one of the reasons why mothers use formula milk is
the belief that they are not producing sufficient breast milk.47

Therefore, counseling sessions during antenatal care visits are
important to increase self-confidence and positive views about
breastfeeding. Previous studies have shown that mothers who live
in Nusa Tenggara have a 4365 times higher chance (�4) to make
antenatal care visits than those in other regions.18

In Java-Bali and Kalimantan, mothers who initiated early
breastfeeding within �1 h after delivery had a higher chance of
exclusive breastfeeding than those who initiate within �1 h after
delivery. This finding is in line with several previous studies.11,48

The World Health Organization (WHO) explains that early initia-
tion of breastfeeding can increase the chances of exclusive breast-
feeding in 1e4 months after delivery.49 Furthermore, this study
shows that, in Sulawesi and Maluku, respondents who visited
postnatal carewithin twomonths after delivery had a lower chance
of exclusive breastfeeding. This may be due to the absence of
breastfeeding counseling during postnatal care visits. In this study,
the majority of mothers living in Maluku (64%) did not receive
counseling about exclusive breastfeeding within the first two days
after delivery. In line with the Indonesia Demographic and Health
Survey 2017, this study also shows that, from several types of
newborn care, only 48e59% of mothers received information about
warning signs and breastfeeding counseling.8 It may be the factors
that increase the risk of low supply.

The strength of this study lies in the use of secondary data from
the Indonesia Demographic and Health Survey 2017 which covers
all data across regions in Indonesia. The use of a large sample and a
nationally representative sampling procedure method made it
possible to generalize the results of this study to all mothers
throughout Indonesia. In addition, data weighting was also carried
out during the analysis process to adjust disproportionate sampling
techniques. This survey had a high response rate of 97.8%.8 Data
were collected by skilled personnel using standardized question-
naires to ensure the success of the survey and to obtain qualified
data. Apart from the strengths, this study also had some limitations,
some of which was the use of a small number of variables related to
exclusive breastfeeding. Other variables include sex of the infant,
birth weight, birth spacing, cultural perceptions, beliefs, and family
support. Another limitation was the use of a cross-sectional
analytical design that merely studied the relationships between
variables without considering the cause-and-effect relationships
between variables. Finally, exclusive breastfeeding was measured
based on a history of information about food and drink given to
infants aged 0e5 months in the last 24 h before the survey was
conductedwithout considering the previous period. As a result, this
may lead to a misclassification bias of exclusive breastfeeding.

Conclusion

This study shows substantial variations in proportions and
determinants of exclusive breastfeeding across all regions in
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Indonesia. The Nusa Tenggara region had the highest proportion of
exclusive breastfeeding, whereas the Kalimantan region had the
lowest one. The factors associated with exclusive breastfeeding
varied widely in all regions, where the child's age was the only
common factor associated with exclusive breastfeeding, except the
Kalimantan region. Other variables related to exclusive breast-
feeding were secondary education in Sumatra region, occupation in
Java-Bali region, economic status in Sumatra and Java-Bali regions,
early initiation of breastfeeding in Java-Bali and Kalimantan re-
gions, postnatal care visits in Sulawesi and Maluku Island regions,
and antenatal care visits in Nusa Tenggara region. Appropriate
policies and strategies are needed to increase exclusive breast-
feeding in all regions to reduce disparity in exclusive breastfeeding.
Optimizing existing policies, the central government can impose
strict sanctions on local governments and public facility operators
who do not implement exclusive breastfeeding regulations. Future
researchers are expected to examine variables that have not been
covered in this study. These variables include sex of the infant, birth
weight, birth spacing, cultural perceptions, beliefs, and family
support for exclusive breastfeeding.
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