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ABSTRACT
Background The use of digital technology in healthcare 
promises to improve quality of care and reduce costs 
over time. This promise will be difficult to attain without 
interoperability: facilitating seamless health information 
exchange between the deployed digital health information 
systems (HIS).
Objective To determine the maturity readiness of the 
interoperability capacity of Kenya’s HIS.
Methods We used the HIS Interoperability Maturity Toolkit, 
developed by MEASURE Evaluation and the Health Data 
Collaborative’s Digital Health and Interoperability Working 
Group. The assessment was undertaken by eHealth 
stakeholder representatives primarily from the Ministry 
of Health’s Digital Health Technical Working Group. The 
toolkit focused on three major domains: leadership and 
governance, human resources and technology.
Results Most domains are at the lowest two levels of 
maturity: nascent or emerging. At the nascent level, HIS 
activities happen by chance or represent isolated, ad hoc 
efforts. An emerging maturity level characterises a system 
with defined HIS processes and structures. However, such 
processes are not systematically documented and lack 
ongoing monitoring mechanisms.
Conclusion None of the domains had a maturity 
level greater than level 2 (emerging). The subdomains 
of governance structures for HIS, defined national 
enterprise architecture for HIS, defined technical 
standards for data exchange, nationwide communication 
network infrastructure, and capacity for operations and 
maintenance of hardware attained higher maturity levels. 
These findings are similar to those from interoperability 
maturity assessments done in Ghana and Uganda.

INTRODUCTION
Digital technology has transformed the global 
way of life over the past three decades. The 
healthcare space has been part of this revolu-
tion with the ubiquitous implementation of 
digital solutions to tackle healthcare delivery 
challenges.1–3 The WHO defines digital 
health as an umbrella term that includes 
previous terms such as eHealth and mHealth 
as well as emerging concepts like the use of 
advanced computing techniques to manage 

big data in health, genomics and artificial 
intelligence.4 Digital health has the poten-
tial to improve the safety and quality of care, 
reduce the skyrocketing costs of healthcare 
and increase the patient’s participation in 
their own care.5–7

The WHO recognises that digital health 
presents a unique opportunity for the devel-
opment and strengthening of public health 
systems.8 The recent rise in the number of 
cell phone users and internet technologies in 
developing countries, coupled with a reduc-
tion in the price of devices and services, has 
made digital health an attractive potential 
solution to the challenges of a resource- 
constrained health system.9 In Kenya, there 
has been a proliferation of digital health 
solutions implemented over the past decade 
aimed at improving health service delivery. 
However, these implementations have been 
found to be uncoordinated, fragmented and 
not integrated into a cohesive national health 
information network.9 10 This fragmentation 
has led to the duplication of effort by different 
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 ► In Kenya and other sub- Saharan African countries, 
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tions implemented over the past decade aimed at 
improving health service delivery. However, these 
implementations have been found to be uncoor-
dinated, fragmented and not integrated into a co-
hesive national health information network. This 
fragmentation has led to the duplication of effort 
by different implementors and the inability to scale 
pilots, diminishing the potential benefits of digital 
health interventions.

What does this paper add?
 ► This paper provides a comprehensive review of 
Kenya’s health information system interoperability 
readiness and identifies priorities for intervention.
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implementors and the lack of scaling of piloted imple-
mentations, among other issues that limit the potential 
benefits of digital health interventions.11

To realise the potential of digital health interventions, they 
need to be implemented in an interoperable environment. 
Interoperability refers to the capacity for different informa-
tion systems to meaningfully exchange data. In the context 
of health information systems (HIS), this enables them to be 
implemented across organisational boundaries to effectively 
deliver healthcare services and advance the health status of 
individuals and communities.12 Globally, there have been a 
few successful implementations of HIS interoperability such 
as in Estonia and in the state of Indiana, USA.13 14 These 
examples demonstrate that the goal of HIS interoperability 
is achievable, and the lessons learnt from their experiences 
may be useful in our situation.

In Kenya, the National Government, through the Ministry 
of Health (MoH), has taken steps to facilitate a more condu-
cive environment for health information exchange across 
different information systems. These include the develop-
ment of guidance documents on digital health standards 
for electronic HIS, a national enterprise architecture, 
a master health facility list and a health worker registry, 
among others.15–17 While these are significant milestones in 
health system interoperability, much is yet to be done. We 
conducted an assessment of the current state of interopera-
bility in Kenya to determine the progress made so far and to 
identify gaps that need intervention.

For our assessment, we used the HIS Interoperability 
Maturity Toolkit by the MEASURE Evaluation project in 
collaboration with the Health Data Collaborative. This 
toolkit provides a comprehensive framework for evaluating 
HIS interoperability at a national level. The toolkit was 
extensively validated within low- income countries, including 
Kenya, and has been used to evaluate the HIS maturity for 
Ghana and Uganda.18 19 By using it, we were sure to have a 
comprehensive and comparable measure for HIS maturity 
for Kenya. It was developed with the following objectives 
in mind: to identify the domains and subdomains for HIS 
interoperability and stages of their development toward 
maturity; to assess and understand where they are on the 
path to HIS interoperability and identify actions that can 
accelerate interoperability maturation; to use the results of 
the assessment to plan, prioritise, and coordinate resources 
to support a strong, responsive and sustainable national HIS; 
and to monitor, evaluate, and report on individual or all 
components of HIS interoperability.

We assessed the state of national HIS interoperability 
in Kenya, where studies and surveys have reported little 
or no interoperability among the increasing number of 
digital health systems and products.

METHODS
Assessment tool
We applied the MEASURE Evaluation project’s HIS 
Interoperability Maturity Toolkit as a framework for 
the assessment of the HIS interoperability landscape in 

Kenya. We chose this toolkit as it had already been devel-
oped and validated by the MEASURE team and had been 
used for similar assessments in Uganda and Ghana (see 
online supplemental appendix 1 for the Uganda and 
Ghana assessments). The toolkit addresses three maturity 
domains: leadership and governance, human resources 
and technology. Each domain is divided into subdomains, 
making a total of 18 subdomains as summarised in table 1.

During an assessment, each domain and subdomain is 
assigned a maturity level in accordance with user guide-
lines for the maturity toolkit. The maturity levels are 
described below.

Level 1 (nascent)
The country lacks HIS capacity or does not follow 
processes systematically. HIS activities happen by chance 
or represent isolated, ad hoc efforts.

Level 2 (emerging)
The country has defined HIS structures, but they are not 
systematically documented. No formal or ongoing moni-
toring or measurement protocol exists.

Level 3 (established)
The country has documented HIS structures. The struc-
tures are functional. Metrics for performance moni-
toring, quality improvement and evaluation are used 
systematically.

Table 1 Domains and subdomains of the interoperability 
maturity framework

Domain Subdomains

Leadership and 
governance

1. Governance structure for HIS
2. Interoperability guidance 

documents
3. Compliance with data exchange 

standards
4. Data ethics
5. HIS interoperability monitoring and 

evaluation
6. Business continuity
7. Financial management
8. Finance resource mobilisation

Human resources 1. Human resources policy
2. Human resources capacity (skills 

and numbers)
3. Human resources capacity 

development

Technology 1. National HIS enterprise architecture
2. Technical standards
3. Data management
4. HIS subsystems
5. Operations and maintenance
6. Communication network: LAN and 

WAN
7. Hardware

HIS, health information systems; LAN, local area network; WAN, 
wide area network.
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Level 4 (institutionalised)
Government and stakeholders use the national HIS and 
follow standard practices.

Level 5 (optimised)
The government and stakeholders routinely review 
interoperability activities and modify them to adapt to 
changing conditions.

For a domain to be at a given defined maturity level, 
all its subdomains need to be at or above that level. The 
score of a domain determines its level maturity, taking 
the floor of the level if the score is between one level 
and the next. For example, a domain/subdomain that 
scores 3+ is judged at level 3 (established) and not level 4 
(institutionalised).

For the assessment, we involved a number of Kenya’s 
digital health stakeholders through a workshop, mostly 
constituting the Digital Health Technical Working Group 
(TWG) led by the digital health unit of the MoH and 
represented by different sectors: academia, research, 
professional bodies, non- governmental organisations and 
other entities (see online supplemental appendix 2 for 
the list and classification of participating entities). The 
participants were individuals and organisational repre-
sentatives who had experience working within the digital 
health ecosystem in Kenya at local, county and national 
levels. These participants, by virtue of being members of 
the TWG, were best placed to understand the parame-
ters within the MEASURE toolkit and respond to them 
appropriately. Routine users were not the target of this 
assessment as this assessment was for national level HIS 
interoperability and as such, the participants needed to 
have a national level outlook to be able to respond appro-
priately to the parameters in the assessment tool.

Participants were presented with the assessment goals, 
scope and process. They were divided into three groups 
corresponding to the three domains of HIS interopera-
bility. The groups discussed the maturity domains and 
subdomains and completed the assessment questionnaire 
as defined by the toolkit. A consensus- building session on 
the results was conducted to present the findings from 
each group and develop a final harmonised set of answers 
for both the domains and subdomains.

RESULTS
A total of 25 different entities with 39 representatives 
were involved in the interoperability maturity assessment 
and discussions. There were 11 representatives from the 
MoH and other government agencies, 4 representatives 
from academia, 5 representatives from the private sector 
and 19 from non- governmental organisations.

Kenya’s HIS interoperability maturity matrix
In this assessment, the majority of interoperability 
subdomains were still in the nascent stage of maturity. 
In the leadership and governance domain, the ‘gover-
nance structure for HIS’ and ‘interoperability guidance 

documents’ subdomains had the highest maturity score 
at established and institutionalised, respectively, while 
‘financial management’ and ‘financial resource mobili-
sation’ subdomains were judged as emerging. The other 
subdomains were in the nascent stage of maturity. Overall, 
the human resources domain, comprised of three subdo-
mains, was emerging in maturity. Of the seven subdo-
mains of the technology domain, one (communication 
network: LAN and WAN) had institutionalised matu-
rity; three (national HIS enterprise architecture, tech-
nical standards and HIS subsystems) were established 
in maturity; two (operations and maintenance, and 
hardware) were emerging, while data management was 
the least mature at nascent maturity and thus pulled the 
entire technology domain to its level. The assessment is 
summarised in table 2.

DISCUSSION
The HIS interoperability maturity model addresses the 
components that are critical to interoperability: tech-
nology, the broad area of leadership and governance 
of the HIS, and human resources. The maturity model 
concept is used to measure the ability of an organisation 
or government entity, such as a MoH, to continuously 
improve in a specific discipline until it reaches the desired 
level of development or maturity.20 Overall, our findings 
reveal that the Kenya HIS (KHIS) interoperability subdo-
mains were at the nascent or emerging stage.

While there was no subdomain that had achieved the 
highest maturity level, there is some progress that should 
be acknowledged. There is a relatively robust techno-
logical environment to support HIS activities with a 
defined national enterprise architecture for HIS, defined 
technical standards for data exchange, a nationwide 
communication network infrastructure and capacity for 
operations and maintenance of hardware. This shows a 
clear bias towards the technology that facilitates interop-
erability and neglect of the other two domains that are 
important for interoperability.

The leadership and governance domain has two subdo-
mains that are well established. These are governance 
structure for HIS and availability of interoperability 
guidance documents. The governance structure for HIS 
subdomain includes TWGs that support the MoH in its 
HIS agenda. Interoperability is handled under the Digital 
Health TWG. The TWGs, as presently constituted, lack 
defined terms of reference that outline the scope of their 
mandate. This can potentially result in the lack of focus 
and difficulty in the monitoring and evaluation of the 
TWG activities and mandates. Such terms of reference 
should be reviewed regularly and align with the emerging 
digital health trends and the ever- increasing number of 
digital health stakeholders. Its deliberations should be 
firmly anchored in an evolving interoperability roadmap 
for the KHIS.

The MoH has published several documents to provide 
guidance on the implementation of different aspects of 
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Table 2 Interoperability domain maturity scores

Leadership and governance

Subdomain Level Comment

Governance structure for 
HIS

(3+) established Kenya’s Ministry of Health has an established governance structure for the 
management of HIS activities. There are technical working groups (TWGs) 
that meet regularly, namely the HIS TWG, eHealth TWG, Monitoring and 
Evaluation TWG and the Central Registration of Vital Statistics TWG. Their 
activities are coordinated through a ministry- led, interagency coordinating 
committee. These working groups comprise of stakeholders from both the 
public and private sectors. However, a routine HIS curriculum focused on 
building an environment that enables policy, building a resource pipeline and 
creating champions does not exist.

Interoperability guidance 
documents

(4) institutionalised The National Government has developed and launched guidance documents 
to support different aspects of digital health implementation. The Kenya 
eHIS interoperability standards document is specific to interoperability 
in the health sector and is based on and supported by other guidance 
documents in place: the Kenya National eHealth Policy, the Kenya National 
eHealth Strategy (2011–2017), the Kenya HIS Policy, the Kenya Standards 
and Guidelines for mHealth systems and the Kenya Health Enterprise 
Architecture.15–17 21 22

In general, these documents are intended to guide implementation of HIS 
interoperability. Plans are underway to review the interoperability document.

Compliance with data 
exchange standards

(1) nascent The Kenya eHIS interoperability standards document outlines the data 
exchange standards that are recommended for system interoperability.21 
Despite its existence, there are no structures, processes or procedures in 
place to guide or enforce compliance with the data exchange, messaging 
and data security standards as envisaged in the guidelines.

Data ethics (2) emerging This subdomain addresses the moral dimensions of data management, 
including the policing of adherence to ethical principles throughout data 
generation, recording, curation, processing, dissemination, sharing and use. 
No enacted general or healthcare- specific data protection laws, regulatory 
frameworks or ethics provisions exist to guide data ethics around security, 
privacy and confidentiality. While the 2018 Data Protection Bill is a good start 
(currently under review before parliament), it may not adequately address the 
unique and specific nuances of healthcare data.

HIS interoperability 
monitoring and evaluation

(1) nascent This subdomain refers to the use of indicators/attributes from the maturity 
model to facilitate the tracking of inputs, processes and outputs against 
desired results of HIS interoperability implementation, and the use of 
these data to make decisions. The Ministry of Health has a monitoring 
and evaluation framework that focuses on the improvement of information 
systems at all levels and a stewardship goal of establishing common data 
architecture to ease the sharing of data.

Business continuity (1) nascent The interoperability maturity tool defines business continuity as the 
capability of an organisation to continue the delivery of products or services 
at acceptable predefined levels following a disruptive incident. It entails 
devising plans and strategies that enable an organisation to continue 
operations and to recover quickly from any type of disruption. There is 
currently no government- approved business continuity plan in place for both 
the national and county levels of HIS.

Financial management (2+) emerging Financial management includes the legal and administrative systems, and 
procedures that permit a government ministry, its agencies and organisations 
to conduct activities that adhere to procedural and appropriate use of public 
funds. Resource mobilisation includes the activities involved in securing new 
and additional financial resources for HIS management. The government has 
budgeted for digital health including interoperability activities. Furthermore, 
it was found that a significant proportion of financial resources for HIS 
strengthening including HIS interoperability were donor driven.

Financial resource 
mobilisation

(2) emerging

Domain total (1) nascent   

Human resources

Continued
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Leadership and governance

Subdomain Level Comment

Human resources policy (2) emerging The maturity assessment did not identify the presence of a human resources 
policy that recognises HIS- related cadres. A national needs assessment has 
been completed showing the number of staff and types of skills needed to 
support HIS including digital HIS and interoperability. However, there is an 
absence of a long- term plan to grow and sustain staff with the skills needed 
to sustain HIS and digital HIS and interoperability. Further, HIS- related cadre 
roles such as health records and information officers (HRIOs) at county level 
are mapped to the government’s workforce and schemes of work.

Human resources capacity 
(skills and numbers)

(2) emerging The country does not have enough staff dedicated to maintaining digital HIS 
and interoperability. The HRIOs are involved in all aspects of health records 
and information, but not necessarily digital HIS. Furthermore, it was found 
that the country depends on technical assistance from external stakeholders 
to support the national and county digital HIS.

Human resources capacity 
development

(2+) emerging Tertiary education institutions such as Moi University and Kenyatta University 
have started programmes to build capacity for digital health roles. However, 
there is no plan for or ongoing in- service training for HIS staff to build their 
skills around digital HIS and interoperability. Furthermore, the country 
does not have the capacity to train enough staff to support digital HIS 
and interoperability through in- country, preservice and in- service training 
institutions or partnerships with other training institutions.

Domain total (2) emerging   

Technology

National HIS enterprise 
architecture

(3+) established A national enterprise architecture for an HIS defines how HIS subsystems 
interact and exchange data and shows necessary services for data 
exchange. Kenya has a validated national HIS enterprise architecture that 
defines technology requirements and exchange formats for interoperability.16 
There are also foundational tools and rules for HIS interoperability including 
health information management systems for routine and surveillance data 
and core authoritative registries (facility registry and health worker registry). 
These tools are owned and implemented by the National Government.

Technical standards (3+) established The technical standards provide a common language and set of expectations 
that enable interoperability among systems and/or devices. They include 
standards for data exchange, transmission, messaging, security, privacy 
and hardware. The National Government, through the Ministry of Health, 
has published and disseminated standards for data exchange. There are 
plans to develop a certification mechanism for new HIS subsystems to be 
integrated into a national HIS using the specified standards. Additionally, 
an interoperability laboratory, Digital Health Applied Research Centre, has 
been set up by a collaboration between the Jomo Kenyatta University of 
Agriculture and Technology and a development partner to test technical 
standards and new digital HIS. 23

Data management (1) nascent There was no national document for data management procedures for the 
Kenya HIS.

HIS subsystems (3) established Although the standards and guidelines for digital health system 
interoperability are published, most digital HIS in the country consist of 
standalone program- specific subsystems working in silos addressing only 
the basic needs such as routine HIS, surveillance systems and human 
resource management systems. The government requires that all HIS 
subsystems comply with the country’s interoperability plan, but this has not 
been effectively enforced.

Operations and 
maintenance

(2+) emerging This refers to a set of procedures to ensure a high uptime for computer 
hardware, software and network resources. Kenya has strong in- country 
capacity for computer technology maintenance, but the maintenance 
for network and hardware is a mix of reactive and evolving preventive 
procedures.

Table 2 Continued

Continued
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digital health in the country. However, the policies and 
strategies outlined in these documents have received little 
to no attention. There is potential for future research to 
further investigate the reasons behind our findings, as this 
assessment was a snapshot of the state of interoperability at 
a particular time.

So while other domains and subdomains have received 
some appreciable progress in maturation, the implemen-
tation of subdomains on compliance with data exchange 
standards, data ethics, monitoring and evaluation, busi-
ness continuity and financial resource mobilisation has 
been left out. This gap in policy implementation shows 
that a holistic approach is indispensable to the attain-
ment of HIS interoperability.

A skilled workforce is central to any enterprise and the 
HIS domain is no exception. From our findings, human 
resource capacity has not been adequately addressed. At 
present, HIS are managed by health records and informa-
tion officers who have little or no training in digital health. 
Furthermore, there are currently no plans to provide in- ser-
vice training on digital health to these staff or long- term 
plans to grow and sustain staff with required digital health 
skills needed to maintain modern HIS. This means that even 
if the other domains are adequately addressed, there will be 
inadequately skilled manpower in the country to support the 
maturation of health interoperability. Investment in preser-
vice and in- service national training programmes to build 
human resource capacity on digital HIS, including interop-
erability, based on a training curriculum that outlines the 
required competencies, can catalyse the emergence of 
skilled digital health practitioners.

The technology domain had four of its seven subdomains 
being at or above established, with the ‘operations and main-
tenance’ and ‘hardware’ subdomains at the emerging level. 
The overall domain, however, was nascent due to the nascent 
score of the ‘data management’ subdomain. The KHIS lacks 
a national document for data management procedures yet 
holds tens to hundreds of millions of data entries and gener-
ates more every month. Developing and implementing a 
data management document will help in the utilisation of 
the available data for studying patterns of ill- health to inform 
health policies for better health outcomes.

The findings from this assessment mirror those of similar 
assessments done in Ghana and Uganda where the results 
revealed that most subdomains are at the lowest two levels: 
nascent or emerging. The maturation of country level 
interoperability is key to regional and continental HIS 
interoperability.

Moving forward, the MoH and other digital health stake-
holders need to continue the collaborative efforts to achieve 
digital health system interoperability at local, national and 
regional levels.

CONCLUSION
The maturity model we used provides a holistic framework 
that the MoH can use to implement its national HIS interop-
erability vision. It identifies the three domains of leadership 
and governance, human resources and technology that 
need to be developed concurrently to achieve interopera-
bility. Our findings show that some domains are more devel-
oped than others and this may be one of the reasons that 
HIS interoperability has so far proven elusive.

Overall, the National Government has made significant 
steps towards achieving HIS interoperability. We emphasise 
focusing on the domain of KHIS leadership and governance 
that is still in the nascent stage for its importance in the coor-
dination and the growth of the human resources and tech-
nology domains.
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INTRODUCTION
Systematic reviews show that clinical decision 
support systems (CDSSs) can improve the 
quality of clinical decisions and healthcare 
processes1 and patient outcomes2; although 
caution has been expressed as to balancing 
the risks of using CDSSs (eg, alert fatigue) 
when only small or moderate improvements 
to patient care have been shown.3 Yet, despite 
the potential benefits, studies indicate that 
uptake of these tools in clinical practice is 
generally low due to a range of factors.4–7 The 
well- funded National Health Service (NHS) 
PRODIGY programme is an example of a 
carefully developed CDSS - commissioned 
by the Department of Health to support 
GPs - which failed to influence clinical prac-
tice or patient outcomes, with low uptake by 
clinicians in a large- scale trial.8 A subsequent 
qualitative study revealed that, among other 
issues—such as the timing of the advice—
trust was an issue: ‘I don't trust … practising 
medicine like that … I do not want to find 
myself in front of a defence meeting, in front 
of a service tribunal, a court, defending myself 
on the basis of a trial of computer guidelines’ 
[quote from GP].9

Another qualitative study exploring factors 
hindering CDSSs' uptake in hospital settings 
found that clinicians perceive that CDSSs 
‘may reduce their professional autonomy 
or may be used against them in the event of 
medical- legal controversies’.10 Thus, CDSSs 
may be ‘perceived as limiting, rather than 
supplementing, physicians’ competencies, 
expertise and critical thinking’, as opposed 
to a working tool to augment professional 
competence and encourage interdisciplinary 
working in healthcare settings.10 Similarly, a 
recent survey carried out by the Royal College 
of Physicians revealed that senior physicians 
had serious concerns about using CDSSs in 
clinical practice, with trust and trustworthi-
ness being key issues (see examples below).11

Trust is an important foundation for rela-
tionships between the developers of informa-
tion systems and users, and is a contemporary 
concern for policymakers. It has, for example, 
been highlighted in the House of Lords 
Select Committee on Artificial Intelligence 
(AI) report12; the Topol Review13; a number 
of European Commission communica-
tions,14–16 reports17–20 and most recently a 
White Paper on AI21; and investigated in the 
context of knowledge systems, for example, 
for Wikipedia.22 Although it is an important 
concept, it is not always defined; rather, its 
meaning may be inferred. For example, the 
House of Lords Select Committee used the 
phrase ‘public trust’ eight times,12 but the 
core concern appeared to be about confi-
dence over the use of patient data, rather 
than patient perceptions regarding the effi-
cacy (or otherwise) of the AI in question. 
Such documents appear to take an implicit or 
one- directional approach to what is meant by 
‘trust’.

Notably, the Guidelines of the High- Level 
Expert Group on AI outline seven key require-
ments that might make AI systems more trust-
worthy17; whereas the White Paper focuses 
on fostering an ‘ecosystem of trust’ through 
the development of a clear European regula-
tory framework with a risk- based approach.21 
Therefore, in keeping with the drive for 
promoting clinical adoption of AI and CDSSs 
while minimising the potential risks,13 here 
we apply Onora O’Neill’s23 24 multidirec-
tional trust and trustworthiness framework25 
to explore key issues underlying clinician 
(doctor, nurse or therapist) trust in and the 
use (or non- use) of AI and CDSS tools for 
advising them about patient management, 
and the implications for CDSS developers. 
In doing so, we do not seek to examine 
particular existing CDSSs’ merits and flaws 
in- depth, nor do we address the merits of the 
deployment process itself. Rather, we focus 
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on generic issues of trust that clinicians report having 
about CDSSs’ properties, and on improving clinician 
trust in the use and outputs of CDSSs that have already 
been deployed.

Two points merit attention at this stage. First, O’Neill’s25 
framework is favoured as—in the words of Karen Jones—
O’Neill ‘has done more than anyone to bring into theo-
retical focus the practical problem that would- be trusters 
face: how to align their trust with trustworthiness’.26 
Second, some nuance is required when determining 
who or what is being trusted. For example, Annette Baier 
makes clear that her own account of trust supposes:

that the trusted is always something capable of good 
or ill will, and it is unclear that computers or their 
programs, as distinct from those who designed them, 
have any sort of will. But my account is easily extended 
to firms and professional bodies, whose human office- 
holders are capable of minimal goodwill, as well as of 
disregard and lack of concern for the human persons 
who trust them. It could also be extended to artificial 
minds, and to any human products, though there I 
would prefer to say that talk of trusting products like 
chairs is either metaphorical, or is shorthand for talk 
of trusting those who produced them.27

Similarly, Joshua James Hatherley ‘reserve[es] the label 
of ‘trust’ for reciprocal relations between beings with 
agency’.28 Accordingly, our focus is on the application 
of O’Neill’s25 framework to CDSS developers as ‘trusted’ 
agents, and measures they could adopt to become more 
trustworthy.

O’Neill’s trust and trustworthiness framework: A summary
O’Neill notes that ‘trust is valuable when placed in trust-
worthy agents and activities, but damaging or costly when 
(mis)placed in untrustworthy agents and activities’.25 She 
usefully disaggregates trust into three core but related 
elements:
1. Trust in the truth claims made by others, such as claims 

about a CDSS’s accuracy made by its developer. These 
claims are empirical, since their correctness can be 
tested by evaluating the CDSS.29

Trust in others’ commitments or reliability to do what 
they say they will, such as clinicians trusting a develop-
er to maintain and update their CDSS products. This 
is normative: we use our understanding of the world 
and the actors in it to judge the plausibility of a specific 
commitment, such as our bank honouring its commit-
ment to send us statements.

2. Trust in others’ competence or practical expertise to 
meet those commitments. This is again normative: we 
use our knowledge of the agent in whom we place our 
trust and our past experience of their actions to judge 
their competence, such as trust in our dentist’s ability 
to extract our tooth and the ‘skill and good judgement 
she brings to the extraction’.25

This approach utilises two ‘directions of fit’: the empir-
ical element (1) in one direction (does the claim ‘fit’ the 

world as it is?), and the two normative elements (2-3) 
in another (does the action ‘fit’ the claim?).25 Relat-
edly, O’Neill has written on the concept of ‘judgement’; 
drawing a distinction between judgement in terms of 
looking at the world and assessing how it measures up 
(or ‘fits’) against certain standards (normative), versus an 
initial factual judgement of what a situation is, which ‘has 
to fit the world rather than to make the world fit or live up 
to’ a principle (empirical).30

In deciding whether to trust and use a CDSS, a user 
is similarly also making judgements about it. O’Neill’s 
threefold framework may therefore provide a helpful way 
to examine the issues in this context. In the following 
sections we discuss how CDSS developers can use each 
component of this framework to increase their trustwor-
thiness, and conclude with suggestions on how informa-
ticians might fruitfully apply this framework more widely 
to understand and improve user–developer relationships. 
Inevitably, this theoretical approach cannot address every 
potential issue, but it is used here as a means of organ-
ising diverse concerns around trust issues into a coherent 
framework.

TRUSTING THE TRUTH CLAIMS MADE BY DEVELOPERS
CDSS developers might assume that their users are inter-
ested in the innovative machine learning or knowledge 
representation method used, or how many lines of code 
the CDSS incorporates. However, Petkus et al’s11 recent 
survey of the views and experience of 19 senior UK physi-
cians representing the views of a variety of specialties 
provides some evidence of what a body of senior clini-
cians expect from CDSSs, that developers can use to 
shape their truth claims and build clinical trust. While 
this is not generalisable/representative of all clinicians it 
does provide a useful illustration of clinical concerns, and 
our intent is to demonstrate how applying O’Neill’s trust/
trustworthiness framework might help our understanding 
of how to mitigate these issues. Table 1 shows the six clin-
ical concerns about CDSSs which scored highest in the 
analysis. The score combines both the participant- rated 

Table 1 Concerns about CDSS quality in Petkus et al 
survey

Concerns about CDSS quality Score

The accuracy of advice may be insufficient for 
clinical benefit

15.5

How extensively was clinical effectiveness of CDSS 
tested

15

Whether CDSSs are based on the latest evidence 14.5

CDSSs can interrupt clinical workflow or disrupt 
consultations

14.5

CDSSs can ignore patient preferences 12.5

Whether the CDSS output is worded clearly 11.5

CDSS, clinical decision support systems.
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severity of the concern and its frequency in the responses; 
the maximum score on this scale was 19:11

The greatest concerns here relate to O’Neill’s concept 
(or direction of fit) of empirical trust. Whether the advice 
provided by a CDSS is correct, has strong evidence for its 
clinical effectiveness from testing etc. ultimately concerns 
whether its advice ‘fits’ or matches (eg, in diagnosis) the 
patient’s actual condition. Can it (and/or the people that 
designed/made it) be trusted in an empirical sense of 
being factually correct?

What kind of truth claims may appeal to clinicians?
Drawing on the evidence in table 1, developers should 
report to clinicians: the accuracy of the advice or risk 
estimates; CDSS effectiveness (impact on patients, deci-
sions and the NHS); whether the CDSS content matches 
current best evidence (see 'Guidelines: codes and stan-
dards frameworks' below); its usability and ease of use in 
clinical settings; whether its output is worded clearly, and if 
takes account of patient preferences. These claims should 
be phrased in professional language, avoiding the extrav-
agant claims about AI often seen in the press.31 32 Instead 
of different developers adopting a range of metrics for 
reporting study results there is a need for a standard 
CDSS performance reporting ‘label’ for these assess-
ments, to help clinicians identify, compare and judge the 
empirical claims being made about competing CDSSs. 
This is by analogy with European Union (EU) consumer 

regulations dictating how, for example, tyre manufac-
turers report on road noise, braking performance and 
fuel economy for their tyres (figure 1),33 and EU plans 
for a health app label.

Ensuring that the truth claims can be verified
First, CDSS developers should be aware of the ‘evidence- 
based medicine’ culture,34 reflected in the top three 
concerns in table 1. This means that, before clinicians 
make decisions such as how to treat a patient or which 
CDSS to use, they look for well designed, carefully 
conducted empirical studies in typical clinical settings 
using widely accepted outcomes that answer well- 
structured questions. This entails a ‘critical appraisal’ 
process to identify and reject studies that are badly 
designed or conducted, or from settings or with patients 
that do not resemble those where the CDSS will be used.34 
So, it has long been established that empirical evaluation 
and the evidence it generates are crucial to generating 
trust.29 However, a systematic review of empirical research 
has shown that, when CDSS developers themselves carried 
out the study, they were three times as likely to generate 
positive results as when an independent evaluator did 
so.35 Therefore, studies that establish these truth claims 
should be carried out by independent persons or bodies. 
To counter suspicions of bias or selective reporting, the 
full study protocol and results should be made openly 
available, for example, by publication.36 37 Again, there is 

Figure 1 Example of an EU tyre label and how to interpret it.38
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an opportunity to establish standard methods for carrying 
out performance or impact studies, so that clinicians can 
trust and compare study results on different CDSSs from 
different suppliers—as exemplified by EU tyre perfor-
mance testing standards.33 38

Concerns that software developers raise about evalu-
ating CDSS are that these studies are expensive and can 
take a lot of time,37 so yield results that can be obsolete by 
the time they are available. However, choosing the right 
designs such as MOST (multiphase optimization strategy), 
SMART (sequential multiple assignment randomized 
trial), or A/B testing (randomized control experiment to 
compare two versions, A and B)39 means that studies can 
be carried out rapidly and at low cost. Further, if the study 
not only meets the requirements of the EU Regulation on 
Medical Devices (see 'UK and EU Regulation on Medical 
Devices' below), but also provides strong foundations for 
clinical trust in the CDSS developers, then commissioned 
independent studies can show a very positive return on 
investment and could be justified as part of a CDSS’s 
product marketing strategy.

TRUSTING OTHERS’ COMMITMENTS
O’Neill asks whether we can trust what others say they 
will do.23 Petkus et al’s11 survey also asked clinicians about 
professional practice, ethics and liability matters, as 
table 2 shows:

The last two items in table 2 relate to issues of empir-
ical trust (is the advice factually correct?), which can be 
addressed by following the suggestions in the section on 
'Trusting the truth claims made by developers' above. 
However, the first two concerns (and those found by Libe-
rati et al10) address not only whether the CDSS provides 
correct advice, but also whether it does what it claims 
to do. Clinicians are unable to evaluate concerns about 
a ‘black- box’ CDSS because they will likely have no idea 
about how answers have been arrived at: it demands faith 
from clinicians that the trust commitments will be met. 
Rather than a useful support to their practice, such a 
CDSS may be considered a hindrance to the exercise of 

clinicians’ judgement and critical thinking—as in the trial 
of PRODIGY (a clinical decision support tool commis-
sioned by the Department of Health to help GPs).8 There 
are related concerns about legal liability. What if the clini-
cian relies on the CDSS and this causes harm to a patient? 
The clinician must trust that a ‘black- box’ CDSS will do 
what it is supposed to, and not cause harm for which they 
may be held legally responsible. Harm could obviously be 
caused by the CDSS if it is not working as the developers 
intended (eg, due to software issues). However, even 
without such issues, if the CDSS utilises a deep learning 
method such as neural networks, the clinician still has to 
trust that the mechanism through which conclusions have 
been derived is sensible, and has only taken into account 
clinically relevant details, ignoring spurious information 
such as the patient’s name or the presence of a ruler in 
images of a suspicious skin lesion.40

In terms of potential legal liability, the situation does 
indeed appear to be unclear. Searches we carried out 
in legal databases (Lexis Library, Westlaw, BAILII), and 
PubMed, for terms around CDSS (adviser, expert system, 
risk score, algorithm, flowchart, automated tool, etc) 
turned up blank; nor have other researchers been able to 
locate published decisions in the UK, Europe or USA.41 
However, it is well established that clinicians are legally 
responsible for the medical advice and treatment given 
to their patients, irrespective of the use of a CDSS.42 They 
must still reach the standard of the reasonable clinician in 
the circumstances. This makes it all the more important, 
if clinical uptake is to be improved, that clinicians have 
reasons to trust the CDSS developers and in turn their 
products/services.43

How can CDSS developers facilitate this trust?
While developers cannot fix an uncertain legal frame-
work, there are several steps they can take to nurture 
trust in this area. Most obviously, to ensure that the way 
the CDSS works and comes to its conclusions are made as 
clear as possible to users. It may not be realistic to do so 
completely, particularly as CDSS software becomes more 
complex via machine learning.44 However, giving—where 
possible—some account of the mechanism for how deci-
sions are arrived at; the quality, size and source of any 
data- sets relied on; and assurance that standard guide-
lines for training the algorithm were followed (as well as 
monitoring appropriate learning diagnostics) will prob-
ably assuage some clinicians’ concerns.44

In addition, even if some ‘black- box’ elements are 
unavoidable, clinicians’ anxieties regarding the depend-
ability or commitment aspects of O’Neill’s23 trust frame-
work may be alleviated by ensuring that frequent updates, 
fixes and support are all available. This should help clini-
cians feel more confident that the CDSS is likely to be 
reliable, and gives them something concrete to point 
to later to evidence their diligence and reasonableness, 
for example if they appear in court or at a professional 
conduct hearing.9–11

Table 2 Concerns about professional practice, ethics and 
liability in Petkus et al survey

Concerns about professional practice, ethics 
and liability Score

The legal liability of doctors who rely on CDSS 
advice is unclear

17.5

Some CDSSs act like a ‘black box’, with no insight 
possible for the user about how they arrived at 
their advice or conclusions

15

Doctors may follow incorrect CDSS advice, even if 
they would make correct decisions without it

13.5

CDSSs can embed unconscious bias, with some 
patient groups receiving unfair care as a result

12.5

CDSS, clinical decision support systems.
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TRUSTING OTHERS’ COMPETENCE
O’Neill23 suggests that we ask whether others’ actions 
meet, or will meet, the relevant standards or norms 
of competence. Factors that may impact positively on 
improving clinician trust include, but are not limited to, 
those listed in box 1.

In this section, we focus on the technical standards,45 
and current codes of practice and development standards 
frameworks potentially applicable to CDSSs.46 47 Much 
more could be said about these approval processes than 
space permits here. However, the point is not to analyse 
the merits of the approval processes, but to illustrate how 
O’Neill’s framework helps to highlight their additional 
importance (beyond being strictly required) as a way to 
enhance (normative) trust.

UK and EU Regulation on Medical Devices
The initial question is whether CDSSs are medical devices? 
Classification as a medical device means that a CDSS will 
be subject to the EU Regulation on Medical Devices.45 The 
European Medicines Agency (the agency responsible for 
the evaluation and safety monitoring of medicines in the 
EU) states that ‘medical devices are products or equipment 
intended generally for a medical use’.48 Article 1 stipulates 
that ‘medical devices’, manufactured for use in human 
beings for the purpose of, inter alia, diagnosis, prevention, 
monitoring, treatment or alleviation of disease, means: ‘any 
instrument, apparatus, appliance, software, material or other 

article, whether used alone or in combination, including the 
software intended by its manufacturer to be used specifically 
for diagnostic and/or therapeutic purposes and necessary 
for its proper application’.45

In the UK, the Medicines and Healthcare Products Regu-
latory Agency (MHRA) has indicated that a CDSS is ‘usually 
considered a medical device when it applies automated 
reasoning such as a simple calculation, an algorithm or a 
more complex series of calculations. For example, dose 
calculations, symptom tracking, clinicians (sic) guides to help 
when making decisions in healthcare’.49 Hence, although 
some CDSSs may fall outside this definition (eg, by providing 
information only), our analysis is directed at those that do fall 
within the meaning of medical devices.

Accordingly, developers must adhere to the require-
ments of the EU Medical Devices Regulation45 and post- 
Brexit, under domestic legislation, namely the Medicines 
and Medical Devices Act 2021.50 These requirements 
include passing a conformity assessment carried out by an 
EU- recognised notified body (for medical devices for sale 
in both Northern Ireland and the EU), or a UK approved 
body (for products sold in England, Wales and Scotland)51 to 
confirm that the CDSS meets the essential requirements (the 
precise assessment route depends on the classification of the 
device).52 The focus of this testing is safety. Following confir-
mation that the device meets the essential requirements, a 
declaration of conformity must be made and a CE mark must 
be visibly applied to the device prior to it being placed on the 
market53 (from 1 January 2021 the UKCA (UK Conformity 
Assessed) mark has been available for use in England, Wales 
and Scotland,54 and the UKNI (UK Northern Ireland) mark 
for use in Northern Ireland).55 The general obligations of 
manufacturers are provided in Article 10 of the EU Medical 
Devices Regulation, including risk management, clinical eval-
uation, postmarket surveillance and processes for reporting 
and addressing serious incidents45; see also the ‘yellow card’ 
scheme operated by the MHRA which allows clinicians or 
members of the public to report issues with medical devices.56 
Clinical users will rightly mistrust any CDSS developer who is 
unaware of these regulations, or fails to follow them carefully.

Nevertheless, NHSX (the organisation tasked with setting 
the overall strategy for digital transformation in the NHS) is 
seeking to ‘streamline’ the assurance process of digital health 
technologies.57 Similarly, in the USA, the Food and Drug 
Administration (FDA) is piloting an approach where devel-
opers demonstrating ‘a culture of quality and organisational 
excellence based on objective criteria’ could be precerti-
fied.58 Such ‘trusted’ developers could then benefit from less 
onerous FDA approval processes for their future products 
due to their demonstrable competence.25

Guidelines: codes and standards frameworks
In addition to the generic Technology Code of Practice59 
which should inform developers’ practices, there are two 
sets of guidance specifically focused on the development 
and use of digital health tools, including data- derived 
AI tools for patient management – one issued by the 
Department of Health and Social Care (DHSC) and NHS 

Box 1 Developer actions that suggest competence and 
commitment to producing high quality clinical decision 
support systems (CDSSs)

 ► Recruit and retain a good development team with the right skills.58

 ► Use the right set of programming tools and safety- critical soft-
ware engineering processes and methods, for example, HAZOP 
(Hazard and Operability Analysis) to understand and limit the risks 
of CDSSs.17 60

 ► Carry out detailed user research for example, user- centred design 
workshops; establish an online user community and monitor it for 
useful insights; or form a multidisciplinary steering group of key 
stakeholders.13 61

 ► Obtain the best quality, unbiased data to train the algorithm; use 
the right training method and diagnostics to monitor the learning 
process.46

 ► Implement relevant technical standards, obtain a CE mark 
(Conformitè Europëenne: the EU's mandatory conformity mark by 
which manufacturers declare that their products comply with the 
legal requirements regulating goods sold in the European Economic 
Area) for their CDSS as a medical device.45

 ► Publish an open interface to their software; carry out interoperability 
testing.62 63

 ► Build on a prior track record of similar products that appeared safe.58

 ► Follow relevant codes of practice for artificial intelligence and data- 
based technologies.46 47

 ► Implement continuing quality improvement methods, for example, 
log and respond to user comments and concerns60; deliver updates 
to the CDSS regularly61; seek to become certified as ISO 9000 
compliant.
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England,46 and the second by the National Institute for 
Health and Care Excellence (NICE).47

The DHSC and NHS England code of conduct aims 
to complement existing frameworks, including the EU 
Regulation and CE mark process, to ‘help to create a 
trusted environment’,46 supporting innovation that 
is safe, evidence based, ethical, legal, transparent and 
accountable. It refers to the ‘Evidence standards frame-
work for digital health technologies’ developed by 
NICE in conjunction with NHS England, NHS Digital, 
Public Health England, MedCity and others.47 The aim 
of this standards framework is to facilitate better under-
standing by developers (and others) as to what ‘good 
levels of evidence for digital healthcare technologies 
look like’,47 and is applicable to technologies using AI 
with fixed algorithms; whereas those using adaptive 
algorithms are instead governed by the DHSC code (see 
Principle 7).46

Visible and/or certified compliance with these codes 
and standards would provide developers with normative 
objective standards to meet, and point clinical users of 
CDSSs to evidence of their competence.25 Having confi-
dence in the professionalism of the developers should 
go some way towards reassuring clinicians as to the 
safety, accuracy and efficacy of CDSSs, thus potentially 
fostering greater uptake in practice.

CONCLUSION
O’Neill’s25 approach to trust and trustworthiness, 
focusing on empirical trust in developers’ truth claims 
and normative trust in their commitment and compe-
tence to meet those claims, has proved a useful frame-
work to analyse and identify ways that developers 
can improve user trust in them, and in turn—it is 
suggested—the CDSSs they produce. That is, of course, 
not to suggest that developers are necessarily at fault 
in any way. It may be that they are unfairly distrusted 
by (potential) users. We suggest the application of 
O’Neill’s framework has helped to identify ways to facil-
itate and enhance trust in developers, and by extension, 
their CDSSs.

In summary, developers should:
 ► Make relevant claims about system content, perfor-

mance and impact framed in professional language, 
preferably structured to a standard that allows clini-
cians to compare claims about competing CDSSs. 
These claims need to be supported by well- designed 
empirical studies, conducted by independent 
evaluators.

 ► Minimise ‘black box’ elements, ensure that internal 
mechanisms are—so far as possible—explained to 
users, and that CDSS software comes with a compre-
hensive update and support package. This could help 
clinicians gain a sense of control over the CDSS, and 
thus perceive the technology as a valuable working 
tool that complements their own skills and expertise.

 ► Comply with all relevant legal and regulatory (codes 
and standards) frameworks. Having confidence in the 
professionalism and competence of the developers 
should go some way towards reassuring clinicians as to 
the safety, accuracy and efficacy of CDSSs, thus poten-
tially fosteing greater uptake in their use.

The benefit of applying O’Neill’s23 framework is that 
it requires us to consider issues associated with different 
facets of both trust and trustworthiness, maximising 
the possibilities for enhancing trust and trustworthi-
ness once such concerns or objections are overcome. 
An implicit or one- directional understanding of trust 
might result in a narrower conclusion, focused on just 
one element of O’Neill’s framework.25 For example, an 
understanding solely based on normative competence 
might focus on the importance of complying with the 
regulations (not only to avoid sanctions, but to enhance 
trust); this is important, but O’Neill’s framework 
demands consideration of different, equally useful, 
elements of trustworthiness.

This analysis is focused on clinician use of decision 
support tools, but we believe that a similar analysis 
would generate useful insights had we looked at other 
users and information systems, such as the public use of 
risk assessment apps, or professional use of electronic 
referral or order communication system advisory tools. 
The principles of examining the empirical truth claims 
of the software and the evidence on which they are 
based, then the competence of the supplier to match 
these claims and their commitment to do so, seems to 
generate useful insights no matter who the users are or 
what digital service is being trusted. Thus, we suggest 
that O’Neill’s25 framework is considered by health and 
care informaticians—both those developing and eval-
uating digital services—as a useful tool to help them 
explore and expand user trust in these products and 
services.
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ABSTRACT
Using administrative data on all Veterans who enter 
Department of Veterans Affairs (VA) medical centres 
throughout the USA, this paper uses artificial intelligence 
(AI) to predict mortality rates for patients with 
COVID-19 between March and August 2020. First, using 
comprehensive data on over 10 000 Veterans’ medical 
history, demographics and lab results, we estimate five AI 
models. Our XGBoost model performs the best, producing 
an area under the receive operator characteristics curve 
(AUROC) and area under the precision- recall curve of 0.87 
and 0.41, respectively. We show how focusing on the 
performance of the AUROC alone can lead to unreliable 
models. Second, through a unique collaboration with 
the Washington D.C. VA medical centre, we develop a 
dashboard that incorporates these risk factors and the 
contributing sources of risk, which we deploy across local 
VA medical centres throughout the country. Our results 
provide a concrete example of how AI recommendations 
can be made explainable and practical for clinicians and 
their interactions with patients.

INTRODUCTION
The recent COVID-19 pandemic represents 
the largest global shock to health and 
economic systems in at least a century, 
leading to significant declines in economic 
activity,1 2 mortality3 and well- being.4 These 
patterns and the resulting aftershock have 
led to a surge in research activity to generate 
risk profiles to understand how individuals 
and communities might be heterogeneously 
exposed to the virus.5 6 However, researchers 
have struggled to obtain bias- free, reliable, 
and externally- valid predictions on represen-
tative datasets.7

The primary contribution of this paper 
is to develop a reliable predictive model 
for understanding mortality rates among 
Veterans and to take these predictions to 
practice by creating an accessible and infor-
mative dashboard that clinicians can use to 
improve their treatment of patients. Moti-
vated by an increasing recognition that 

socio- economic factors are important for 
understanding health and well- being8–10 and 
race,11 we draw on administrative data from 
the Department of Veterans Affairs (VA) and 
estimate a series of artificial intelligence (AI) 
models that incorporate medical history, 
demographics, and lab results for over 10 000 
Veterans. Others have emphasised the role 
of other comorbidities, like asthma, as risk 
factors for COVID-19,12 but none have inte-
grated all these factors together, particularly 
in a representative sample or full population.

We obtain an area under the receive oper-
ator characteristics curve (AUROC) and area 
under the precision- recall curve (AUPRC) of 
0.87 and 0.41, as well as F1 and recall scores 
of 0.40 and 0.76. We decompose the contri-
bution of each feature, identifying a handful 
of vital signs and lab indicators that matter 
even more than age in predicting mortality. 

Summary box

 ► We build a model using artificial intelligence (AI) 
and machine learning (ML) techniques to predict 
mortality among all Veterans that have been in the 
Department of Veterans local medical centres be-
tween March and August 2020.

 ► Our preferred model achieves a 0.87 area under the 
the receiver operator characteristics curve and an 
area under the precision- recall curve of 0.41.

 ► In addition to age, our model reveals that an indi-
vidual’s labs and vitals are significant predictors of 
mortality, followed by medical history.

 ► We pilot our predictive model by creating a platform 
for clinicians across local VA centres that produc-
es individual- specific risk scores for their patients, 
thereby allowing clinicians to offer more tailored 
treatment plans for patients.

 ► Our paper suggests that artificial intelligence has 
the potential to substantially improve clinical ex-
periences and patient outcomes, but the artificial 
intelligence- driven results must be accessible, in-
terpretable and actionable.

http://bmjopen.bmj.com/
http://orcid.org/0000-0002-6547-5897
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While age alone helps obtain ‘reasonable’ AUROC 
scores, we show that these results are an artefact of the 
nature of an imbalanced dataset where mortality rates 
are low. Furthermore, we find that models with age alone 
produce high AUROC scores, but low AUPRC scores. 
The inclusion of chronic and acute medical conditions 
helps, but the F1 and recall scores do not rise to much 
until we introduce vital and lab indicators. Through a 
unique partnership with the Washington D.C. VA medical 
centre, we subsequently create a dashboard that uses our 
preferred predictive model to provide clinicians with 
personal risk scores for each patient and the leading indi-
cators that are driving the score. Importantly, these risk 
scores enumerate the primary contributing factors so that 
clinicians are provided with not only actionable informa-
tion, but also context over the logic behind the score. We 
are piloting the dashboard and making it available across 
local VA medical centres, which is a general contribution 
that extends even beyond the Veterans context.

Our paper contributes to a timely research agenda on 
the effects of COVID-19 and the identification of individ-
uals who are more exposed to it than others. For example, 
age has emerged as one of the most important comorbid-
ities.13 14 However, we show that age alone does a poor 
job in producing robust predictions. Because COVID-19 
mortality rates are low to begin with, and most datasets are 
fairly imbalanced, it is easy to obtain a reasonable AUROC 
with a weak predictive model simply by producing many 
true negatives. Moreover, we show that there is a lot of 
heterogeneity even within age brackets, which could be 
a function of social capital within the local community or 
other preventative health measures.15

We also join a broader literature that embeds AI into 
tools for clinicians, including predictive tools for viral 
pneumonia and even secure analytics platforms, as in the 
case of OpenSAFELY that covers over 17 million adults in 
the UK to estimate hazard models as a function of comor-
bidities and other demographic characteristics.16 12 The 
VA has been a pioneer in creating COVID-19 models. 
For example, Osborne et al17 construct a care assessment 
need (CAN) score that is correlated with COVID-19 
outcomes, showing that patients with a higher CAN also 
had a higher risk of COVID-19 infection and death. Simi-
larly, King et al18 estimate the probability of mortality as 
a function of demographic and medical characteristics. 
We use AI to estimate the risk factors and optimizing for 
multiple performance metrics. We also include variables 
from operational services that are typically available to 
clinicians. In addition, we create a dashboard to facilitate 
trustworthy AI by making the risk factor easily accessible 
and interpretable for clinicians, among others, consistent 
with the recent principles around trustworthy AI.19

To our knowledge, we are the first to create and 
deploy an AI- driven tool to enhance clinicians’ treat-
ment of patients. To the extent that clinicians can 
obtain reliable predictions of individual health risks, 
then they can provide more tailored treatments and 

better monitoring of patients during their visits in the 
hospital. We are working to deploy these predictions 
across medical centres, together with a simple heuristic 
that flags patients as low, medium and high risk based 
on whether our classifier predicts a probability of death 
in the top, middle or bottom percentile of the mortality 
distribution. While our focus is on Veterans, our results 
generalise to broader contexts since there is overlap in 
the distribution of covariates between Veterans and non- 
Veterans (eg, age, education, race).

Traditional measures of health among Veterans focus 
on physical conditions obtained from, for example, 
a combination of medical history and demographic 
factors.20 These factors are important since they may influ-
ence individuals’ predisposition to certain ailments.21 For 
example, especially with the recent COVID-19 pandemic, 
age has emerged as one of the most important individual- 
level predictors of infection risk and mortality.5 6 However, 
researchers have struggled to obtain bias- free, reliable and 
externally- valid predictions on representative datasets.7

On top of these individual- level characteristics that serve 
as important mediating characteristics in the ongoing 
pandemic, there is also an increasing recognition that 
geographic factors matter for understanding variation 
in healthcare utilisation. For example, differences in life 
expectancy vary significantly across commuting zones, 
although the dispersion is smaller in higher income 
areas.22 Moreover, confidence in healthcare systems and 
their ability to care for the needs of their communities 
varies across metropolitan areas.23

However, while there is a general understanding that 
demographics play a role in understanding differences in 
physical and mental health among individuals, including 
Veterans, there is also an increasing recognition that social 
determinants are potentially even more important.24 25 26 
This comes at a time when new data is becoming avail-
able. For example, recent work provides a methodology 
for mining electronic health record (EHR) textual data 
to detect the presence of homelessness and adverse child-
hood experiences as predictive factors behind individual 
health.10 Unstructured data can provide valuable infor-
mation about Veteran experiences, allowing researchers 
to map qualitative information about experiences into 
comparable indices.

There is also substantial evidence of geographic differ-
ences in life expectancy and mortality outcomes. For 
example, life expectancy is closely related with individual 
income and these outcomes also vary across geographies 
with different average incomes, suggesting that local 
health- care resources may play a role for explaining 
differences in mortality across space.22 Moreover, specif-
ically for Veterans, there are large differences in utili-
sation rates of healthcare services across space, at least 
in part because of the composition of practices among 
VA medical professionals at a local level.27 Additional 
research also explores how sociodemographic factors 
help explain differences in COVID-19 deaths across local 
VA medical centres.28
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METHODS
The data we use for model training and evaluation come 
from the EHR at the Department of Veterans Affairs 
Health Administration (VHA). To develop an ML algo-
rithm capable of predicting mortality within a 30- day 
window of infection, we analyse patient data from the 
EHR in the VA Corporate Data Warehouse (CDW). 
Specifically, we analyse data consisting of of patient demo-
graphics, International Classification of Diseases (ICD) 
Diagnosis codes, blood work and vital signs of patients 
infected with SARS CoV-2. Our training sample consisted 
of 11 097 (1294 deceased) treated for COVID-19 from 2 
March through 3 August 2020. Before dropping observa-
tions with over 25% missing, we have 129 station and 32 
706 patients whereas when we drop those with over 25% 
missing, we have 124 patients and and 11 962 patients. 
A second validation sample consisting of 1634 (128 
deceased) patients treated from 4 August through 24 
August 2020 was held out to assess model performance 
on data that is unbiased from the model training process. 
Laboratory results indicating positive detection of SARS 
CoV-2 were used as criteria for infection.

In an effort to create the most predictive model possible, 
we use the date of positive SARS CoV-2 PCR specimen 
collection as our chronological reference point for anal-
ysis and model training. Variables analysed fall within 
the following broad categories: patient demographics, 
comorbidities, chronic acute conditions, laboratory 
pathology and vital sign values. Several comorbidities are 
indicative of the mortality window for with patients SARS 
CoV-2. One distinguishable characteristic among patients 
that experienced mortality was a higher number of 
comorbidities. To summarise the level of multimorbidity 
in patients, we used the Quan- Elixhauser Mortality Index 
as a variable.29 30

We also experiment with data from the Census Bureau’s 
5- year American Community Survey from 2014 to 2018. 
The Census provides a wide array of demographic char-
acteristics at county or state level, including: the race 
distribution, the population density, the share male, the 
age distribution (the share under age 18, age 25–44, age 
45–64 and 65+), the share married, the education distri-
bution (the share with less than a high school degree, 
some college, and college or more), the income distribu-
tion (the share with less than US$15 000, US$15–29 000, 
US$30–39 000, US$40–49 000, US$50–59 000, US$60–99 
000, US$100–1 49 000, over US$150 000), and the poverty 
rate (the share of people living in poverty under age 
18, age 18–64 and 65+). However, after controlling for 
our individual characteristics, these location characteris-
tics do not improve the model performance. While our 
prior work has found that these characteristics matter for 
predicting cross- sectional differences in mortality and 
infections,31 our individual- level characteristics in the VA 
data subsume the zipcode characteristics since they are 
more granular.

We use the following variables in our predictive models:

 ► Patient demographics: the latest available observa-
tions up until the point of SARS CoV-2 lab specimen 
collection, including: age, race, ethnicity and marital 
status.

 ► Comorbidities: Elixhauser Mortality Score was derived 
from patient ICD 10 diagnosis codes. These codes 
were derived from clinical encounters, active prob-
lems, inpatient and outpatient billing records ranging 
back 7 years from date of the patients first positive 
SARS CoV-2 laboratory test.

 ► Chronic and other disease history: comprehensive 
groups were formed using the same set of ICD 10 
diagnosis codes for comorbidities to represent certain 
diseases: dementia, gait and mobility issues, athero-
sclerosis, prostate problems, hypertension, hyperlip-
idaemia, anaemia, diabetes and chronic obstructive 
pulmonary disease (COPD).

 ► Acute conditions: a second set of ICD 10 codes extrap-
olated from active problems and encounters was used 
to code for acute conditions 3 days prior and up to 
the date of first positive SARS CoV-2 lab: encounter 
for palliative care, do not resuscitate, hypoxia, pneu-
monia, respiratory failure, kidney failure, acute 
respiratory distress syndrome, cardiac arrest and 
sepsis.

 ► Lab work: pathology components from the date of the 
patients first positive SARS CoV- 2 Lab were analysed: 
erythrocyte mean corpuscular volume fL, erythrocyte 
sedimentation rate mm/hour, lactate mmol/L, bili-
rubin—total mg/dL, D- dimer ng/mL, white blood 
cell count K/cmm, platelets 10*9/L, lactate dehy-
drogenase U/L, lymphocytes, C reactive protein mg/
dL, CO2—partial pressure mm Hg, PO2 mm Hg, red 
blood cell count M/cmm, lymphocytes, ferritin ng/
mL, urea nitrogen mg/dL and albumin g/dL.

 ► Vital signs: vital signs from the date of the patients 
first positive SARS CoV-2 lab were analysed: blood 
pressure, pulse, temperature, respiration, height, 
weight, body mass index, pulse oximetry and fraction 
of inspired oxygen (FIO2).

Table 1 documents the summary statistics for these 
characteristics separately for patients who recovered and 
those who died. Consistent with prior literature, we see 
stark differences in age between those who recovered 
and those who died: a mean (median) of 62 (64) years 
old versus 77 (75), respectively. We see greater dispersion 
in age among those who recovered (SD of 15 vs 10). We 
also observe substantial differences among a handful of 
other lab results, including: lymphocytes, urea nitrogen, 
platelets, D- dimer, and, perhaps most importantly, the 
Elix Mortality Score. For example, given that lymphocytes 
are the B and T cells that help fight infection, it is not 
surprising that we find that patients who recovered have 
roughly 43% higher counts than those who died.

For model calibration, we use five- fold cross validation 
AUPRC mean scores for hyper- parameter optimisation. We 
also bootstrap the training dataset using five- fold cross vali-
dation AUROC, F1 and recall mean scores. After model 
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calibration, we evaluate performance on the validation 
dataset using four metrics: AUROC, AUPRC, F1 and recall 
scores. We include recall as a primary evaluation metric to 
see how well the classifier identifies the positive class, that 
is, mortality in concordance with other metrics that assess 
overall classification performance.

Our selection of these models was based off of two priori-
ties. First, we require a probabilistic model—that is, one that 
produces predicted probabilities when fed a vector of 0/1 
values. This is useful from an operational standpoint. Users 
of the model using can adjust the probability threshold for 
the outcome of mortality to meet their operational needs. 
For example, consider a Primary Care clinic that uses the 
model to decide which patients require additional follow- 
up after diagnosis. If the clinic wants to be more cautious, 
clinicians can lower the probability threshold. Second, we 
desire explainability—that is, results that are interpretable 
and actionable for clinicians. We limit our pool of prospec-
tive algorithms to those that could be explained with weights 
given to each input, allowing us to rank the importance of 
different features for clinicians. There is a growing recogni-
tion that AI must be explainable for it to have the greatest 
impact and adoption across organisations.32

For all evaluated models excluding XGBoost, missing 
values were imputed using a K- nearest neighbours (KNN) 
method. To mitigate the effects of data sparsity biasing our 
models, observations missing less than 25% of their depen-
dent variables were dropped from both training and eval-
uation datasets. While there is no perfect way to deal with 
missing data, one of the desirable features of XGBoost is its 
built- in support for sparsity. When decision tree nodes are 
constructed during the training process, optimal traversal 
pathways are decided for both for non- missing and missing 
values.33 Other models require dense datasets, forcing users 
to either to drop observations or impute missing values. To 
compare the performance of XGBoost native support for 
data sparsity, we evaluate two XGBoost models: one trained 
and evaluated using KNN imputation and one without.

RESULTS
There has been a proliferation of studies evaluating 
risk factors behind COVID-19 infections and mortality.7 
Many of these studies have assessed their performance 
based only on the AUROC. However, looking solely at 
the AUROC can lead to misleading inferences and weak 

Table 1 Descriptive statistics for recovered and deceased patients

Convalesced mean 
std 25% 50% 75%

Mortality 
mean Std 25% 50% 75%

Age 62.41 15.25 52.78 64.38 72.99 77.01 10.86 70.45 75.85 86.02

Lymphocytes % 21.78 11.21 13.50 20.20 28.40 15.14 11.58 7.70 12.70 19.42

C- reactive protein 
mg/dL

6.35 6.87 1.16 3.85 9.48 11.33 8.63 4.24 9.47 16.08

Urea nitrogen mg/dL 19.92 15.41 12.00 15.00 22.00 35.29 25.37 18.00 27.00 44.00

Platelets 10*9/L 207.80 80.16 154.00 194.00 246.00 189.76 88.74 135.00 170.00 230.00

CO2—partial 
pressure mm Hg

38.76 9.25 32.60 37.40 43.60 39.16 12.06 31.10 36.80 44.90

Erythrocyte mean 
corpuscular volume 
fL

88.34 6.26 84.90 88.60 92.20 90.10 6.91 86.10 90.20 94.40

Red blood cell count 
M/cmm

4.56 0.72 4.15 4.62 5.04 4.12 0.83 3.54 4.15 4.68

D- Dimer ng/mL 616.93 3155.99 70.00 175.00 408.00 1332.36 5836.19 139.25 328.00 774.75

Elix Mortality Score 5.20 14.67 −5.00 2.00 14.00 16.30 15.88 4.00 16.00 28.00

Bilirubin—total mg/
dL

0.67 0.55 0.40 0.60 0.80 0.83 1.66 0.40 0.60 0.90

Albumin g/dL 3.66 0.61 3.30 3.70 4.10 3.21 0.64 2.80 3.20 3.70

Pulse 87.23 17.07 75.00 86.00 98.00 89.29 18.93 76.00 88.00 101.00

Systolic 133.03 20.79 119.00 132.00 146.00 129.94 23.87 114.00 128.00 145.00

Diastolic 78.28 12.64 70.00 78.00 86.00 72.97 13.72 64.00 72.00 81.00

Pulse oximetry 96.01 3.42 95.00 96.00 98.00 94.31 5.17 93.00 95.00 97.00

FIO2 30.55 19.58 21.00 24.00 28.00 41.98 27.43 24.00 28.00 50.00

Respiration 18.81 3.68 17.00 18.00 20.00 20.53 5.13 18.00 20.00 22.00

Temperature 99.05 1.45 98.10 98.70 99.90 99.11 1.68 98.00 98.80 100.10

Sources: Department of Veterans Affairs. The table reports the mean, SD and percentiles of key variables used in the predictive models.



5Makridis CA, et al. BMJ Health Care Inform 2021;28:e100312. doi:10.1136/bmjhci-2020-100312

Open access

predictive models since infection, as well as mortality, is so 
rare, meaning that over predicts negative rates will actu-
ally boost the AUROC.

In particular, we found that using the AUROC as a 
primary evaluation metric on imbalanced class datasets 
produced models with low sensitivity at the default prob-
ability rate (0.5). Furthermore, lowering the probability 
threshold revealed that these models performed very 
poorly along both sensitivity and specificity. We discovered 
that, in order to develop a model that is both accurate and 
captures a greater number of true positives, we applied a 
broader set of metrics, namely the AUPRC. Nonetheless, 
figure 1 reports the AUROC, which is 0.87—a score in 
line with many prior studies.

Of all the models analysed, the XGBoost decision tree 
ensemble using sparse datasets performed best. Using 

bootstrapping and five- fold cross validation this model 
achieved a mean AUROC score of 0.87 (0.86 to 0.88 
95% CI), a mean F1 score of 0.49 (0.48 to 0.59 95% CI) 
and a mean recall score of 0.73 (0.7 to 0.76 95% CI). On 
the validation dataset, the XGBoost model achieved a 0.87 
AUROC score, a 0.41 AUPRC, an F1 score of 0.40 and 
recall score of 0.11. Figure 2 presents these performance 
metrics. Part of the reason the performance does not 
differ much across the different models stems from the 
fact that we are working with a small sample. A growing 
literature from computer science suggests that the gains 
of sophisticated AI models are realised in larger datasets.

Given that the specific algorithm that we use to predict 
mortality does not have a large quantitative effect on 
model quality, we now explore the role of different 
features as predictive characteristics in figure 3. While the 
AUROC is highly similar across specifications, the other 
performance metrics, such as F1 and recall scores, differ 
significantly. Importantly, since a high AUROC can be 
obtained in an unbalanced dataset whenever the algo-
rithm produces low probabilities, then we might find an 
artificially high AUROC. In other words, we may produce 
a lot of true negatives, which lead to high sensitivity 
scores, but at the expense of true positives.

While some models yielded slightly higher recall scores 
at the default probability threshold (0.5), XGBoost 
performed better on all other metrics. Figure 3 summarises 
the ROC at various probability thresholds. If users of this 
model wish to be more cautious, they can simply choose 
a lower probability threshold at the expense of a higher 
false- positive rate. At each probability threshold, the table 
displays the sensitivity (true- positive rate) and specificity 
(true- negative rate) achieved on the validation dataset. To 
provide greater insight into the results from our XGBoost 
model, Figure 4 plots the decision tree and the resulting 
probabilities at each node. This algorithm is of the family 

Figure 1 Department of Veterans Affairs. The figure plots 
the area under the receiver operator characteristics curve for 
mortality as the outcome variable using XGBoost.

Figure 2 Department of Veterans Affairs. The figure reports 
the area under the receiver operator characteristics curve 
(AUROC), area under the precision recall curve (AUPRC), 
the F1 score, and the recallscore all using different modeling 
strategies. Recall is equal to the ratio of true positives to the 
sum of true positives and false negatives. Precision is equal 
to the ratio of true positives to the sum of true positives and 
false positives. The F1 score is equal to 2*(Recall * Precision) 
/ (Recall + Precision).

Figure 3 Department of Veterans Affairs. The figure reports 
the area under the receiver operator characteristics curve 
(AUROC), area under the precision recall curve (AUPRC), the 
F1 score, and the recallscore all using different features as 
predictive characteristics. Recall is equal to the ratio of true 
positives tothe sum of true positives and false negatives. 
Precision is equal to the ratio of true positives to the sum 
oftrue positives and false positives. The F1 score is equal to 
2*(Recall *Precision) / (Recall + Precision).
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of ensemble learning techniques and is based on the 
famous Random Forest algorithm. The term ensemble 
learning is used to describe a powerful machine learning 
method in which multiple machine learning models are 
used for prediction.

Furthermore, figure 5 ranks the features, by impor-
tance, as predictors of mortality outcomes using the F 
score. Consistent with prior literature, age ranks as the 
top comorbidity, followed by lymphocytes, C- reactive 
protein, urea nitrogen, platelets, FIO2, red blood cell 
count, enthrocyte mean corpuscular, and D- dimer. These 

are all intuitive characteristics that would enter into the 
risk factor. For example, since lymphocytes are the B and 
T cells that help fight infection, they can decrease during 
viral diseases. Similarly, platelets allow blood to clot and 
can decrease with viral infection.

Consider, for example, the AUROC with only age vs 
the full model, which contains medical conditions, vital 
signs, and labs. While the AUROC between the two 
are nearly identical (0.84 vs 0.87), the full model has a 
substantially higher AUPRC, F1 score, and recall score. 
For example, the AUPRC and F1 score grow from 0.17 
and 0.16 to 0.41 and 0.40, respectively, which is over a 
two- times order of magnitude increase. We focus on 
not only who dies (ie, sensitivity=true positives / (true 
positives+false negatives), but also who recovers (ie, true 
negatives=true negatives / (true negatives+false posi-
tives). The inclusion of chronic conditions, and to a 
larger extent acute conditions, helps increase the perfor-
mance of the model, the inclusion of vital signs and labs 
are the features that improve the model the most. Given 
that many of the studies in this emerging literature on 
COVID-19 have focused on AUROC as a metric for eval-
uating model performance, we view our broader set of 
metrics as not only a form of model validation, but also a 
contribution in and of itself for obtaining more reliable 
predictions.

While there is no strict AUROC and AUPRC threshold 
for defining reliable models, it is important to focus on 
the AUPRC in settings with an imbalanced dataset.34 
For example, here we have a small share of patients 
who died from COVID-19, which puts the AUPRC in 
perspective, since they show the number of true posi-
tives among positive predictions. In this sense, given a 
mortality rate of 0.043, the baseline AUPRC is 4.43%, so 
our actual AUPRC of 0.41 is well above what a classifier 
would predict randomly. Moreover, to better understand 
the quality of our predictions, figure 6 plots the distribu-
tion of the risk factors (eg, convalescence and mortality) 
across patients with the associated CI. Although we see 
significant dispersion in the risk factors, the CIs are still 
fairly narrow, suggesting that these predictions have been 
reliably estimated.

Figure 4 Department of Veterans Affairs. The figure plots 
the tree for our mortality outcomes using all the variables that 
were embedded in the model.

Figure 5 Department of Veterans Affairs. The figure reports 
the most important features from the estimation of XG Boost 
using the F score as the metric. BMI, body mass index.

Figure 6 Department of Veterans Affairs. The figure 
reports the distribution of our predicted risk factor and 
convalescence with their associated confidence intervals.
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DISCUSSION WITH CLINICAL APPLICATIONS
In addition to creating a predictive model for under-
standing the role of different comorbidities and obtaining 
predicted probabilities for mortality, we also create 
an operational tool that aids in point of care decision- 
making for treating patients afflicted with SARS CoV-2. 
We pilot our 30- day mortality model in a PowerBI dash-
board available to VA clinicians, built using data from 
the VA CDW. The dashboard is refreshed daily and uses 
well- established security practices to keep patient data 
safe and ensure that information is limited to users’ local 
VA facility. Figure 7 provides a spatial illustration of the 
VA medical facilities, weighted by the number of patients, 
across the USA.

The dashboard has two views: one for primary care 
and another for inpatient care providers. The primary 
care view allows primary care teams to filter the datasets 
by patient provider, track COVID-19 testing and view 
mortality risk scores which are the probabilities generated 

by the model. For in- patient providers, they can filter the 
inpatient dataset by specialty and hospital location. These 
features are embedded so that the AI- driven tool adheres 
to the principles of trustworthy AI, particularly as they 
apply to Veterans,19 namely with a clear purpose (i.e., 
informing clinicians about the mortality risk of patients), 
with reliability and accuracy (i.e., reporting perfor-
mance metrics), and with understandable and actionable 
analytics (i.e., enumerating the primary factors behind 
the patient’s risk factor).

Figure 8 presents visuals of these dashboards.
One of the most useful features of our dashboard is that 

providers do not have to take the risk scores at face value. 
They can search for a view that presents model inputs, 
variable weights, as well as a list of missing inputs. If they 
are want to learn more about a patient, they can order 
labs and/or obtain vital signs from the missing values 
list to obtain more accurate mortality risk assessments. 
Model weights are Shapley’s Additive Explanations 

Figure 7 VA medical center facilities in the USA.

Figure 8 Primary care and in- patient views for mortality predictions.
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(SHAP) values. SHAP is a game theoretical approach to 
explain the output of machine learning models.35 SHAP 
values allow users of our dashboard to see the direction 
and magnitude to which each variable input affects the 
patient’s risk score. Figure 9 plots a visual for the risk 
factor layout of the dashboard.

This view provides explains how the model arrived at its 
concluded risk score to clinicians. The table displays each 
dependent variable input used by the XGBoost model to 
derive the individual’s risk score. The ‘Feature’ column is 
the dependent variable name, the ‘Explanation’ column 
is the weight that is, the direction and magnitude that the 
input effected the risk score, and the ‘Value column is the 
numeric value of the dependent variable. Positive expla-
nation values imply that the input increased the risk score 
and negative values imply the inverse.

While our tool helps clinicians improve their treatment 
of patients and guide them to the most pressing risk 
factors, we recognise that the tool has at least two limita-
tions. First, it is not meant to tell clinicians what to do: 
our AI is designed to augment clinician responsibilities, 
not replace them. Second, since the tool provides a list of 
important determinants of the risk factor, the clinician is 
called to think about potential explanations behind the 
phenomena that they observe with the patient. In this 
sense, the AI is designed to help consolidate data and 
draw out the clinician’s knowledge and expertise to drive 
better patient outcomes.

CONCLUSION
While there is already a large literature exploring the 
contributions of demographic factors and pre- existing 
conditions to COVID-19, there is little empirical evidence 
on the role that sociodemographic factors play within a 
community. This paper draws on administrative data from 
the Department of VA and each of their medical centres 
to estimate predictive models for mortality as a function of 

individual demographic characteristics, medical history, 
and labs and vitals for every Veteran under the VA’s care.

Our model performs well on not only the conven-
tional AUROC metric, but also other metrics, such as the 
AUPRC, F1 score and recall score. We show that these 
metrics are important for producing reliable predictive 
models since the mortality rate for COVID-19 is so low, 
meaning that models tuned to maximise the AUROC are 
likely to produce many false positives.

Using our new predictive model, we develop and imple-
ment a dashboard for clinical application in the District 
of Columbia VA medical centre. Our dashboard provides 
clinicians with not only the medical history and demo-
graphic characteristics of patients, but also risk factors 
that incorporate the results of our predictive models. In 
particular, we use our estimated models, together with the 
individual- level characteristics, to generate personalised 
predicted probabilities that the individual will experience 
acute hospitalisation and mortality, which we flag for the 
clinicians to help them maximise the odds for a successful 
recovery by the patient.

Our results open up a number of interesting avenues. 
Most importantly, we are in the process of piloting our 
clinical diagnostic tool with more medical centres with an 
intent in gauging the effectiveness of the instrument and 
identifying ways of improving it. We are also interested 
in extending the tool into other conditions and viruses; 
COVID-19 is simply on specific application. Moreover, we 
believe that there is significant value in a ‘learning health-
care system’ where medical centres prototype different 
tools, pool their combined knowledge, and iterate over 
quality improvements for the purpose of driving better 
health outcomes for their patients.

OTHER INFORMATION
This work was supported by the Department of VA Office 
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Figure 9 Risk factors for mortality predictions.
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