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Over 200 health journals call on the United 
Nations (UN), political leaders and health 
professionals to recognise that climate 
change and biodiversity loss are one indivis-
ible crisis and must be tackled together to 
preserve health and avoid catastrophe. This 
overall environmental crisis is now so severe 
as to be a global health emergency.

The world is currently responding to the 
climate crisis and the nature crisis as if they 
were separate challenges. This is a dangerous 
mistake. The 28th Conference of the Parties 
(COP) on climate change is about to be 
held in Dubai while the 16th COP on biodi-
versity is due to be held in Turkey in 2024. 
The research communities that provide 
the evidence for the two COPs are unfortu-
nately largely separate, but they were brought 
together for a workshop in 2020 when they 
concluded that: ‘Only by considering climate 
and biodiversity as parts of the same complex 
problem…can solutions be developed that 
avoid maladaptation and maximize the bene-
ficial outcomes’.1

As the health world has recognised with 
the development of the concept of plane-
tary health, the natural world is made up of 
one overall interdependent system. Damage 
to one subsystem can create feedback that 
damages another—for example, drought, 
wildfires, floods and the other effects of 
rising global temperatures destroy plant life 
and lead to soil erosion, and so inhibit carbon 
storage, which means more global warming.2 
Climate change is set to overtake deforesta-
tion and other land- use change as the primary 
driver of nature loss.3

Nature has a remarkable power to restore. 
For example, deforested land can revert to 
forest through natural regeneration, and 
marine phytoplankton, which act as natural 
carbon stores, turn over one billion tonnes 
of photosynthesising biomass every 8 days.4 
Indigenous land and sea management has a 

particularly important role to play in regener-
ation and continuing care.5

Restoring one subsystem can help 
another—for example, replenishing soil 
could help remove greenhouse gases from 
the atmosphere on a vast scale.6 But actions 
that may benefit one subsystem can harm 
another—for example, planting forests with 
one type of tree can remove carbon dioxide 
from the air but can damage the biodiversity 
that is fundamental to healthy ecosystems.7

THE IMPACTS ON HEALTH
Human health is damaged directly by 
both the climate crisis, as the journals have 
described in previous editorials,8 9 and by the 
nature crisis.10 This indivisible planetary crisis 
will have major effects on health as a result 
of the disruption of social and economic 
systems—shortages of land, shelter, food 
and water, exacerbating poverty, which in 
turn will lead to mass migration and conflict. 
Rising temperatures, extreme weather events, 
air pollution and the spread of infectious 
diseases are some of the major health threats 
exacerbated by climate change.11 “Without 
nature, we have nothing” was UN Secretary- 
General António Guterres’s blunt summary 
at the biodiversity COP in Montreal last 
year.12 Even if we could keep global warming 
below an increase of 1.5°C over preindustrial 
levels, we could still cause catastrophic harm 
to health by destroying nature.

Access to clean water is fundamental to 
human health, and yet pollution has damaged 
water quality, causing a rise in waterborne 
diseases.13 Contamination of water on land 
can also have far- reaching effects on distant 
ecosystems when that water runs off into the 
ocean.14 Good nutrition is underpinned by 
diversity in the variety of foods, but there has 
been a striking loss of genetic diversity in the 
food system. Globally, about a fifth of people 
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rely on wild species for food and their livelihoods.15 
Declines in wildlife are a major challenge for these popu-
lations, particularly in low- income and middle- income 
countries. Fish provide more than half of dietary protein 
in many African, South Asian and small island nations, 
but ocean acidification has reduced the quality and quan-
tity of seafood.16

Changes in land use have forced tens of thousands 
of species into closer contact, increasing the exchange 
of pathogens and the emergence of new diseases and 
pandemics.17 People losing contact with the natural envi-
ronment and the declining biodiversity have both been 
linked to increases in non- communicable, autoimmune 
and inflammatory diseases, and metabolic, allergic and 
neuropsychiatric disorders.10 18 For Indigenous people, 
caring for and connecting with nature is especially 
important for their health.19 Nature has also been an 
important source of medicines, and thus reduced diver-
sity also constrains the discovery of new medicines.

Communities are healthier if they have access to high- 
quality green spaces that help filter air pollution, reduce 
air and ground temperatures, and provide opportunities 
for physical activity.20 Connection with nature reduces 
stress, loneliness and depression while promoting social 
interaction.21 These benefits are threatened by the 
continuing rise in urbanisation.22

Finally, the health impacts of climate change and biodi-
versity loss will be experienced unequally between and 
within countries, with the most vulnerable communi-
ties often bearing the highest burden.10 Linked to this, 
inequality is also arguably fuelling these environmental 
crises. Environmental challenges and social/health ineq-
uities are challenges that share drivers and there are 
potential co- benefits of addressing them.10

A GLOBAL HEALTH EMERGENCY
In December 2022 the biodiversity COP agreed on the 
effective conservation and management of at least 30% 
of the world’s land, coastal areas and oceans by 2030.23 
Industrialised countries agreed to mobilise $30 billion 
per year to support developing nations to do so.23 These 
agreements echo promises made at climate COPs.

Yet many commitments made at COPs have not been 
met. This has allowed ecosystems to be pushed further 
to the brink, greatly increasing the risk of arriving at 
‘tipping points’, abrupt breakdowns in the functioning of 
nature.2 24 If these events were to occur, the impacts on 
health would be globally catastrophic.

This risk, combined with the severe impacts on health 
already occurring, means that the WHO should declare the 
indivisible climate and nature crisis as a global health emer-
gency. The three preconditions for the WHO to declare a 
situation to be a public health emergency of international 
concern25 are that it (1) is serious, sudden, unusual or unex-
pected; (2) carries implications for public health beyond the 
affected State’s national border; and (3) may require imme-
diate international action. Climate change would appear to 

fulfil all of these conditions. While the accelerating climate 
change and loss of biodiversity are not sudden or unex-
pected, they are certainly serious and unusual. Hence we call 
for the WHO to make this declaration before or at the 77th 
World Health Assembly in May 2024.

Tackling this emergency requires the COP processes 
to be harmonised. As a first step, the respective conven-
tions must push for better integration of national climate 
plans with biodiversity equivalents.3 As the 2020 work-
shop that brought climate and nature scientists together 
concluded, ‘Critical leverage points include exploring 
alternative visions of good quality of life, rethinking 
consumption and waste, shifting values related to the 
human- nature relationship, reducing inequalities, and 
promoting education and learning’.1 All of these would 
benefit health.

Health professionals must be powerful advocates for 
both restoring biodiversity and tackling climate change 
for the good of health. Political leaders must recognise 
both the severe threats to health from the planetary crisis 
as well as the benefits that can flow to health from tack-
ling the crisis.26 But first, we must recognise this crisis for 
what it is: a global health emergency.
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Modern health systems must embrace digital 
technologies to address challenges like 
ongoing shortages in the global health and 
care workforce, significant diagnostic back-
logs and the requirements of diverse and 
ageing populations. The COVID- 19 pandemic 
and the exceptional advances in artificial 
intelligence (AI) and machine learning (ML) 
have accelerated the drive towards digital-
isation of health systems.1 However, making 
digital health technologies work in practice 
remains challenging in terms of how these 
technologies are designed, how their perfor-
mance and safety in operation are assured 
and how their impact on staff and on patients 
is assessed.2

A key problem undermining the successful 
implementation of digital health technology 
is the persistent focus on technology in isola-
tion, which is at odds with the realities of 
complex health and care systems. The short-
comings of this technology- centric focus 
can be seen, for example, when reviewing 
the lack of successful clinical deployment 
of the multitude of ML algorithms devel-
oped during the pandemic to support the 
diagnosis and management of COVID- 19.3 
More broadly, the apparent success of ML 
algorithms found in retrospective evaluation 
studies is frequently not replicated in subse-
quent prospective studies.4 5 The difficulty of 
translating successful retrospective evaluation 
of algorithms into useful clinical practice has 
been referred to as the challenge of the last 
mile.6

Arguably, consideration of the challenge 
of the last mile, that is, of the realities of 
complex clinical systems, cannot be left 
to the end, but needs to inform the design 
of AI and, more generally, digital health 
technologies from the outset. The design 
of digital health technologies needs to be 
based on a systems perspective. A systems 
perspective considers how technology fits 
into the wider clinical system, where success 
depends on interactions with people, other 

IT systems, the physical environment and the 
organisation of clinical and administrative 
processes.7 8 The two ‘editor’s choice’ articles 
illustrate the importance of considering the 
sociotechnical nature of digital health tech-
nology implementation.

Hong and colleagues studied an ML tool 
to identify at- risk patients who are under-
going outpatient cancer treatment in order 
to reduce their acute care needs.9 The ML 
tool had been developed and implemented 
as part of a randomised controlled quality 
improvement project. The authors describe 
using a survey instrument on completion of 
the implementation phase to elicit percep-
tions from healthcare staff about the impact 
of the adoption of the ML tool and to iden-
tify practical implementation challenges. 
While, generally, feedback about the ML tool 
was positive and encouraging, the results 
highlight that the introduction of ML into a 
complex clinical system might affect different 
stakeholders in different and unevenly 
distributed ways. The need for prospective 
and mixed methods evaluation of algorithms 
has been recognised in the literature, but to 
date, there are few documented examples.10 
Through their findings, Hong and colleagues 
demonstrate the importance of such empir-
ical studies of AI in complex clinical settings.

In the second article, Richter and Ammen-
werth11 aim to support practitioners with 
the implementation of risk management for 
networked medical devices in hospitals based 
on the international standard IEC 80001. 
While the principles of risk management 
have been long established and documented 
in several standards, these principles are 
often expressed in abstract and conceptual 
terms. This leaves practitioners facing a chal-
lenging implementation gap.12 Richter and 
Ammenwerth attempt to bridge this gap by 
providing a catalogue of 49 specific steps and 
things that practitioners must put in place, 
along with 18 indicators to assess the impact 
of risk management activities. This practical 
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guidance has been developed through a consensus exer-
cise with experts and practitioners. The findings were 
then validated in a case study in one Austrian hospital, 
where parts of the catalogue were implemented and eval-
uated for effectiveness, complexity and satisfaction based 
on practitioner feedback. This approach can serve as an 
illustration and a blueprint for making best practice guid-
ance practically relevant and meaningful in complex clin-
ical environments.

Successful integration of digital health technologies 
into complex clinical systems requires a move away from 
a narrow and limiting technology focus towards a systems 
perspective, which needs to be reflected in the design, 
operation and evaluation of the technology. Practitioners 
need to be provided with meaningful tools and guidance 
to enable them to manage and to assess the operation of 
digital health technologies, and to ask the right questions 
of developers. The recent British Standard BS 30440, 
which outlines an auditable validation framework for 
healthcare AI, is another example of this.13 Finally, we need 
to continue efforts to build capacity and capability within 
health and care organisations to enhance their readiness 
to deploy such technologies meaningfully, for example, 
in the case of the National Health Service in England 
by extending training opportunities with NHS England 
(the former NHS Digital team) on digital clinical safety 
and AI safety or with the Health Services Safety Investiga-
tion Body on system- based investigation methods. Other 
health and care systems should develop similar education 
and training frameworks and opportunities.
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ABSTRACT
In 2020, we published an editorial about the massive 
disruption of health and care services caused by the 
COVID- 19 pandemic and the rapid changes in digital 
service delivery, artificial intelligence and data sharing 
that were taking place at the time. Now, 3 years later, we 
describe how these developments have progressed since, 
reflect on lessons learnt and consider key challenges and 
opportunities ahead by reviewing significant developments 
reported in the literature. As before, the three key areas we 
consider are digital transformation of services, realising 
the potential of artificial intelligence and wise data sharing 
to facilitate learning health systems. We conclude that 
the field of digital health has rapidly matured during 
the pandemic, but there are still major sociotechnical, 
evaluation and trust challenges in the development and 
deployment of new digital services.

INTRODUCTION
It is often blithely noted that the pandemic 
accelerated the uptake of digital capabilities 
that had unnecessarily languished in pilot 
status for many years, almost as though the 
smashing of cultural and organisational inertia 
was a ‘silver lining’ of the pandemic cloud. 
However, cautions and challenges remain 
to be considered, and we should not regard 
technology as a ‘silver bullet’ that can magic 
away the fundamental and long- standing 
issues in global healthcare. Our review takes a 
primarily UK focus, but we believe that many 
of the principles have wider application. Also, 
while we focus on the National Health Service 
(NHS), it is pertinent to note that the entire 
health and care sector stands to benefit from 
meaningful digital transformation.

FURTHER DIGITAL TRANSFORMATION IS NEEDED 
TO MAKE THE NHS FUTURE-PROOF
The COVID- 19 pandemic catalysed rapid 
adoption of digital technology in the NHS1 
and resulted in significant changes to service 
delivery, primarily to enable remote working 
and reduce the risk of infection transmission 
but also to free up capacity in acute hospitals.2 
Primary care in particular saw a huge increase 
in remote consultations. There was also a surge 
in patients’ uptake of the NHS App, NHS 

login and e- prescription services. Initially, 
these changes were positively perceived by 
the public, equating these changes with prog-
ress and improved efficiency and safety, in a 
service that was overdue for modernisation. 
As the pandemic progressed, however, there 
were growing concerns that remote consulta-
tions could lead to missed diagnoses, create 
challenges to therapeutic relationships and 
exacerbate health inequalities.3

In a recent review of 63 studies on primary 
care online consultation systems (11 of which 
were conducted during the pandemic), there 
was no quantitative evidence for the negative 
impact of online consultations on patient 
safety, but qualitative studies suggested varied 
perceptions of their safety.4 Online consulta-
tions increased access to care and decreased 
patient costs but were also sometimes found 
to have negative impacts on provider costs, 
staff and patient workloads, patient satis-
faction and care equity. For instance, some 
primary care staff have indicated that they 
believe that patients seek help more readily 
via online consultations than they would have 
done via office- based consultations, and this 
leads to increasing staff workload.

Also, several remote monitoring models 
were widely implemented during the 
pandemic, such as COVID Oximetry @home5 
and COVID virtual wards.6 Remote moni-
toring models ask patients to record health 
readings at home while these readings are 
reviewed and responded to by professionals 
elsewhere. There is typically an increased 
responsibility for patients to self- manage, for 
example, in the COVID Oximetry @home 
programme patients were expected to esca-
late care if their oxygen level dropped below 
certain thresholds.7 Large- scale evaluations 
of these programmes are still ongoing, but a 
rapid mixed- methods study found that many 
patients required support and preferred 
human contact, especially for identifying 
problems.8

Going forward a key challenge for the 
NHS is to clear the backlog of elective care 
that already existed before the COVID- 19 
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pandemic but was strongly exacerbated by it. For 
instance, an independent review of diagnostic services, 
commissioned by NHS England in 2019, revealed that 
diagnostic capacity (in terms of equipment and work-
force) was much lower in England than in other devel-
oped countries.9 This is now hampering recovery from 
the pandemic. A major programme of work is underway 
to improve access to a wide range of diagnostic tests, with 
the establishment of community diagnostic centres being 
a key component of this programme.10 These centres 
have the potential to move routine diagnostic services 
closer to patients and reduce unnecessary hospital visits, 
but they risk exacerbating the existing workforce crisis in 
the NHS. It is, therefore, important to consider the wider 
sociotechnical system, allowing workforce investment to 
be focused in those places that can have the most impact 
and will, in turn, improve job satisfaction and reten-
tion.11 The NHS also aims to improve the efficiency of 
follow- up in outpatient care. Long waiting times, delayed 
appointments and rushed consultations had already 
become common before the pandemic, but the number 
of patients waiting for a first appointment with a specialist 
is now more than seven million.12 NHS England has set 
the ambition that 5% of outpatient attendances will be 
moved to patient- initiated follow- up pathways by March 
2023—a target that is likely to increase in the future.13 
Patient- initiated follow- up pathways allow patients to 
initiate outpatient follow- up appointments on an ‘as 
required’ basis compared with the traditional ‘physician- 
initiated’ model. Evidence on these pathways is still scarce 
but there are indications that they result in fewer overall 
outpatient appointments while maintaining equivalent if 
not better patient satisfaction, quality of life and clinical 
outcomes.14 There is ample opportunity to integrate arti-
ficial intelligence (AI) tools into these pathways, but this 
is an area that still needs development. We elaborate on 
this topic in the next section.

MAKING AI WORK IN PRACTICE REQUIRES A SYSTEMS 
APPROACH
The pandemic has surfaced structural and cultural prob-
lems that persist with the development and deployment 
of AI and machine learning (ML) in healthcare more 
widely. Healthcare is a complex sociotechnical system, 
and the current data and technology- centric focus needs 
to be complemented by a systems perspective. A systems 
perspective considers from the outset the impact of inte-
grating AI tools into the wider clinical system, where 
interactions with people, other information systems, 
the physical environment and the organisation of clin-
ical and administrative processes will be determinants of 
success.15 16

During the pandemic, we saw an explosion in the 
number of ML algorithms to support the diagnosis and 
treatment of COVID- 19. Examples include the use of 
Deep Learning to develop algorithms for the identifica-
tion of COVID- 19 from chest X- rays and CT scans,17 for 

the identification of patients at risk of critical COVID- 19- 
related disease progression18 and for the rapid triage of 
patients with COVID- 19.19 However, in retrospect, there 
were few, if any, examples of successful clinical deploy-
ments of these algorithms.20 Hence, we need to be 
cautious with the claims being made.

The tremendous push towards the development of AI 
during COVID- 19 likely had several drivers, including the 
urgency to deal with the impact of COVID- 19 as well as 
the collective research focus of the worldwide commu-
nity, including funding sources, on COVID- 19. But argu-
ably, another key driver was sheer data availability. As the 
number of people infected with COVID- 19 continued to 
grow, so did the number of data points that could be used 
to train algorithms. This was facilitated further by national 
efforts, such as the national COVID- 19 chest imaging 
database established in the UK by NHSX.21 Developers 
can access this national database for performance and 
fairness testing of algorithms on a dataset representative 
of the UK population. While in principle, the availability 
of such national datasets is helpful to reduce the risk of 
bias of algorithms and to assess their performance, we 
need to be mindful that we do not create situations where 
developers simply train algorithms based on datasets that 
happen to be available rather than based on the need for 
and intended use of their models. The starting point for 
the development of algorithms should be an identified 
clinical need and an understanding of the associated clin-
ical system to ensure that algorithms address clinically 
meaningful purposes. Then, suitable and high- quality 
data can be procured.

As the field of healthcare AI matures, we have seen 
welcome developments around reporting guidelines for 
ML algorithms, such as STARD- AI22 and PROBAST- AI23 
for reporting on the development and testing of diag-
nostic and prognostic prediction models, and SPIRIT- AI24 
and CONSORT- AI25 for clinical trials of healthcare AI 
technologies. An important gap was addressed recently 
with the DECIDE- AI guideline,26 which addresses early- 
stage, small- scale clinical evaluation of ML algorithms. 
The apparent lack of successful clinical deployment of the 
multitude of COVID- 19 algorithms is a case in point—we 
cannot assume that retrospective evaluation of ML algo-
rithms translates smoothly into successful adoption and 
deployment in clinical systems. We require a suitable 
empirical evaluation of AI and ML tools, which considers 
how these tools are integrated and used in specific clin-
ical contexts. Developers can draw on recent guidance, 
such as the British Standard BS 30440, which formulates 
a comprehensive auditable validation framework for 
healthcare AI.27

SHARING DATA WISELY BUILDS TRUST AND SUPPORTS 
LEARNING HEALTH SYSTEMS
Emergency expansion of data sharing was a pivotal 
part of the pandemic response, crucial to the unpar-
alleled collaborative open science that made such 
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remarkable and rapid progress. Deidentified data 
linkage at the national level by programmes such as 
CVD- COVID- UK28 29 has enabled truly population- based 
analysis in ways that had previously been imagined but 
seldom realised. Data analytics has contributed to policy 
decisions, operational efficiencies and public health 
outcomes. Achieving this required innovative legisla-
tion, appropriate information governance and capable 
data infrastructure.

In Taiwan, for example, post- SARS legislation in 2007 intro-
duced powers for governmental access to personal data in the 
event of emerging infectious diseases.30 This empowered a 
task force to analyse diverse sources including COVID- 19 test 
results, mobile device geolocation and hospital respiratory 
illness diagnosis tracking to provide remarkably powerful 
contact tracing and surveillance. Other countries that had 
rapid success deriving important insights from national data 
sharing during the worst of the pandemic were Scotland, 
Iceland, Israel and Qatar.31

However, data alone do not save lives.32 The best exemplars 
of data sharing are in fact forms of learning health system, 
where virtuous cycles comprising ‘practice to data’, ‘data to 
knowledge’ and ‘knowledge to practice’ have operated.33 
All this has required coherent policy support and adequate 
infrastructure, in terms of connectivity, storage, analytics and 
workforce. The countries that were most successful were 
able to build on existing foundations. The lesson here is that 
public health requires an ‘always- on’ infrastructure, ready to 
support the next inevitable pandemic.

‘Big data’ in health and care continues to have serious 
data quality issues, necessitating extensive cleansing, and 
often translation between heterogeneous data structures and 
coding schemes.34 In many health systems, even fundamen-
tals like patient matching between disparate data sets remain 
problematic.35 Some health services, such as primary care in 
England, have financial incentive schemes that motivate stan-
dardised recording and coding36 but despite this, the practice 
of clinical coding remains highly variable.37 This poor data 
quality is one aspect of the problem of being ‘data rich, but 
information poor.38

How has the public reacted to more ‘open’ use of their 
health data? This seems to relate to how actually ‘open’ the 
data re- use is perceived to be, in the sense of transparency 
about who has access to what, under what rules, in what 
form and for what purpose. In the UK, a major data science 
corporation that was awarded significant NHS contracts in 
the pandemic is still regarded as ‘contentious’,39 no doubt 
partly due to its involvement in past scandals about racist 
profiling in US law enforcement algorithms.40 A proposed 
national extraction of data from general practice patient 
records in England, repeatedly delayed for various reasons, 
generated serious concerns from professional bodies due 
to its poor engagement with citizens about risks and bene-
fits. On the other hand, citizens’ juries have proved to be a 
powerful method to enable genuine dialogue with the public 
and obtain specific measures of relative trust in a range of 
data- sharing initiatives.41

PREPARING FOR THE NEXT PANDEMIC
We suggest the following strategies to improve prepared-
ness for future pandemics. First of all, further integration 
of telehealth services and remote patient monitoring 
technologies would enable seamless continuation of 
services with minimal physical contact during the next 
pandemic. We have only just started on this journey. In 
particular, a thorough evaluation of these services on care 
processes and patient outcomes is still needed. Second, a 
robust and interconnected data infrastructure, enabling 
real- time collection, analysis and sharing of health data 
across NHS and social care providers would facilitate 
early detection of outbreaks, rapid response coordi-
nation and effective resource allocation. The NHS is 
making progress on this front through the Secure Data 
Environment programme,42 but there is still a long way to 
go. Third, learning from mistakes during the COVID- 19 
pandemic, AI researchers should form multidisciplinary 
collaborations with provider organisations, social scien-
tists and applied health researchers to define meaningful 
scenarios where ML algorithms can have added benefit 
during a pandemic, and develop methods and tools to 
address those scenarios when the time comes. Fourth and 
finally, building sufficient trust from both the public and 
the care professions is essential to become a truly data- 
driven and knowledge- driven learning health system that 
is prepared for the next pandemic.
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ABSTRACT
Introduction Amid clinicians’ challenges in staying 
updated with medical research, artificial intelligence (AI) 
tools like the large language model (LLM) ChatGPT could 
automate appraisal of research quality, saving time and 
reducing bias. This study compares the proficiency of 
ChatGPT3 against human evaluation in scoring abstracts 
to determine its potential as a tool for evidence synthesis.
Methods We compared ChatGPT’s scoring of implant 
dentistry abstracts with human evaluators using the 
Consolidated Standards of Reporting Trials for Abstracts 
reporting standards checklist, yielding an overall 
compliance score (OCS). Bland- Altman analysis assessed 
agreement between human and AI- generated OCS 
percentages. Additional error analysis included mean 
difference of OCS subscores, Welch’s t- test and Pearson’s 
correlation coefficient.
Results Bland- Altman analysis showed a mean difference 
of 4.92% (95% CI 0.62%, 0.37%) in OCS between human 
evaluation and ChatGPT. Error analysis displayed small 
mean differences in most domains, with the highest in 
‘conclusion’ (0.764 (95% CI 0.186, 0.280)) and the lowest 
in ‘blinding’ (0.034 (95% CI 0.818, 0.895)). The strongest 
correlations between were in ‘harms’ (r=0.32, p<0.001) 
and ‘trial registration’ (r=0.34, p=0.002), whereas the 
weakest were in ‘intervention’ (r=0.02, p<0.001) and 
‘objective’ (r=0.06, p<0.001).
Conclusion LLMs like ChatGPT can help automate 
appraisal of medical literature, aiding in the identification 
of accurately reported research. Possible applications of 
ChatGPT include integration within medical databases for 
abstract evaluation. Current limitations include the token 
limit, restricting its usage to abstracts. As AI technology 
advances, future versions like GPT4 could offer more 
reliable, comprehensive evaluations, enhancing the 
identification of high- quality research and potentially 
improving patient outcomes.

INTRODUCTION
In the dynamic landscape of medical research, 
clinicians face the daunting challenge of 
staying abreast of the latest advancements 
amid their demanding clinical responsibili-
ties. The rate and varying quality of emerging 
research further compounds this challenge. A 

number of appraisal tools exist to help readers 
assess the quality of the reported research, 
although these can also be time- consuming to 
employ and are at risk of user bias. The use of 
large language models (LLMs) like ChatGPT 
has the potential to automate this evaluation, 
thereby aiding clinicians in making informed 
decisions.1 However, the accuracy of LLMs 
compared with human expertise as a gold 
standard remains uncertain. In November 
2023, OpenAI unveiled ChatGPT, a genera-
tive pretrained transformer (GPT) language 
model grounded in transformer architecture, 
which empowers it to process vast amounts of 
text data and generate coherent text outputs 
by discerning the relationships between 
input and output sequences. ChatGPT has 
been trained on extensive human language 
datasets, and several studies attest to its 
ability to produce high- quality, coherent text 
outputs.2 3 Clinical research applications of 
ChatGPT have yielded promising results, 
suggesting that artificial intelligence could 
potentially critically appraise abstracts and 
liberate valuable clinician time.4 The objec-
tive of this study is to compare the profi-
ciency of ChatGPT3, the third iteration of 
OpenAI’s GPT model, in scoring abstracts 
against human evaluation as the benchmark. 
By determining the accuracy and efficiency 
of these LLMs in assessing research quality, 
we aim to explore their potential as valuable 
tools for clinicians in appraisal and evidence 
synthesis.

METHODS
In this study, we used a previously published 
paper as the basis of our comparison with 
ChatGPT.5 In their study, abstracts from a 
systematic review on implant dentistry were 
scored using the Consolidated Standards of 

http://bmjopen.bmj.com/
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Figure 1 (A) Example prompt used to generate the OCS as per CONSORT- A criteria. (B) An example of the calculated OCS 
and OCS% as generated by ChatGPT. CONSORT- A, Consolidated Standards of Reporting Trials for Abstracts; OCS, overall 
compliance score.
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Reporting Trials for Abstracts (CONSORT- A)6 statement 
by the human authors of the study. The processes of selec-
tion and data extraction were performed independently 
and in duplicate by two clinician reviewers across a sample 
of 30 abstracts. Discrepancies were systematically addressed 
through discussion until a consensus of at least 80% was 
achieved. Subsequent data extraction was conducted solely 
by one reviewer. The CONSORT- A checklist scores abstract 

reporting standards based on well- defined definitions for 
subsections such as trial design, blinding and randomisation. 
The human evaluators scored each item as fully reported, 
partially reported or not reported. ChatGPT was used to 
score the same set of abstracts, using a prompt to assess for 
each domain within the CONSORT- A checklist (figure 1). 
Building on the methodology established, each constit-
uent subgroup was subsequently scored and categorised 
into one of the three classifications (figure 1A). An overall 
compliance score (OCS) was given out of 15, along with an 
OCS percentage (figure 1B). This was performed using the 
GPT3.5 model.

Bland- Altman analysis was used to evaluate the overall 
agreement between human and ChatGPT- generated OCS 
percentage. For error analysis, the mean difference of the 
absolute OCS subscores, Welch’s two- sample t- test and 
Pearson’s correlation coefficient were undertaken. The 
mean difference provides information on the magnitude 
and direction of the differences in OCS between ChatGPT 
and human evaluators, while the Pearson’s correlation 
coefficient provides information on the strength and 
direction of the linear relationship between the two sets 
of scores. This provided complementary information on 
the agreement between ChatGPT and human evaluator. 
The Pearson’s correlation coefficient was interpreted 
based on magnitude: r, 0–0.19 very weak, 0.2–0.39 weak, 
0.40–0.59 moderate, 0.6–0.79 strong and 0.8–1 very strong 
correlation. Statistical analysis was done in R (V.4.1.1). 
P<0.001 was deemed statistically significant.

RESULTS
Bland- Altman analysis revealed a mean difference of 
4.92% (95% CI 0.62%, 0.37%) in OCS percentage 
(figure 2). Error analysis revealed small mean differences 

Figure 2 Bland- Altman analysis between ChatGPT human 
evaluation. OCS, overall compliance score.

Table 1 Error analysis of ChatGPT CONSORT- A OCS subscores

CONSORT- A domains Mean difference in absolute OCS P value* Pearson’s correlation coefficient (r)

Trial design 0.065, 95% CI (0.579, 0.686) 0.054 0.49

Participants 0.228, 95% CI (0.485, 0.595) 0.001 0.26

Intervention 0.057, 95% CI (0.800, 0.881) 0.001 0.02

Objective 0.316, 95% CI (0.280, 0.384) 0.001 0.06

Outcome (methods) 0.553, 95% CI (0.077, 0.146) 0.001 0.14

Randomisation 0.633, 95% CI (0.277, 0.381) 0.001 0.11

Blinding 0.034, 95% CI (0.818, 0.895) 0.091 0.44

Number randomly assigned 0.105, 95% CI (0.530, 0.639) 0.006 0.31

Number analysed 0.028, 95% CI (0.475, 0.586) 0.434 0.04

Outcome (reporting) 0.170, 95% CI (0.453, 0.563) 0.001 0.15

Harms 0.133, 95% CI (0.602, 0.708) 0.001 0.32

Conclusion 0.764, 95% CI (0.186, 0.280) 0.001 0.06

Trial registration 0.045, 95% CI (0.918, 0.968) 0.002 0.34

Funding 0.411, 95% CI (0.533, 0.642) 0.001 0.21

*Welch’s two- sample t- test.
CONSORT- A, Consolidated Standards of Reporting Trials for Abstracts; OCS, overall compliance score.
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between human evaluation and ChatGPT in most domains 
(table 1).

The mean difference in absolute OCS was highest 
for the ‘conclusion’ domain (0.764, 95% CI: 0.186, 
0.280), indicating that ChatGPT differed the most 
from human evaluators in this domain. In contrast, 
the domain with the lowest mean difference in 
absolute OCS was ‘blinding’ (0.034, 95% CI: 0.818, 
0.895), indicating that ChatGPT was most accurate 
in this domain. In terms of correlation, the study 
found varying levels of correlation between ChatGPT 
and human evaluators for different domains. For 
example, the domains with a strong positive correla-
tion were ‘harms’ (r=0.32, p<0.001) and ‘trial regis-
tration’ (r=0.34, p=0.002), indicating a high level of 
consistency between ChatGPT and human evaluators 
in these domains. On the other hand, ‘intervention’ 
(r=0.02, p<0.001) and ‘objective’ (r=0.06, p<0.001) 
domains had very weak correlations, suggesting that 
ChatGPT’s performance was less consistent with 
human evaluators in these domains.

DISCUSSION
The emergence of LLMs like ChatGPT offers a 
promising solution to streamline the assessment of 
reporting standards in medical literature and assist 
clinicians to make informed decisions. Bland- Altman 
analysis supports the overall findings of the study 
that ChatGPT has the potential to automate appraisal 
of medical literature. By providing a score for the 
quality of reporting in abstracts, ChatGPT can help 
clinicians and researchers quickly identify studies with 
more comprehensive and transparent reporting. The 
recent release of ChatGPT4, an advancement on the 
ChatGPT3 architecture, has demonstrated enhanced 
performance across diverse domains.7 8 Full access is 
currently limited by a paywall; however, its web inte-
gration technology creates immediate possibilities for 
further application. This could include searching for 
papers with minimum CONSORT compliance scores 
or the use of ChatGPT as a widget within popular 
medical databases, where it could automatically eval-
uate the quality of abstracts and provide a score to 
users promoting comprehensive and transparent 
reporting. One important barrier to using LLMs more 
widely in medical literature evaluation is the token 
limit. ChatGPT’s current token limit may not allow 
it to process the entire research articles, limiting its 
use to abstracts. Nevertheless, the potential to feed 
ChatGPT full papers in the future and have it evaluate 
studies using other appraisal tools is an exciting possi-
bility. Large, unexpected differences were seen in the 
conclusion and outcome (methods) subdomains. In 
the context of LLMs such as ChatGPT, the paucity 
of data in relation to training makes pinpointing a 
singular cause challenging. However, the quality of the 
prompt has been underscored as a major determinant 

in response accuracy,9 and in the context of academic 
writing and interpretation, ChatGPT has been shown 
to not follow directions correctly.10 These may have 
played a pivotal role in the observed significant differ-
ence. Furthermore, some specifics of human evalua-
tion were not elaborated upon and human assessment 
inaccuracies may have influenced scoring. Future 
research could cater to the assessment of variations 
between human evaluators and pave the way for a 
more in- depth analysis in conjunction with ChatGPT.

CONCLUSION
As the technology continues to evolve and improve, the 
next iteration of GPT, GPT4, may further enhance the 
accuracy and efficiency of the tool, allowing for even 
more reliable and comprehensive evaluations of research. 
While there are still limitations to this technology, the 
promise it holds for assisting in the evaluation and iden-
tification of high- quality research is a significant step 
towards improving patient care and outcomes.
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ABSTRACT
Background Poor assessment of anaesthetic depth (AD) 
has led to overdosing or underdosing of the anaesthetic 
agent, which requires continuous monitoring to avoid 
complications. The evaluation of the central nervous 
system activity and autonomic nervous system could 
provide additional information on the monitoring of AD 
during surgical procedures.
Methods Observational analytical single- centre study, 
information on biological signals was collected during a 
surgical procedure under general anaesthesia for signal 
preprocessing, processing and postprocessing to feed 
a pattern classifier and determine AD status of patients. 
The development of the electroencephalography index 
was carried out through data processing and algorithm 
development using MATLAB V.8.1.
Results A total of 25 men and 35 women were included, 
with a total time of procedure average of 109.62 min. 
The results show a high Pearson correlation between the 
Complexity Brainwave Index and the indices of the entropy 
module. A greater dispersion is observed in the state 
entropy and response entropy indices, a partial overlap 
can also be seen in the boxes associated with deep 
anaesthesia and general anaesthesia in these indices. 
A high Pearson correlation might be explained by the 
coinciding values corresponding to the awake and general 
anaesthesia states. A high Pearson correlation might be 
explained by the coinciding values corresponding to the 
awake and general anaesthesia states.
Conclusion Biological signal filtering and a machine 
learning algorithm may be used to classify AD during 
a surgical procedure. Further studies will be needed to 
confirm these results and improve the decision- making of 
anaesthesiologists in general anaesthesia.

INTRODUCTION
Poor assessment of anaesthetic depth (AD) 
during general anaesthesia can result to over-
dosing or underdosing of the anaesthetic 
agent.1 2 In the context of anaesthetic agent 
overdose, extreme AD has been associated 
with an increased risk of mortality,3–6 intra-
operative hypotension and hypoperfusion 
of heart and brain,7 perioperative nausea, 
vomiting and delirium.7–10 In the case of low 
dosage, there have been reports of intraoper-
ative awareness, with an incidence of 0.1%–
0.2%, approximately 26,000 cases per year in 
the USA.11 12

Assessment of AD through clinical signs 
such as state of consciousness, limb move-
ment, heart rate, pupil size, blood pressure, 
arterial blood oxygen and perspiration is 
used in general anaesthesia because it reflects 
the activity of the autonomic nervous system 
(ANS) and central nervous system (CNS).13 
Evoked potentials, entropy which include 
state entropy (SE) and response entropy 
(RE), Bispectral Index and Narcotrend 
indices are objective measurements of the 
activity of the ANS.14 All these indices are 
based on different algorithms that analyse 
and record changes in electroencephalog-
raphy (EEG) signals and convert them into 
numerical values that correspond to certain 
levels of unconsciousness.15–19 Despite quan-
tification of anaesthetic levels by these new 
technologies, there are issues such as reports 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Poor assessment of anaesthetic depth (AD) during 
general anaesthesia may result in overdosing or un-
derdosing of the anaesthetic agent. Currently, there 
is no integration of biological signals processed by 
an automatic learning algorithm that allows analys-
ing the AD during surgical procedures and avoiding 
complications during surgical procedures.

WHAT THIS STUDY ADDS
 ⇒ A classification system has been carried out with the 
monitoring of brain electrical activity to assess the 
depth of anaesthesia. This investigation describes 
an AD classification process method that includes 
the collection of biological signals, conditioning of 
said signals, monitoring of the activity of the central 
and autonomic systems, measurement of indices 
and classification of patterns in AD.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ This algorithm provides a reliable and well- 
performing tool to estimate and monitor the depth 
of anaesthesia in surgical procedures. The applica-
tion of this innovation makes it possible to eliminate 
ambiguity in monitoring during the reduction of in-
traoperative consciousness and to reduce the risk 
of complications associated with deep anaesthesia.
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of ambiguity in the reduction of intraoperative awareness 
and burst suppression pattern misinterpretation.14 20–23

Burst suppression pattern appears during deep anaes-
thetic levels, which may be interpreted as an error by 
the Bispectral Index and entropy indices22 24; causing a 
false estimation of AD, and decreasing the safety margin 
between anaesthetic administration and optimal anaes-
thetic level.22 23 25–27 Another issue is that the previously 
mentioned indices and devices do not take into consid-
eration ANS variables as part of the EEG indices used in 
DA level quantification and classification.14 28 Therefore, 
there is no definitive gold standard for the evaluation 
of AD levels during surgery or intensive care units.20 29 
Regarding the evaluation of ANS activity, heart rate vari-
ability is used to determine sympathetic or parasympa-
thetic predominance, which could provide additional 
information on AD monitoring during surgical proce-
dures. In our study, a machine learning algorithm was 
created that uses neural networks and physiological vari-
ables to classify AD levels.

METHODS
Observational analytical study is carried out at the clinic at 
the Universidad de La Sabana, Chía, Colombia. Informa-
tion on biological signals was collected during a surgical 
procedure under general anaesthesia for signal prepro-
cessing, processing, and postprocessing to feed a pattern 
classifier to determine AD status of patients.

Criteria eligibility
Patients between 18 and 65 years old taken to general 
anaesthesia with 8- hour fasting, American Society of 
Anesthesiologists I and II, prior outpatient preanaes-
thetic assessment were included. Patients taking drugs 
with effects on the CNS and ANS, premedicated patients 
(opiates, antiemetics and sedatives such as benzodiaze-
pines) and those who presented ANS alterations during 
surgical procedures, hearing and communication prob-
lems and allergy to propofol were excluded.

Data acquisition
General anaesthesia was administered with an infusion 
bomb using target control (B. Braun Medical, USA). 
Anaesthesia induction was done using 5 ng/mL of 
remifentanil (Minto model) and 2.5 µg/mL of propofol 
(Schneider). Data acquisition was initiated 4 min before 
induction and finalised after having a verbal response 
from the patient after the surgical procedure. The EEG 
and ECG signals were collected using a frontal entropy 
sensor and the S/5TM Collect software with a sampling 
frequency of 300 Hz. SE and RE were collected at 0.2 Hz. 
The correct functioning of the non- invasive blood pres-
sure (NIBP) sensor was also verified, and NIBP values 
were collected every 2.5 min. Six clinical states were 
defined in online supplemental file 1.

CNS signal preprocessing
The main objective is that the signal really reflects the 
biological phenomenon of interest, reducing artefacts 

that contaminate the signal products due to electrical 
noise, surgical instruments and physiological artefacts 
such as eye movements. A technique which consisted of 
artefact noise filtering through a wavelet mother function 
was used. Those values superior to a specific threshold 
are removed from the signal by assigning a zero to 
the respective coefficient.30–33 Initially, 5 s of contami-
nated and non- contaminated EEG signal samples were 
selected by visual inspection of 20 records. Posteriorly, 
the stationary discrete wavelet transforms of six levels, 
with a coiflet- 3 as a mother function, was applied to each 
signal sample (frequency bands 0–2.33 Hz, 2.33–4.69 Hz, 
4.69–9.38 Hz, 9.38–18.75 Hz, 18.75–37.5 Hz, 37.5–75 Hz, 
75–150 Hz). The wavelet function (coiflet- 3) was chosen 
due to its morphology and its similitude to an ocular 
artefact. Through observation of wavelet function (high 
and low frequencies) significant median differences were 
observed. This means that the wavelet function has the 
potential to treat high- frequency artefacts. Additionally, a 
digital filter with a cut- off frequency of 47 Hz was applied 
to avoid noise from the power line (50 Hz or 60 Hz), and 
in general terms high- frequency contamination due to 
surgical instrument.

An additional threshold vector for low- frequency 
components and a scan of low- frequency wavelet compo-
nents were defined to determine significant differences 
between EEG epochs under general anaesthesia and 
epochs with contaminated EEG recordings from an 
awake patient (online supplemental file 2).

CNS signal processing
Complexity sample entropy (SampEn) and permuta-
tion entropy measurements were obtained from succes-
sive 5- second rectangular windows. The calculations 
performed for SampEn are described in online supple-
mental file 3. Permutation entropy provides a greater 
probability of prediction in general terms but fails when 
it must quantify the pattern associated with AD. On the 
other hand, SampEn provides in general terms a lower 
probability of prediction, but it is a good measure of 
complexity to predict deep anaesthesia and quantify the 
burst suppression pattern, prediction probability values 
(Pk) paired with general anaesthesia, light anaesthesia 
and waking state were, respectively, 0.925, 0.942 and 
0.967. Permutation entropy and SampEn are combined 
in the proposed index as follow: permutation entropy 
dominates the behaviour of Complexity Brainwave Index 
(CBI) in the induction phase. Once the permutation 
entropy value crosses the median of the respective box 
diagram for general anaesthesia, the SampEn algorithm 
is activated to predict AD states. The response of the 
index is given according to the decision rules in online 
supplemental file 4.

ANS signal preprocessing
The power in the bands LF (low frequency) and HF (high 
frequency) was estimated using the wavelet transform, 
in contrast to classical methods such as Fourier analysis, 

https://dx.doi.org/10.1136/bmjhci-2023-100823
https://dx.doi.org/10.1136/bmjhci-2023-100823
https://dx.doi.org/10.1136/bmjhci-2023-100823
https://dx.doi.org/10.1136/bmjhci-2023-100823
https://dx.doi.org/10.1136/bmjhci-2023-100823
https://dx.doi.org/10.1136/bmjhci-2023-100823
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the wavelet transform does not assume stationarity of 
the signal analysed, and therefore fits better to evaluate 
transient and rapid changes in the heart rate variability 
series.34 Wavelet Daubechies- 2 was used to decompose 
the signal, a decomposition was performed at eight levels, 
the high frequency component (WC- HF) was estimated 
by adding the relative contribution of the coefficients of 
levels 4–5, and the low frequency component (WC- LF) 
was estimated by adding the relative contribution of levels 
6–7. These values can be normalised to express propor-
tions of a total power defined by the sum of WC- HF and 
WC- LF.35 It is important to describe that the same wavelet 
filtering method was collected and applied to the ECG 
signal and the NIBP; later, according to the Pan- Tompkins 
algorithm,36 R peaks were detected to form the series of 
relative risk intervals.

ANS signal processing
Poincare analysis and cardiac regulation: non- linear 
methods have been proposed to evaluate cardiac function 
in volunteers using pharmacological experimentation, 
under controlled conditions of autonomic blockade with 
atropine and propranolol. Two non- linear indices of auto-
nomic function have been proposed from the Poincare 
descriptors: An index sensitive to vagal cardiac function 
called Cardiac Vagal Index (CVI), CVI=log10 (SD1*SD2); 
an index sensitive to cardiac sympathetic function called 
Cardiac Sympathetic Index (CSI), CSI=SD2/SD1. The 
change in the indices suggests a shift in regulatory activity, 
not the degree of activity or tone of the SNA.37 The 
series formed by the duration of the intervals between R 
peaks in the ECG was analysed in windows of 60 s with an 
overlap of 91.67%, so each time is composed of 5 s of new 
information and the last 55 s of the previous era. Initially, 
the classification of the patient’s condition is based on the 
CBI indicator.

Design of pattern classifiers
The algorithms for classifying the patterns produced by 
the predictors of the CNS and ANS were designed with 
the aim of minimising the classification error in cross vali-
dation. In this way, a possible overfitting of the classifier 
is controlled. The classifiers were designed considering 
the following combinations of predictive indices {CBI, 
CVI}, {CBI, CSI}, {CBI, NIBP}, {CBI, CVI, CSI}, {CBI, CVI, 
NIBP}, {CBI, CSI, NIBP} and {CBI, CVI, CSI, NIBP}. The 
kth partition is used for the validation of the classification 
error, the classifier is adjusted or trained considering the 
remaining partitions of the data set. The above is done for 
k=1, 2, and finally the K classification errors are averaged. 
In general terms 5 or 10 partitions are recommended.36

Postprocessing of CNS–ANS
The entropy parameters were postprocessed with an 
S- shape function (Eq. 1) to obtain a mathematical index 
between 0 and 100. Parameters a and b were estimated 
according to the values of the first awakened and third 
quartile deep anaesthesia of the graph on the right 

in online supplemental file 4. Subsequently, a moving 
average filter of three entropy calculations was applied 
to reduce dispersion and achieve a smoother response 
rate that considers previous states. When a new entropy 
value was calculated, it was averaged with the two previous 
entropy calculations, or the number of entropies calcu-
lated for the first windows.

 
f(x, a, b) = 100

(
0,x≤a

2( x−a
b−a )2, a≤x≤ a+b

2 1−2( x−b
b−a ), a+b

2 ≤x≤b 1,x≥b

)

  (Eq. 4)

The process of classification of anaesthetic depth
This process comprised two main parts: (1) the analysis 
and selection of the predictors of the central nervous and 
autonomic systems. (2) the design of pattern classifiers. 
The pattern classifier was designed through the patient 
data set, formed by the biological signals of 60 patients 
(EEG, ECG, NIBP, SpO2), and the respective anaesthesia 
record. Hence, the use and change of concentration of 
the drugs is evidenced, as well as the moment in which 
the patient performs some type of movement during the 
surgical act. The predictors’ response in the following 
clinical events is analysed (online supplemental file 5). 
Clinical events define four states (categories to classify) of 
AD, and predictors of the CNS and ANS are described in 
online supplemental file 6.

Simple size and data recollection
The sample size was calculated for a correlation coeffi-
cient of 0.9, with a confidence level of 95%, accuracy of 
10%, number of tests two, it is requiring a minimum of 60 
subjects. Data were fully collected by the investigators and 
compiled using a secure server (Research Electronic Data 
Capture, REDCap software) and later development of the 
EEG Index was carried out through data processing and 
algorithm development using MATLAB V.8.1.

RESULTS
A total of 25 men and 35 women were included, with a 
total time of procedure average of 109.62 min. Regarding 
the EEG analysis and CBI, the results show a high Pearson 
correlation between the CBI and the indices of the 
entropy module. Nevertheless, a high Pearson correla-
tion does not necessarily imply that the behaviour of the 
indices agrees. On other hand, lower correlation values 
were reported by the intraclass correlation coefficient 
between CBI and the entropy module indices. In figure 1, 
the probability of prediction and the box diagrams corre-
sponding to the patterns defined in the EEG. Li (light 
anaesthesia in recovery) and Lr (light anaesthesia on 
induction) were grouped in the same anaesthetic class 
or category, also Ak (awakened) and Rc (awakened, 
recovery). A higher prediction probability was provided 
by the CBI (Pk=0.935), SE (Pk=0.884) and RE (Pk=0.899).

A greater dispersion is observed in the SE and RE 
indices, a partial overlap can also be seen in the boxes 
associated with deep anaesthesia and general anaesthesia 
in these indices. A high Pearson correlation might be 
explained by the coinciding values corresponding to the 

https://dx.doi.org/10.1136/bmjhci-2023-100823
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awake and general anaesthesia states. The Bland- Altman 
graph of figure 2 shows that the differences between CBI 
and the entropy module indices exceed the concordance 
limits mainly for average values between 60 and 80 and 20 
and 40, respectively. This suggests a lack of concordance 
in the states of light anaesthesia (estimated range: 60–80) 
and deep anaesthesia (estimated range: 20–40). The CBI, 
SE and RE associated with the defined clinical events are 
presented in figure 3.

In the present article, we review the probability of 
prediction of the patient’s condition was estimated for all 
predictors shown in figure 4. In table 1 La (light dose), 
the CBI showed a similar performance when compared 

with the other indices being; SD1—light dose the best 
with a Pmk of 0.86, followed by CSI—light dose with Pmk 
of 0.85, CVI—the 0.84 Pmk and CBI 0.83.

The capacity and clinical skills of trained medical staff 
may be affected by external factors such as personal 
problems, work fatigue, among others. Besides, a physi-
cian’s learning curve is not a constant independent of 
the previously mentioned factors, that’s why it’s neces-
sary to compare the most promising machine learning 
methods to classify different anaesthetic levels obtaining 
the best outcome. In this study, the following results were 
obtained: In the decision tree, data set classification error 
and cross validation error were lowest with the data sets 

Figure 2 Bland- Altman graphs to evaluate the agreement between CBI and the SE and RE indices. CBI, Complexity 
Brainwave Index; ICC, intraclass correlation coefficient; RE, response entropy; SE, state entropy. *The limits of agreement are 
defined as the average value (red line segmented mean)±2 SD (red line segmented upper and lower).

Figure 1 Box plot diagrams for EEG patterns associated with previously defined clinical states, and prediction probability 
values associated with CBI, SE and RE. Ak, awakened; Bs, deep anaesthesia associated with suppression burst pattern; CBI, 
Complexity Brainwave Index; Da, deep anaesthesia; Ga, general anaesthesia; La, light dose; Li, light anaesthesia on induction; 
Lr, light anaesthesia in recovery; Pmk, probability of paired prediction; Rc, awakened, recovery; RE, response entropy; SE, state 
entropy.
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combinations of CBI–CVI–NIBP and CBI–CSI–NIBP. In 
the Bagging and adaptive Boosting Assembly methods, 
the CBI–CSI–NIBP and CBI–CVI–CSI data set groups 
showed the lowest classification error and X- Val errors. 

In the case of the neuronal network, lowest classification 
error and X- Val values were in the CBI–CVI–NIBP group. 
On the neuro- adaptive fuzzy inference system method, 
the CBI- CVI data set presented the lowest errors. However, 

Figure 3 Values of CBI, SE and RE to different states clinical. CBI, Complexity Brainwave Index; RE, response entropy; SE, 
state entropy. *Triangle pointing down: induction of total intravenous anesthesia; circle: beginning of airway management; 
diamond: beginning of surgery; square: end of surgery; triangle pointing up: start of extubation. Figure developed by the author.

Figure 4 Box plot diagram for probability of prediction (Pk) of the patient’s condition for central nervous system and 
autonomic nervous system indices. Ak, awakened; Bs, deep anaesthesia associated with suppression burst pattern; CBI, 
Complexity Brainwave Index; CSI, Cardiac Sympathetic Index; CVI, Cardiac Vagal Index; Da, deep anaesthesia; Ga, general 
anaesthesia; La, light dose; Li, light anaesthesia on induction; Lr, light anaesthesia in recovery; Rc, awakened, recovery; SD1/
SD2, Poincare chart descriptors; WC- HF, high frequency component; WC- LF, low frequency component; WC- HFn, high 
frequency power of wavelet coefficients, and respective normalisation; WC- LFn, low frequency power of wavelet coefficients, 
and respective normalisation. *A total of 25 light analgesia states were identified—La. There is a reduction in the performance 
of CBI (from 0.935 to 0.823) when considering the event light dose—La, this mainly due to overlap with the range of values 
associated with the event of general anaesthesia—Ga. It can be noted that SNA- related indices alone provide a poor probability 
of predicting the anaesthetic depth (around 0.5, which indicates that the prediction isn’t better than chance). However, the 
moustache diagrams seem to indicate differences in respect to other states in the methods derived from the analysis of the 
Poincare chart.
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when comparing all the previously mentioned methods, 
the neuronal network method showed the lowest classi-
fication error and X- Val values with the CBI–CVI–NIBP 
(table 2).

DISCUSSION
The present study developed an algorithm that jointly 
considers changes in ANS and CNS pattern activity, to clas-
sify AD. Most devices used to assess anaesthetic effects on 
cerebral activity rely on EEG- based indices with ambiguity 
in reduction of intraoperative awareness.14 21 37 Among 
the most used EEG- based indices, one finds entropy and 
Bispectral Index.38 However, there have been reports of 
better performance by RE Index over Bispectral Index as 
predictor of response to painful stimulus.38 In our study, 
we demonstrated that an algorithm based on CBI along 
with other clinical variables related to ANS activity has a 
better performance in the classification of AD over the 
already known entropy indices.

Highlighting the process of innovation in medicine, we 
mention that this method of classification process of AD 
that includes the collection of biological signals, condi-
tioning of said signals, monitoring of the activity of the 

central and autonomic systems, measurement of indexes 
and classification of patterns in AD was patented in the 
USA (US11504056B2), Brazil (BR112020013317A2), 
Colombia (CO2016002707A1) and the World Intellectual 
Property Organization (WO2019179544A1).39 40

The main difference with the other EEG indices 
previously mentioned lies in the fact that this algorithm 
uses clinical states to classify anaesthetic states, while 
combining them with CNS and ANS derived predictors 
such as CBI, CVI, CSI and NIBP.41–43 The present algo-
rithm included clinical events such as anaesthetic dose 
adjustment and movement during surgery as inputs in 
the classification of AD as a light anaesthesia state. This 
could explain the low global concordance between the 
algorithm- related CBI and the entropy indices observed 
in intermediate and deep anaesthesia states seen in the 
Bland- Altman graphs in the Results section.42 This means 
that our algorithm detects dose adjustments or move-
ment during surgery to classify intermediate anaesthesia 
depth, and therefore providing more opportunities for 
faster detection and response in the case of intermediate 
anaesthesia states.42

Another important aspect related to the comparison 
of EEG indices performance was the difference between 
CBI and entropy indices. A higher entropy index activity 
in comparison with the CBI was observed. This is most 
likely explained by a failure of the entropy indices in the 
detection of burst suppression pattern, which could be 
misread as the awake state.22 This could result in misinter-
pretation by the anaesthesiologist, which could lead in an 
increased anaesthetic administration. Thus, in the case of 
CBI, this showed a better response to burst suppression 
pattern. These results suggest that CBI is a better alter-
native; hence, reducing the error in the assessment of 
deep anaesthesia as the awake state and subsequent prob-
ability of dangerous anaesthetic overdose, and its derived 
complications.4 43

In recent years, a change of paradigm has been 
proposed, considering the monitoring with indices based 
on brain electrical activity and the monitoring of stan-
dard parameters as complementary methods, and not 
as techniques that compete for patient care. There has 
been the development of classificatory system integration 
with other parameters correlated to ANS activity. In the 
present study, by comparison of cross validation errors for 
the different methods and a confusion matrix for neural 
network, different machine learning methods were 
implemented to estimate the best method for comparing 
predictors derived from CNS and ANS.43

Among the different classification methods, our study 
found that the neuronal network with a hidden layer had 
the lowest cross- validation error when combining the 
CBI, CVI and NIBP predictors. This means our machine 
learning based classification algorithm had the best 
performance when neuronal networks were used. This 
clinically translates into a better prediction of AD states. 
However, it is important to mention the lower perfor-
mance for awake and general anaesthesia states where the 

Table 1 Probability of paired prediction

Predictor La Ak Li Ga Da Lr Rc Pmk

CBI- La 0.97 0.89 0.53 0.98 0.69 0.98 0.83

CVI- La 0.88 0.86 0.80 0.86 0.84 0.81 0.84

CSI- La 0.93 0.81 0.82 0.86 0.87 0.78 0.85

WC- HF La 0.88 0.86 0.73 0.83 0.77 0.79 0.81

WC- HF La* 0.79 0.61 0.74 0.75 0.76 0.61 0.71

WC- LF La 0.76 0.78 0.60 0.61 0.65 0.77 0.70

WC- LF La* 0.79 0.61 0.74 0.75 0.76 0.61 0.71

*These values can be normalised to express proportions of a total 
power defined by the sum of WC- HF and WC- LF.
Ak, awakened; CBI, Complexity Brainwave Index; CSI, Cardiac 
Sympathetic Index; CVI, Cardiac Vagal Index; Da, deep 
anaesthesia; Ga, general anaesthesia; La, light dose; Li, light 
anaesthesia on induction; Lr, light anaesthesia in recovery; Pmk, 
probability of paired prediction; Rc, awakened, recovery; WC- HF, 
high frequency component; WC- LF, low frequency component.

Table 2 Classifiers performance in deep anaesthesia

Predictors Classifier Classifier: CE Classifier: X- Val

CBI–CVI–NIBP Decision tree 0.086 0.118

CBI–CSI–NIBP Decision tree 0.094 0.118

CBI–CSI–NIBP Bagging 0.097 0.133

CBI–CVI–CSI Boosting 0.097 0.127

CBI–CVI–NIBP Neural network 0.094 0.103

CBI–CVI ANFIS 0.189 0.192

ANFIS, neuro- adaptive fuzzy inference; CBI, Cerebral Brain Index; 
CSI, Cardiac Sympathetic Index; CVI, Cardiac Vagal Index; NIBP, non- 
invasive blood pressure.
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highest error was seen in error matrix. Therefore, such 
anaesthetic states remain to be a challenge by current 
classificatory systems as observed in the Results section. 
Despite the lower prediction values, the CBI used in our 
algorithm still shows the highest prediction value when 
compared with the other predictor variables. This means 
our algorithm, although it presents such limitations, still 
performs better than the other AD classification methods. 
Finally, this research was based on retrospective analysis 
of medical records, associated with information biases; 
however, the research group has adequate training for 
the analysis and interpretation of the results. Similarly, 
being a single- centre study may limit the extrapolation of 
the results.

CONCLUSION
Biological signal filtering and a machine learning algo-
rithm can be useful to classify AD during a surgical proce-
dure. In our study, we show that an algorithm based on 
CBI together with other clinical variables related to ANS 
activity has a better performance in the classification of 
AD over the already known entropy indices.
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ABSTRACT
Objectives Loneliness is a prevalent global public 
health concern with complex dynamics requiring further 
exploration. This study aims to enhance understanding 
of loneliness dynamics through building towards a global 
loneliness map using social intelligence analysis.
Settings and design This paper presents a proof of 
concept for the global loneliness map, using data collected 
in October 2022. Twitter posts containing keywords such 
as ‘lonely’, ‘loneliness’, ‘alone’, ‘solitude’ and ‘isolation’ 
were gathered, resulting in 841 796 tweets from the USA. 
City- specific data were extracted from these tweets to 
construct a loneliness map for the country. Sentiment 
analysis using the valence aware dictionary for sentiment 
reasoning tool was employed to differentiate metaphorical 
expressions from meaningful correlations between 
loneliness and socioeconomic and emotional factors.
Measures and results The sentiment analysis 
encompassed the USA dataset and city- wise subsets, 
identifying negative sentiment tweets. Psychosocial 
linguistic features of these negative tweets were analysed 
to reveal significant connections between loneliness, 
socioeconomic aspects and emotional themes. Word 
clouds depicted topic variations between positively and 
negatively toned tweets. A frequency list of correlated 
topics within broader socioeconomic and emotional 
categories was generated from negative sentiment 
tweets. Additionally, a comprehensive table displayed top 
correlated topics for each city.
Conclusions Leveraging social media data provide 
insights into the multifaceted nature of loneliness. Given its 
subjectivity, loneliness experiences exhibit variability. This 
study serves as a proof of concept for an extensive global 
loneliness map, holding implications for global public 
health strategies and policy development. Understanding 
loneliness dynamics on a larger scale can facilitate 
targeted interventions and support.

INTRODUCTION
Loneliness is a global public health issue. 
Loneliness not only affects the quality of life 
but also leads to other mental health issues 
thus burdening the public health service 
system. Every year 162 000 Americans die from 
loneliness and social isolation.1 Every forty 
seconds someone, around the world, commits 
suicide while loneliness is shown to be a 
direct cause of suicide.2 Loneliness is shown 

to be associated with high risk for multiple 
health conditions such as physical and mental 
health, dementia and early mortality.3 4 More-
over, loneliness has been shown to increase 
the risk of death by 26%.4 Loneliness is also 
associated with additional cost to the health-
care infrastructure. For instance, in the USA, 
an additional US$6.7 billion are spent in 
expenses because of loneliness.5 Similarly, in 
terms of costs, loneliness costs US$154 billion 
to employers in terms of absenteeism and loss 
in productivity.5

Loneliness must be understood separately 
from the interlinked concept of isolation. 
Loneliness is the subjective perception of an 
individual’s actual and desired social connec-
tions and relationships. While social isolation 
on the other hand is an objective phenom-
enon of lack of social connections, be that 
with immediate family or larger community. 
The route to loneliness can vary from one 
person to the other. The relation between 
loneliness and social isolation with the 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Social media data are used to track mental health 
conditions and to gain insights into complex social 
and public health issues.

WHAT THIS STUDY ADDS
 ⇒ This paper uses social media data to understand the 
complex issue of loneliness which is explored in de-
tail in social sciences but understanding it from with 
the help of data is lacking in literature. With the help 
of natural language processing tools, we analysed 
tweets to look for associations of socioeconomic 
and personal- emotional categories which are highly 
occurring with the mention of loneliness.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ This study gives insight into the dynamic and vary-
ing nature of loneliness across geographical areas. 
This fact can be useful for policymakers in designing 
specific interventions to counter loneliness by un-
derstanding loneliness in a geographical area better.

http://bmjopen.bmj.com/
http://orcid.org/0000-0002-5691-4819
http://crossmark.crossref.org/dialog/?doi=10.1136/bmjhci-2022-100728&domain=pdf&date_stamp=2023-010-12


2 Shah HA, Househ M. BMJ Health Care Inform 2023;30:e100728. doi:10.1136/bmjhci-2022-100728

Open access 

determinant factors is complex and often bidirectional. 
For some people, loneliness is a prevalent state of mind. 
This can be the result of genetic influence or early adver-
sity. Depression and social anxiety may lead some others 
to be lonely. While for some people, it may be the result 
of trauma and internalised stigma. These factors as well 
as others such as old age, economic status and negative 
self- image may contribute to loneliness.6 7 While transient 
loneliness can result in emotional distress, it is common-
place and can be overcome. But loneliness can become 
chronic and permanent because of lack of consistent and 
constant social connectedness, thus altering neurobiolog-
ical and behavioural patterns and mechanisms.8

There are several intervention strategies for fighting 
off loneliness. These strategies are meant to mitigate the 
long- term mental health effects of loneliness. There have 
been technological interventions ranging from using 
social media for connectivity to videoconferencing and 
community- oriented interventions. The effectiveness of 
technology- based interventions to fight off loneliness has 
been studied in the literature. Authors in Döring et al’s 
study9 showed that communication- based technologies 
can reduce loneliness and isolation in older people. It 
was reported by Choi and Lee10 that older people using 
social platforms changed their behaviour through use 
of multifaceted technology platforms. These platforms 
enable social participation, cognition, nutrition and phys-
ical activity.

The recent trend in technology is towards the use of 
artificial intelligence (AI)- based conversational agents 
and chatbots. Xie and Pentina11 found out through survey 
of patients already using a chatbot that patients form an 
emotional attachment with the chatbots if the patients 
perceive the chatbots’ response to offer emotional 
support. The role of chatbots in interventions for mental 
health was studied by Boucher et al12 and the potential 
challenges were discussed. Similarly, Abd- Alrazaq et al13 
found that patients have overall feeling of satisfaction with 
the use of chatbot through a systematic review. However, 
Manis and Matis14 also pointed out the benefits of tech-
nology and chatbots particularly in terms of long- term 
isolation. AI- based chatbots, thus, can counter loneliness 
given they are complemented with other interventions.

As mentioned, digital technology interventions are 
shown to help in reducing the feeling of loneliness, there 
is a need to understand the prevalence of loneliness to 
devise such technology- based and community- oriented 
strategies. This can be understood through a loneliness 
map. Health informatics is applied to the area of digital 
health and study of loneliness through various studies. 
There are other studies which use social media data to 
gain a detailed insight into the problem of loneliness.9 
Building on the tools of health informatics and social 
media analysis of mental health, digital health and loneli-
ness a detailed global map of loneliness can act as a guide-
line and as the foundational grounding for intervention 
strategies. Loneliness is a big burden on global public 
health spending, global loss of accumulated number of 

days of work as well as affecting the quality of life. What 
we need more in understanding of loneliness is from the 
health informatics perspective. The map, a part of which 
this paper will develop, will be our first towards loneliness 
informatics.

Through the global loneliness map, the approach 
is to explore the relationship between loneliness and 
mental health issues. This map can be used to zoom in 
on a country where the relationship of loneliness with 
negative sentiment is higher to derive further analysis. 
We will also provide a correlation of linguistic features 
representing respective personal and social categories, 
such as relationships, sleep habits and emotional dysreg-
ulation for different categories to show how these can 
vary across countries. This can be helpful in recognising 
and understanding the nature of association of loneli-
ness with negative sentiments in different categories. The 
loneliness map will monitor the relationship of loneliness 
to mental health issues across the globe by analysing the 
data collected through ML and AI tools. The surveillance 
data on the relationship between loneliness and mental 
health issues can be used to design policy programmes to 
build a community of support.

This paper presents a proof of concept for such a global 
loneliness map. Developing the loneliness map which is 
exhaustive and backed by rigorous evidence is a time 
and resource intensive project. This paper presents the 
first step towards it. The remaining parts of the map, that 
is, using multiple data sources and analysing different 
regions and countries exhaustively will be carried out 
stepwise. Rather than using multiple sources of data 
we first focus on Twitter because the data it provides is 
diverse as well as from a limited dataset multiple insights 
can be gained as the users have to express themselves in 
limited characters. Moreover, we start with the USA. We 
collected data mentioning keywords associated with lone-
liness and found out that the data returned by the Twitter 
algorithm has more tweets from the USA. We collected 
global data on loneliness as we wanted a snapshot into 
loneliness rather than exhaustive analysis of one country. 
We retrieved the US cities which have more than 10 000 
tweets each related to loneliness.

To develop the first part of loneliness map, we used 
sentiment analysis of Twitter data through natural a 
language processing tool. This is based on psycholin-
guistic model of understanding mental health issues. 
The collected tweets are stored in a database and then 
sentiment analysis using valence aware dictionary for 
sentiment reasoning (VADER)15 tool from the natural 
language toolkit (NLTK) is carried out. VADER is lexicon 
and rule- based model for sentiment analysis. The lexicon- 
based approach means that the algorithm is constructed 
using a dictionary which contains a detailed list of senti-
ment features. In addition, VADER also complements the 
lexicon- based dictionary with grammatical rules which 
are heuristic in nature. These rules complement the 
lexicon- based sentiment analysis to determine polarity 
of the sentiment. The result of the sentiment analysis 
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tool gives us an indication of loneliness in the particular 
dataset.

LITERATURE REVIEW
Understanding loneliness theoretically and its relation 
to mental health has been the subject of several studies 
such as.10 16 17 From the health informatics side, there 
also have been studies which deal with the application 
of technology- based intervention to cope with loneliness 
such as.9 Loneliness is shown by these studies to be associ-
ated with increased risk of mental health issues. Interven-
tions for loneliness which are based either on technology 
or through building community were shown to be effec-
tive in reducing the negative effects of loneliness.

Technology is used to fill in the gap created by lack of 
access to a healthcare professional or service. Byrne et al18 
carried out a scoping review of reviews to study the effec-
tiveness of communication technologies to reduce the 
feeling of loneliness in older people. The study concluded 
that communication- based technologies do in- fact reduce 
feeling of loneliness in older people. Similarly, Hards et 
al19 studied through a systematic review and meta- analysis 
of digital technologies- based intervention to reduce lone-
liness in older adults. The study analysed 6 articles finally 
with 646 participants reported in combined. The study 
showed no statistical difference between the effectiveness 
of digital intervention, but it self- reported the lack of 
enough studies and small sample size of participants to 
be the cause for lack of validating effectiveness.

However, Döring et al9 establish the relationship 
between communication- based technologies and reduc-
tion in the feeling of loneliness. Through a cross- sectional 
study of 4315 older adults, aged above 50, it reported that 
rural older adults who used technology less- frequently felt 
loneliness more than urban older adults. Choi and Lee10 
carried out a study of effectiveness of social networking 
sites usage in older people for reducing loneliness. 
The study found some evidence that the use of social 
networking sites was associated with reduction in feeling 
of loneliness and reduction in feeling of depression. But 
the studies lacked on the experimental side.

The brief literature review provided above provides 
the scientific foundation for effectiveness of technology- 
based intervention in loneliness. However, there is a gap 
in global understanding and prevalence of loneliness. 
Surkalim et al20 carried out a study of prevalence of lone-
liness in 113 countries to identify data availability, gaps 

and patterns for population level existence of loneliness. 
However, the study did not design a tool, nor an interven-
tion based on the meta- analysis carried out.

Twitter has been used for studying other phenomena 
and public health concerns such as.21 22 Data were 
collected in Guntuku et al23 from twitter to study loneli-
ness. Twitter is also used for other mental health related 
topics such as a detailed study of tweets related to insomnia 
and its correlation with mental health was carried out by 
Maghsoudi.24 Similarly, Alhuzali et al25 carried analysis of 
emotions in the UK and geo- located the emotions across 
different cities to find the sentiment during COVID- 19 
pandemic. For mental health problems26 carried analysis 
of twitter data to detect the magnitude of depression. 
Given the literature overview, the following are the scope 
and contribution of this paper:
1. This study provides proof of concept for a loneliness 

map where the dynamics of loneliness can be under-
stood through publicly available social media and oth-
er online data.

2. How the topics and themes associated with loneli-
ness over Twitter relate to larger socioeconomic and 
personal- emotional categories?

3. Is there a difference in aggregate expression of loneli-
ness, thus pointing to the dynamic nature of loneliness, 
even across the same country or does the expression 
change across the country relevant to different geo-
graphical or socioeconomic conditions?

DATA PROCESSING AND SENTIMENT ANALYSIS
In this section, we will present how the data are collected, 
discuss the data sources as well as sentiment analysis 
carried out on the data.

Methodology
The study does not use identity of persons involved gener-
ating the data but gives an aggregate and an overall picture 
based on opinions expressed publicly. We use social intel-
ligence analysis (SIA) to find the correlation of loneliness 
with mental health problems and other correlated topics. 
The SIA is a broad theme which incorporates multiple 
social media sources such as Facebook, Reddit and Quora, 
etc. SIA is important to gain insight into user’s data and 
in our case understand the dynamics of loneliness. While 
SIA can be used for a variety of purposes such as mining 
content to create stories or to find out trends, we have 
used SIA for sentiment analysis of collected data on 
loneliness. As mentioned in the introduction, this is the 
proof of concept or first step towards a global loneliness 
map. Therefore, we have only used Twitter for collecting 
data and used a sentiment analysis tool for analysing the 
sentiment of data retrieved from USA, which mentions 
keywords associated with loneliness.

We used respective analysis of publicly available data of 
users posting about loneliness. Twitter is a social media 
platform which is used for connectivity and opinion 
sharing and allows users to post via short messages Figure 1 Pipeline for processing Twitter data.
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consisting of 280 characters. Twitter gives access to the 
users’ data through its publicly available Twitter API for 
developers. The data we gathered was based on topic 
modelling through open- vocabulary topics. The relevant 
tweets about loneliness were gathered and stored in a 
database. Topics, which are combinations of clusters of 
co- occurring words were created. These topics are then 
analysed further through a dictatory- based approach. 
Our approach also relies on dictionary- based psycholin-
guistic features to create a loneliness map as is used by 
Pennebaker et al.27

For topic modelling, we used the words ‘lonely’, ‘lone-
liness’, ‘alone’, ‘isolated’ and ‘isolation’ to give a list of 
tweets containing these keywords. In theoretical liter-
ature, the words ‘loneliness’ and ‘lonely’ are used to 
describe the feeling under consideration in this paper. 
Authors in Guntuku et al’s study23 collected Twitter data 
based on keywords ‘lonely’ and ‘alone’. We went further 
and included the synonyms and related words with loneli-
ness for collecting our Twitter data.

We did not want to exhaustively search for one specific 
country because we wanted the data collected to be proof 
of concept. We can focus exhaustively on the cities or 
countries and collect more data about them based on 
the data collected in this step. The data collected were 
analysed through a sentiment analysis approach to find 
out the topics most correlated with loneliness in different 
cities in the USA. The next subsection explains why senti-
ment analysis on the collected data is needed.

Sentiment analysis
We collect a particular number of tweets with the 
keywords for loneliness. If we were reporting all the 
tweets that contained feelings of loneliness, we would not 
have required a further step. In that case, the problem 
becomes determining the association or corelation 
between themes (which may represent loneliness) with 
the keywords depicting loneliness. For instance, we had 
to find what is the relationship between ‘hurt’, ‘sick’, 
‘tired’, ‘sleep’, etc with the expression of loneliness. This 
task is usually carried out by association of lexicon cate-
gories with tweets including the words ‘lonely’ or ‘alone’.

The problem we are formulating in this paper is on 
a larger scale. Thus, the limited scale of representative 
tweets has to be interpreted in a novel way to give us 
any meaningful insight into loneliness. All the tweets in 
each dataset contain keywords representing loneliness. 
These data can be analysed in one way to give associa-
tion between loneliness with other categories across the 
globe for different selected countries. This trend in its 
own is important to give a global picture of determinants 
of loneliness and to give a tool to policy- makers to address 
loneliness in their specific country. But the mention of 
‘lonely’ or ‘alone’ can also be in a non- negative way. This 
fact gives us an opportunity to look at the relationship 
between mentioning keywords representing loneliness 
and negative emotions which may ultimately be linked to 
psycholinguistic feature of mental well- being.

For establishing the corelation between loneliness and 
negative sentiment we used VADER based on Python’s 
NLTK. VADER is suited for microblog content, such 
as that of Twitter. VADER combines lexicon, that is, 
dictionary- based analysis, and rule- based approach to 
characterise the sentiment. Other lexicon- based senti-
ment analysers such as linguistic inquiry and word count 
(LIWC)27 are only polarity based. VADER on the other 
hand also gives valence of the sentiment on the range 
from 1 to 9. Because of the sentiment score we can also 
know through VADER the extent to which the sentiment 
is negative or positive.

This valence is based on generalisable rules that 
represent grammatical and syntactical conventions that 
humans use in contexts meant for emphasising a senti-
ment intensity.

For our purposes, another important feature of VADER 
is the inclusion of sentiment bearing lexical non- verbal 
items such as emoticons and verbal items such as slang, 
acronyms, initialisms which are prevalent in social media 
context. The combination of valence polarity though 
both lexicon and rule- based approach are valuable for 
fine- grained sentiment analysis. VADER overcomes the 
shortcomings of lexicon- based analysers such as LIWC 
through a machine learning approach. The shortcomings 
of lexicon- based approach come in coverage, general 
sentiment intensity and acquiring a new set of human 
lexical features.

In this paper, through the global loneliness map, the 
approach is to correlate the categories of loneliness with 
possible negative mental health outcomes. This map can 
be used to zoom in on a country where the relationship 
of loneliness with negative sentiment is higher to derive 
further analysis. We also provide a correlation of linguistic 
features representing respective personal and social cate-
gories, such as relationships, sleep habits and emotional 
dysregulation for different categories to show how these 
can vary across countries. This can be helpful in recog-
nising and understanding the nature of association of 
loneliness with negative sentiments in different catego-
ries. Subsequently, this can guide intervention strategies 
in those specific areas.

RESULTS
Data about the keywords associated with loneliness were 
collected during October 2022 through the developer 
API of Twitter. The purpose of this paper is not to find 
the number of people with loneliness in a particular area 
or country. That kind of study would require collecting 
billions of tweets. Rather the purpose in this study is to 
find the correlations of loneliness with socioeconomic, 
political and personal- psychological categories. For this 
purpose, we do not need to go deeper into a user’s time-
line and monitor their activity. We are more interested 
in the aggregate behaviour of users in relation to the 
expression of loneliness. We deidentify the tweets before 
analysing them, that is, we remove the users’ names and 
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IDs. This is part of the data cleaning process. The data are 
publicly available, but we will not disclose the collected 
data without anonymising it.

Globally, 4.1 million tweets were collected. Out of these 
841 796 were from the USA. Five cities had tweets higher 
than 10 000 which we analysed. We also analysed one 
city with tweets less than 10 000 but higher than 5000 to 
see whether the result conforms to the other cities with 
number of tweets more than 10 000. Orlando was the city, 
and the number of tweets was 5535.

Figure 1 presents our pipeline of analysis of data 
collected from Twitter. Twitter gives access to the users’ 
data through its publicly available Twitter API for devel-
opers. The data we gathered was based on topic model-
ling through open- vocabulary topics. The relevant tweets 
about loneliness were gathered and stored in a database. 
Topics, which are combinations of clusters of co- occur-
ring words, were created. These topics are then analysed 
further through a dictatory- based approach.

Tweets were collected containing the keywords 
mentioned in the last subsection. Tweets were extracted 
from these two countries to make a subdataset belonging 
to the USA. This was meant to reflect the majority compo-
sition of the dataset. Sentiment analysis was carried out 
after cleaning the data such as removing redundant 
characters, numbers, special characters, users’ profile 
ID and information such as ‘retweet’. Sentiment analysis 
is important to differentiate between the phrases and 
topics carrying meaningful information on loneliness 

and metaphorical and non- sequitur uses of the terms 
and topics associated with loneliness. Figure 2 gives the 
process of collecting data from Twitter and the process of 
analysis of the tweets.

Table 1 gives sentiment analysis for different cities as 
explained above and for the overall dataset which contains 
data about the USA. Table 1 also points towards an inter-
esting outlier in the dataset, that is, Houston accounts 
for almost all the neutral tweets. Some of the cities have 
a more balanced amount of negative and other tweets 
(ie, positive and neutral) while two clear outlines can 
be pointed out in the dataset. For Houston, only 21.2% 
tweets are negative while for Queens 80.6% tweets are 
negative. The data were collected for 2 weeks, and it is not 
wide and deep enough to know with certainty the causes 
of these outliers. As mentioned, this study is a proof of 
concept for a wider loneliness map on the basis of SIA, 
that is, through analysing various social media and web 
based data through the tools of machine learning and AI. 
However, the neutral tweets along with the positive tweets 
do not add to the analysis of loneliness as carried out in 
this paper. With this dataset, the reason for these outliers 
cannot be ascertained without looking further into long- 
term data for each city. In further studies, the long term 
data will be collected to have balanced dataset for each 
city and find out the reasons for proportion of each cate-
gory of tweets.

The aim of the loneliness map and this paper is to find 
the correlation between loneliness and mental health 
issues and other topics which can vary from personal 

Figure 2 Strengthening the Reporting of Observational 
Studies in Epidemiology diagram for the Twitter data.

Table 1 Sentiment analysis of tweets containing the 
keywords/topics of loneliness

City Sentiment analysis of tweets

Houston Positive: 9.6%
Negative: 21.2%
Neutral: 69.2%

Nashville Positive: 48.5%
Negative: 51.5%
Neutral: 0.0%

Orlando Positive: 52.6%
Negative: 47.4%
Neutral: 0.0%

Queens Positive: 19.4%
Negative: 80.6%
Neutral: 0.0%

San Francisco Positive: 46.7%
Negative: 47.3%
Neutral: 6.0%

Washington Positive: 40.8%
Negative: 56.5%
Neutral: 2.7%

USA Total tweets: 841 796
Positive: 139 210, 16.5%
Negative: 258 401, 30.7%
Neutral: 44 185, 52.8%
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expression to socioeconomic factors. Before going 
into detailed analysis of the tweets on loneliness, it was 
important to find out the tweets which are metaphorical 
or non- sequitur. The neutrality can also represent the 
mention of loneliness in descriptive terms. The data here 
show that the sample size is consistent in producing reli-
able results as Orlando with the smallest sample size has 
similar results as other cities.

Figure 3 presents the word clouds of the sentiment 
of the tweets. This figure illustrates the most highly 
associated words with the groups of users tweeting with 
keywords associated with loneliness. It is important to 
plot the word cloud of both positive tweets and negative 
tweets to differentiate between metaphorical use and the 
meaningful use as intended by the study design of this 
paper. From the figure it can be seen that the words asso-
ciated with positive sentiment of mention of loneliness 
are positive words such as commitment, sobriety, sober 
and months (number of months). The word cloud was 
generated after redundant words were removed such as 
the ‘RT’ (retweeted) and mention of the user’s ID.

Table 2 presents the highly correlated topics with nega-
tive mention of loneliness. The tweets with negative senti-
ment were first tokenised and stemmed to get a concise 

list of words and topics associated with loneliness. The list 
was then analysed and meaningful words representing 
topics of interest such as emotional, social and health, 
etc identifiers were found out. Words such as ‘oh’, ‘yeah’ 
and ‘ur’ were ignored in composing the list. From table 2, 
it can be seen for the overall US dataset intimate rela-
tionships followed by interpersonal relationships are the 
highest correlated topics, thus, issues associated with lone-
liness. ‘COVID- 19’ is the single highest occurring word in 
the dataset. The search keywords contained ‘isolated’ and 
‘isolation’ and given the social and physical distancing 
required by COVID- 19 prevention guidelines the highest 
occurrence of COVID- 19 in association with negative 
sentiment of loneliness is expected. This tells us that the 
isolation because of COVID- 19 has negative effects on 
people’s sentiments, thus their overall mental health. We 
also found the association of drug and addiction words 
with loneliness. The same was also found in figure 3B 
where the word ‘sober’ which is associated with recovery 
from addiction was used although in a positive sense. The 
combination of both figure 3B and table 2 shows the asso-
ciation of drug/alcohol addiction with loneliness; thus, it 
can be further investigated with keywords associated with 
both loneliness and addiction.

Figure 3 Words more likely to be posted by Twitter users (A) when the sentiment of the tweet is positive, (B) when sentiment of 
the tweet is negative.
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In table 3, the city- wise topic association of themes 
with loneliness was found out. It was based on analysis 
of tweets with negative sentiment. It was found out that 
the sample, however, limited, contained variation as per 
themes and topics associated with the negative conse-
quences of loneliness. While these topics and their asso-
ciation with loneliness are not definitive, that is, it may 
change with availability of more data per city, it provides 
proof of concept for the idea of mapping loneliness, 
nonetheless. Some of the corelations are intuitive and 

self- expressive, for example, Queens being a big city with 
the peculiar nature of big city one would expect more 
self- oriented or self- focused expressions. The data anal-
ysed here provide a peek for data collected over a limited 
period, but it proves that the expression and dynamics of 
loneliness can change with geography which in turn can 
be dependent on particular urban infrastructure, health-
care system, socioeconomic issues and culture of the 
region. Similarly, figure 4 shows a few selected examples 
of city- wise association of topics with loneliness. As can be 
seen each word cloud is different with some meaningful 
words contained in each. For example, in Houston the 
word ‘lgbtq’ can be seen, while for Orlando words such 
as ‘love’ can be spotted out. This again drives home the 
point of variance in experience and expression of loneli-
ness. It must be noted that the word cloud is based on the 
full words and phrases while the list in table 2 is based on 
stemmed words.

DISCUSSION AND LIMITATIONS
The methodology developed in this paper shows the asso-
ciation of loneliness with language which is associated with 
mental health issues such as anger and depression. The 
tweets analysed prove that psychosocial linguistic features 
can be found in self- expression of loneliness which can 
identify dynamics of loneliness.28–30 Further, we present 
the topics and themes associated with loneliness can vary 
along both the thematic area and the geographic region. 
Tweets containing keywords associated with loneliness 

Table 2 Highly correlated topics with mentions of 
loneliness

Highly correlated topics with negative mentions of 
loneliness. Topics are divided into a broader theme area

Thematic area Topic No. of mentions

Intimate Relationships Cheat 13 395

Man 8250

Family 7196

Woman 5941

Relationship 4926

Marriage 3736

Interpersonal 
Relationships

Want 13 655

Need 12 868

Feel 11 018

Hurt 1680

Forgot 1104

Health Covid 11 313

Die 8972

Life 5741

Patient 1210

Socio- economic factors Colorism 
(Black/White)

27 740

Money 5179

Poor 3391

Racism 1230

Slavery 1197

Emotional expression/
insecurities

Sad 8942

Hate 6581

Fat 3883

Anger 3525

Sexual 3360

Grieve 2115

Drug/Alcohol Rehabilitation 8580

Smoke 3554

Drunk 959

Insomnia Night 4245

Awake 1269

Sleep 1204

Bed 627

Table 3 Top correlated topics with negative mention of 
loneliness across cities analysed

City Top three correlated topics

Houston 1. Cheat
2. Family
3. Relationship

Nashville 1. Black, white (mention of racism/
colorism)

2. Missing someone
3. Addiction

Orlando 1. Racism
2. Emotional expression (hate)
3. Sexual identity (straight)

Queens 1. Self- focused (mention of ‘self’)
2. Covid
3. Emotional expression (forgot)

San Francisco 1. Emotional expression/dysregulation 
(Sh*t, F*ck, Broke)

2. Addiction
3. Black, white (mention of racism/

colorism)

Washington 1. Rehabilitation
2. Emotional expression/dysregulation 

(Sh*t, F*ck, Eat)
3. Health (Mask, Ebola)
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also represent a self- focused discourse which affirms 
previous literature on loneliness.31 32 Tables 2 and 3 also 
point towards other results which have been established 
in literature on loneliness. These include conformity 
with literature on association of loneliness with substance 
abuse, emotional dysregulation and trouble with rela-
tionships.33 A loneliness map developed by SIA through 

machine learning and social media data analysis can thus 
be a powerful tool for policy- makers.

As mentioned in the Literature review section, there 
are very rare studies carried out on studying loneliness 
through Twitter, therefore, this paper is a novel idea in 
studying and understanding loneliness. However, Twitter 
and social media have been used to study other mental 

Figure 4 Selected city- wise examples of world clouds of words/topics associated with negative sentiment of loneliness, 
(A) Houston, (B) Orlando, (C) Nashville.
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health and public health concerns. Loneliness was 
studied in detail for Pennsylvania by Guntuku et al.23 The 
study provides insight into how loneliness is felt in the 
particular region. Our study goes beyond this study and 
carries out a comparative analysis of loneliness across six 
cities of the USA. Moreover, this study will be used as a 
proof of concept for a detailed map of loneliness on a 
global scale. Twitter data were used by Melton et al34 to 
study the response to vaccination against COVID- 19. They 
developed their own sentiment analysis model, but they 
did not provide detailed analysis of the users’ tweets. The 
categorisation of socioeconomic, political and personal- 
psychological topics was missing from the study which this 
study provides. Similarly, the dynamics of insomnia and 
its correlation with different external and internal factors 
was not carried out by24 as compared with this study which 
goes in depth to give the dynamics of the topic of study, 
that is, loneliness.

There are some limitations of this study. The first limita-
tion is that the dataset size is small as compared with the 
actual data being generated by both countries on the 
keywords of loneliness. Tweets can run into millions even 
for a city on the keyword of loneliness. But the purpose 
of this study is not to carry out a rigorous analysis but to 
give a proof of concept for a loneliness map. The other 
limitation of this study on another front is the automatic 
classification of Tweets into negative and positive through 
sentiment analysis. While this has been the basis of the 
paper to carry out automated analysis, the result of this 
automated sentiment analysis needs to be validated 
through looking at a certain number of Tweets which 
have been identified negative. Through this way, we will 
be able to know the confidence of analysis and quantify 
the error.

CONCLUSION
This paper develops the proof of concept for loneli-
ness map project. In this proof of concept, we analysed 
different cities in the USA through data collected from 
Twitter to see the correlation of loneliness with negative 
sentiment and other correlated topics. The loneliness map 
will be incrementally developed by considering multiple 
data sources and different regions and countries of the 
world. The loneliness map project will integrate multiple 
data sources (such as social media content, surveys and 
news) to analyse loneliness through ML and AI to create 
a map of loneliness across the globe to understand the 
impact of loneliness on mental health. Loneliness map 
is not only meant to see the prevalence of loneliness in 
different countries, regions and cities around the world, 
but it will also be instrumental in understanding the 
impact of different sociocultural, political, economic and 
geographical dynamics on loneliness and mental health. 
The loneliness map can guide intervention for policy- 
makers in healthcare such as the health map in.35 The 
interventions can also be guided by data provided by the 
loneliness map. The division between urban and rural, 

economic zones and classes and their relationship with 
loneliness can be observed from a loneliness map. The 
map can also trace historical data of loneliness in partic-
ular regions and find the co- relationship of increasing 
loneliness with mental health. From the digital mental 
health perspective, the question that whether loneliness 
is the result of mental health problems or cause, can be 
answered through the data provided by the loneliness 
map.

In this paper, sentiment analysis of tweets containing 
keywords associated with loneliness was carried out for 
the US cities. The results showed variance in the senti-
ment associated with loneliness in different cities as well 
as the top correlated topics with the mention of loneli-
ness. This can be important for policy- makers to under-
stand the particular nature of loneliness in these cities. 
These results are only indicative and will need further 
exhaustive study. To point out for the sake of clarity, the 
number of tweets containing the keywords associated 
with loneliness can run up to millions for a particular city 
during a year. But the objective of this paper is not to 
study exhaustively each city but to determine from the 
data collected the sentiment associated with loneliness 
in order to prove that the dynamics of loneliness are not 
the same even in the same country. This provides a peep 
into the varying nature of loneliness, thus driving the 
point home that loneliness can be varied and would need 
different strategies to counter the negative feelings asso-
ciated with loneliness.

In future, this work can be extended in many direc-
tions. We plan to extend the analysis with the same 
cities by collecting focused data and analysing it in more 
detail to find the socioeconomic and personal- emotional 
dynamics of loneliness for the city. We also will collect 
data about loneliness from different countries in different 
languages, translate the data and analyse through senti-
ment analysis. In further work in data collection, we will 
use other social media platforms such as Facebook, Reddit 
and Quora to collect data and topics on loneliness. The 
data on these platforms are detailed which can give more 
intimate analysis of a person’s experience of loneliness. 
While Twitter’s data are diverse, the data of these other 
social media platforms would be detailed and intimate. 
The data from these different social media platforms 
can then be combined to have a more accurate under-
standing of loneliness, thus also improving the quality of 
the loneliness map.
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