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A Repository of Public
Health Best Practices
From the Heart of the
Pandemic

Alfredo Morabia, MD, PhD

Editor-in-Chief, AJPH

The COVID-19 pandemic has been

both an opportunity and an accel-

erator. AJPH has now published two

supplements (CEAL, https://ajph.

aphapublications.org/toc/ajph/114/S1;

RADx-UP, https://ajph.aphapublications.

org/toc/ajph/112/S9), and three more

are being produced. These five supple-

ments comprise a panorama of the

public health research that was funded

by federal agencies during the COVID-19

pandemic. At the core of these supple-

ments is the community-engaged

research and interventions that are

now an invaluable component of the

tremendous achievements of public

health during the pandemic. Reading

these documents helps us to under-

stand the key role of public health in

getting millions of people tested and

millions of vaccine doses from the

industry warehouses into people’s

arms. Federal agencies can be com-

mended for having reacted quickly, effi-

ciently, and appropriately. Hopefully,

these AJPH supplements will make these

achievements also visible to the public

at large.

The pandemic surprised us as a soci-

ety and suddenly upset most of our

usual ways of communicating. It also

rapidly exacerbated the main dysfunc-

tional aspects of the public health sys-

tem: minoritized and disenfranchised

populations were highly vulnerable to

the brutal effects of SARS-CoV-2. Federal

agencies opted to fund community-

engaged science and interventions tar-

geting the most heavily hit populations.

“Unprecedented times combined with

striking disparities called for these

unprecedented measures” (https://doi.

org/10.2105/AJPH.2022.307105), partic-

ularly among African American/Black,

Hispanic/Latino, American Indian/Alaska

Native, Asian, Native Hawaiian, and

Pacific Islander populations, as well as

socioeconomically disadvantaged popu-

lations, underserved rural populations,

and sexual and gender minorities.

At the end of the process, some

agencies turned to AJPH to publish the

research conducted using their funds.

These projects had not necessarily

been led by teams familiar with scien-

tific publications. The editors of AJPH

have been actively identifying the stron-

gest pieces submitted through Calls for

Papers or in other ways, making sure

that their content was rigorous and

Continued on page 358...

HISTORY CORNER

6 YEARS AGO

The More Things Change, the
More Things Stay the Same

Today, it is no longer an issue of

being suspected of being a run-

away slave; it is just generally being

“suspected”—whether while sleep-

ing in a common room in a univer-

sity dorm, barbequing, walking

home while wearing a hoodie,

driving, wanting to use the wash-

room in a coffee shop, and so on.

Being non-White is suspect. This

reflects and cements a culture in

which. . .our chances of being the

victim of police homicide are much

higher if we are Black or Latino.

What can be done? First, better

data are critical. . . . If we can docu-

ment the number of adults who live

within a mile of a park and keep

counts of workers who get injured

or die on the job, we can systemati-

cally collect data about injuries and

homicides caused by police brutal-

ity. We have only recently begun to

quantify and qualitatively describe

the history of lynching in the United

States; we should not wait until we

erect monuments decades hence

to describe the prevalence of police

brutality.

From AJPH, September 2018, p. 1128

37 YEARS AGO

Murder at Work

OSHA [Occupational Safety and

Health Administration] has failed to

address the serious problem of

occupational homicide. With guns
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met the publication standards of the

Journal. Some of our new article for-

mats, such as Notes From the Field,

proved to be suitable for capturing local,

innovative experiences, in often difficult-

to-reach communities. The Journal also

established a new format, Qualitative

Notes From the Field, to capture voices

from local experiences. This format, while

not as fully detailed as the traditional

research article, provides the information

needed for other groups searching

for models to know how these were

technically performed and to contact the

authors for more details. In some cases,

the full article may have been published

in other, more specialized journals than

AJPH.

These supplements, altogether, form a

catalogue, a repository, and a bank of

best community-engaged practices.

From this perspective, AJPH also takes

pride in having featured the experience

of thousands of public health professio-

nals and community activists. This

anthology of real-time experiences dur-

ing the pandemic will be of great interest

for building a postpandemic public

health.

RAPID ACCELERATION OF
DIAGNOSTICS

The National Institutes of Health,

through the National Institute on

Minority Health and Health Disparities,

the National Institute on Aging, and

other institutes, launched the Rapid

Acceleration of Diagnostics–Underserved

Populations (RADx-UP) in April 2020 to

support community-engaged research

to increase access and uptake of

COVID-19 diagnostic tests in under-

served and vulnerable populations. To

date, 142 RADx-UP projects are a

nationwide community of practice

comprising multidisciplinary research

teams working directly with 409979

enrolled participants as of February 22,

2024, and using the NIH RADx-UP Com-

mon Data Elements. RADx-UP research

has implemented and evaluated inter-

ventions to, for example, increase test-

ing uptake, reduce vaccine hesitancy in

high-risk groups, and promote universal

masking in schools.

COMMUNITY
ENGAGEMENT ALLIANCE

The backbone of the Community

Engagement Alliance (CEAL) comprises

21 regional research teams geographi-

cally dispersed across 21 states, the Dis-

trict of Columbia, and Puerto Rico, and

371 counties, comprising approximately

85 million people. Half of their partners

are faith-based, patient advocate, social

service, community-based organizations,

and other grassroots service-oriented

organizations. Their role is to build trust,

share science-based knowledge, gener-

ate community-engaged mitigation and

prevention strategies, and promote par-

ticipation in COVID-19–related clinical

trials.

OUTLINING A VISION

On May 11, 2023, the US COVID-19

public health emergency declaration

expired, but the infrastructure and the

methods developed by RADx-UP, CEAL,

and programs from the National Insti-

tute for Occupational Safety and Health,

the Centers for Disease Control and

Prevention, and other agencies for

which supplements are still in produc-

tion, need to survive. Beyond COVID-19,

the often pioneering approaches can be

adapted to chronic diseases.

DOI: https://doi.org/10.2105/AJPH.2024.307614

HISTORY CORNER

exceeded only by motor vehicles

as a source of fatal injury at work,

it is extraordinary that there are

no OSHA regulations specifically

designed to keep workers from

being murdered on the job. Many

of the work-related homicides

occur in small businesses, yet

OSHA gives little attention to

workplaces with few employees;

those with 10 or fewer are neither

inspected by OSHA nor included in

mortality estimates by the Bureau

of Labor Statistics. . . . [T]here is

need for a reporting system that

will capture all homicides as well

as all work deaths of the self-

employed, a sizable group of work-

ers whose safety is largely ignored.

From AJPH, October 1987,

pp. 1273–1274
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Novel, Granular Methods
to Monitor Vaccine
Uptake and Associated
Factors Within States

Robert A. Bednarczyk, PhD

ABOUT THE AUTHORS

Robert A. Bednarczyk is an associate professor of global health and epidemiology in the
Emory University Rollins School of Public Health, a faculty member in the Emory Vaccine
Center, and an investigator in the Cancer Prevention and Control Program of the Winship
Cancer Institute, Atlanta, GA.

See also Kasting et al., p. 415.

H igh vaccine coverage is one of the

best means of controlling both the

transmission and severity of infectious dis-

eases. In the early stages of the COVID-19

pandemic, concerns over a “twindemic” of

surging cases of both influenza and

COVID-19 during the winter respiratory

disease season led to efforts to increase

uptake of vaccines against these two dis-

eases.1 While there have been numerous

systems put in place by the US Centers

for Disease Control and Prevention (CDC)

to assess vaccine uptake, such as the Na-

tional Immunization Survey (for children

aged 19–35months),2 National Immuniza-

tion Survey–Teen (for adolescents aged

13–17years),3 and the National Health

Information Survey (for adults),4 these

systems are often large enough only to

provide very precise estimates of national-

level vaccine uptake, with less precise

estimates of vaccine coverage at the level

of the state or immunization program.

LIMITATIONS TO CURRENT
VACCINE UPTAKE
MONITORING SYSTEMS

This limitation is significant, in that it

precludes substate analysis of vaccine

uptake. Previous research has shown

that, within a state, there can be varia-

tion in disease incidence based on

variation in school entry vaccination

requirement exemptions.5 However,

there is not routine reporting of vaccine

coverage at granular substate levels.

For example, in the 2022 National Im-

munization Survey–Teen, provider-

verified vaccination records were used

for analysis for 16043 adolescents.3

This provides very precise estimates of

national-level vaccine coverage, with

95% confidence interval widths ranging

from 2 to 6 percentage points.3 However,

individual state-level estimates had rela-

tively lower precision,6 owing to state-

level sample sizes ranging from 207 to

794, with a median state-level sample

size of 274.7 These sample sizes preclude

more granular substate analysis (e.g., at

the county level).

NOVEL METHODS FOR
ASSESSING SUBSTATE
VACCINE UPTAKE

In this issue of AJPH, Kasting et al.

(p. 415) utilize two different sources of

population-level vaccine uptake data to

assess influenza vaccine uptake (using

county-level vaccine data from the

Centers for Disease Control and Pre-

vention [CDC] FluVaxView Web site)

and COVID-19 vaccine uptake (using

county-level vaccine data from the

Indiana Child and Hoosier Immuniza-

tion Registry Program, the state immu-

nization information system [IIS]).8

Notably, this article highlights county-

level variability in vaccine uptake but

also provides an assessment of county-

level vaccine coverage in the context of

county-level sociodemographic data.8

These analyses help to disentangle fac-

tors that may drive vaccine coverage

(e.g., health care access, socioeconomic

status, insurance coverage, demo-

graphics) at the county level.

There are two key takeaways from

the findings published by Kasting et al.

First, county-level heterogeneity in vac-

cine coverage is differential by vaccine.

For influenza vaccine, there was vari-

ability in county-level vaccine coverage,

ranging from 33.7% to 53.1%, but this

was a much smaller range than that

seen for COVID-19 vaccine coverage,

which ranged from 31.2% to 87.6%.

These types of findings can help estab-

lish future research priorities, such as

identifying counties where vaccine cov-

erage for both vaccines is either high

(potentially indicating consistently

higher prevention activities) or low

(potentially indicating consistently lower

prevention activities), or where there

is a split (e.g., high COVID-19 vaccine

coverage and low influenza vaccine cov-

erage, or vice versa, which potentially

indicates differential manifestations of

vaccine hesitance). Being able to make

these comparisons can empower local

public health and medical professionals

to develop and implement more tar-

geted interventions to improve vaccine

uptake locally.
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Second, using population-level data

sources at a more granular substate

level can provide an ability to account

for socio-demographic differences at

these smaller geographies. There were

differences in county-level influenza

and COVID-19 vaccine uptake, and

these county-level sociodemographic

characteristic differences provide a

greater ability to understand factors

that may impact vaccine uptake.

ADVANCING THE SCIENCE
OF VACCINE UPTAKE
MEASUREMENT

Combined, these two takeaways show

a clear path forward for future vaccine

uptake assessments. By using state-

level data systems, such as IIS, we can

generate more precise estimates of

vaccine coverage at very granular sub-

state levels. However, state-level differ-

ences in IIS reporting requirements

and standards can impact the utility

and comparability of these data across

states.8 Similarly, IIS participation is het-

erogenous across states, and because

of population dynamics (e.g., in- and

out-migration from individual states,

receipt of vaccines at health care facili-

ties in a different state), complete

accounting of individual-level vaccine

uptake can be difficult.9

However, these limitations should

not be seen as a reason to not pursue

more detailed research activities using

IIS data or data from other vaccine

reporting sources (e.g., CDC FluVax-

View, as used by Kasting et al. in this

study), but rather a call to action to

identify how best we can use existing

data and develop improved data collec-

tion and analysis systems to monitor

and improve state- and substate-level

vaccine coverage.

In summary, the work of Kasting et al.

presented here offers a view toward

what can be done with more granular

and detailed vaccination coverage data.

Notably, the authors point out a limita-

tion that ecologic data were used for

these analyses. With greater awareness

of the potential for more detailed analy-

sis using individual-level vaccination

and sociodemographic data, this opens

up the opportunity for future studies to

look at individual-level data to more

completely assess associations be-

tween sociodemographics and vaccina-

tion status at the county level.
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State Mandates for
Hearing Aid Coverage:
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O ften overlooked, hearing loss is a

common chronic condition and

an important factor in overall health.

Twenty-three percent of Americans

12 years and older have at least mild

hearing loss.1 However, the prevalence

increases with age from less than 1.0%

of those younger than 20 years1 to

65% of those 71 years and older and

96% of those 90 years and older.2

Hearing loss ranges in severity from

mild (�66% of cases), to moderate

(�28%), to severe or profound (�6%).

Early public health research on hear-

ing loss focused on the association

between unaddressed hearing loss

among children and outcomes such as

lower educational achievement and

poorer speech and language develop-

ment. Subsequent studies have shown

the protective effects and importance of

early intervention and language access

(e.g., language services such as teaching

American Sign Language, amplification,

cochlear implantation, or some combina-

tion of these) and have led to wide-

spread programs such as the universal

newborn hearing–screening program

tied to federal funding in the 1990s.

More recently, a shift in focus sug-

gests that hearing loss among older

adults is associated with lower health-

related quality of life,3 incident demen-

tia,4 depression,5 and increased health

care expenditures.6 Importantly, most

observational studies find that hearing

aid use provides a protective effect

against negative outcomes. A landmark

randomized controlled trial assessing

the effectiveness of hearing interven-

tion in reducing cognitive decline over

three years among older adults, the

ACHIEVE (Aging and Cognitive Health

Evaluation in Elders) trial, reported a

null overall effect; however, a prespeci-

fied subanalysis found that hearing

intervention reduced cognitive change

among older adults at increased risk

for cognitive decline (e.g., those with

poorer overall health, lower socioeco-

nomic status).7

Hearing aids, a noninvasive, minimal-

risk intervention, are the most common

and versatile (e.g., indicated for most

degrees of hearing loss) treatment of

hearing loss but are underutilized. Esti-

mates suggest that only between 16%

and 30% of American adults who might

benefit from a hearing aid own and use

one.2 The barriers to hearing care are

multifactorial, but often noted key bar-

riers are accessibility and affordability.8

The estimated cost at $4700 for a typi-

cal pair of hearing aids and accompany-

ing professional services is prohibitive

for many Americans, especially given

hearing services minimal insurance

coverage.8

Hearing aids and related services are

a statutory exclusion under Medicare,

the primary health insurance provider

for older Americans. Although many

Medicare Advantage programs include

hearing aid coverage, evidence on the

details and effectiveness of these bene-

fits on hearing aid adoption is limited.

As of 2016, only 28 states had some

level of Medicaid hearing aid coverage

for adults, with benefits varying signifi-

cantly from state to state.9

Recent policies have attempted to

improve the accessibility and afford-

ability of hearing care. The Over-the-

Counter Hearing Aid Act of 2017

(passed as a rider on the US Food and

Drug Administration [FDA] Reauthoriza-

tion Act of 2017) required the FDA to

develop criteria and to implement a

new category for a regulated class of

over-the-counter hearing aids. These

devices would be available to the public

without the need to see a licensed pro-

fessional as a means to decrease access

barriers to hearing care. The new FDA

regulations became official in Novem-

ber 2022, and any realized increase in

hearing aid uptake is still uncertain. The

Build Back Better Act of 2021 included

provisions that removed the statutory

exclusion and expanded hearing care

under Medicare; the act passed the

US House of Representative but ulti-

mately failed by a single vote in the

US Senate.
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In recognition of hearing aids’ impor-

tance for people with hearing loss,

some states and US territories have

enacted mandates requiring private

health insurance to cover the cost of

hearing aids. In an exemplary exercise

of policy surveillance, in this issue of

the AJPH, Arnold et al. (p. 407) found

that as of 2023, there are 28 state man-

dates in place (27 by the end of 2022

and an additional one in Vermont start-

ing in 2023) requiring private health

insurance to cover hearing aids. Unsur-

prisingly, the authors found vast het-

erogeneity across state mandates, with

variability in exemptions and exceptions

of included populations, coverage limits,

and intervals for how often benefits

could be claimed—a key consideration

given the limited lifespan of a hearing

aid (�3–7 years).8 The detailed report

puts the generosity of these mandates

into perspective, as some benefit limits

would not cover the average cost of a

pair of hearing aids and would leave

Americans on the hook for a substantial

remaining bill.

Perhaps consistent with the history

of the research described, Arnold et al.

found that hearing aid policies and

state mandates favored US children

and adolescents. Because of multiple

state mandates, the overall proportion

of US individuals whose private health

insurance covers at least some costs

related to a hearing aid has increased

over the past 15 years (2008–present);

however, deeper surveillance revealed

differences by age group. The propor-

tion of children and adolescents with

hearing aid coverage increased from

3.4% to 18.7%, whereas adults aged 19

to 64 years were left behind with only a

0.3% to 4.6% increase. A combination

of established research translating to

policy, a smaller target population that

requires fewer resources to guarantee

coverage, and ageism (e.g., overlooked

concern for older adults) likely plays a

role in the disparities in coverage. How-

ever, given the recent work and trial

findings, improving hearing care access

for older Americans could have an

important impact on the overall well-

being of society—perhaps even being

cost-effective because health care

expenditures would be reduced.

In their article, Arnold et al. suggest

that higher coverage could be achieved

with the implementation of a federal-

level mandate or with the relaxation of

state mandate exceptions, particularly

those pertaining to age limits. However,

as the authors mention, the reach of

these state mandates is limited, as they

do not apply to private employer self-

insured group health plans, which cov-

er most privately insured workers.

Moving forward, an important consid-

eration is the need for a deeper under-

standing of how increased coverage

and which aspects of coverage (e.g.,

plan generosity) translate into realized

increases in hearing aid uptake and

sustained hearing aid use. Importantly,

the authors have provided a valuable

contribution to science and have laid

the foundation for developing causal

inference and econometric models to

assess the effectiveness of mandates

by publicly disseminating the output of

this surveillance research, which com-

piles and categorizes details of the vari-

ous state mandates with information

on when they go into effect. These data

could be a catalyst for new, innovative

research and offer a unique opportuni-

ty to spur new interest in hearing care

research from public health research-

ers not previously engaged in this area.

Policy surveillance examines the link

between law and public health, and it

contributes to the development of

effective and equitable policies. At the

same time, it allows the monitoring

of such policies to ensure that these

remain relevant to the needs of the

population they intend to serve. Policy

surveillance analysis pertaining to hear-

ing health care was overlooked until

now. The work of Arnold et al. will

ease the monitoring and evaluation of

these hearing aid mandates for the

benefit of the US population while pro-

viding new information to consider in

the larger framework of hearing care

policy research moving forward as their

work isolates the effect of new initia-

tives (e.g., over-the-counter hearing

aids) and proposes comprehensive

approaches (e.g., combining mandates

with Medicare expansion) for improving

hearing care uptake in the United

States.

CORRESPONDENCE
Correspondence should be sent to Emmanuel E.
Garcia Morales, PhD, Johns Hopkins Bloomberg
School of Public Health, 2024 E. Monument St,
Suite 2-700, Baltimore, MD 21205 (e-mail:
egarci18@jhu.edu). Reprints can be ordered at
http://www.ajph.org by clicking the “Reprints” link.

PUBLICATION INFORMATION
Full Citation: Garcia Morales EE, Reed NS. State
mandates for hearing aid coverage: an opportuni-
ty for improving access to hearing health. Am J
Public Health. 2024;114(4):361–363.

Acceptance Date: January 27, 2024.

DOI: https://doi.org/10.2105/AJPH.2024.307620

CONTRIBUTORS
Both authors conceptualized, drafted, and revised
the editorial.

CONFLICTS OF INTEREST
E. E. Garcia Morales has no conflicts of interest to
report. N. S. Reed sits on the advisory board of
Neosensory.

REFERENCES

1. Goman AM, Lin FR. Prevalence of hearing loss by
severity in the United States. Am J Public Health.
2016;106(10):1820–1822. https://doi.org/10.2105/
AJPH.2016.303299

2. Reed NS, Garcia-Morales EE, Myers C, et al. Preva-
lence of hearing loss and hearing aid use among
US Medicare beneficiaries aged 71 years and
older. JAMA Netw Open. 2023;6(7):e2326320.

OPINIONS, IDEAS, & PRACTICE

362 Editorial GarciaMorales and Reed

A
JP
H

A
p
ri
l2

02
4,

Vo
l.
11

4,
N
o.

4



https://doi.org/10.1001/jamanetworkopen.2023.
26320

3. Chia EM, Wang JJ, Rochtchina E, Cumming RR,
Newall P, Mitchell P. Hearing impairment and
health-related quality of life: the Blue Mountains
Hearing Study. Ear Hear. 2007;28(2):187–195.
https://doi.org/10.1097/AUD.0b013e31803126b6

4. Deal JA, Betz J, Yaffe K, et al. Hearing impairment
and incident dementia and cognitive decline in
older adults: the Health ABC Study. J Gerontol A
Biol Sci Med Sci. 2017;72(5):703–709. https://doi.
org/10.1093/gerona/glw069

5. Lawrence BJ, Jayakody DMP, Bennett RJ, Eikelboom
RH, Gasson N, Friedland PL. Hearing loss and de-
pression in older adults: a systematic review and
meta-analysis. Gerontologist. 2020;60(3):e137–e154.
https://doi.org/10.1093/geront/gnz009

6. Foley DM, Frick KD, Lin FR. Association between
hearing loss and healthcare expenditures in older
adults. J Am Geriatr Soc. 2014;62(6):1188–1189.
https://doi.org/10.1111/jgs.12864

7. Lin FR, Pike JR, Albert MS, et al. Hearing interven-
tion versus health education control to reduce
cognitive decline in older adults with hearing loss
in the USA (ACHIEVE): a multicentre, randomised
controlled trial. Lancet. 2023;402(10404):786–797.
https://doi.org/10.1016/S0140-6736(23)01406-X

8. Blazer DG, Domnitz S, and Liverman CT, eds. Hear-
ing Health Care for Adults: Priorities for Improving
Access and Affordability. Washington, DC: National
Academies Press; 2016.

9. Arnold ML, Hyer K, Chisolm T. Medicaid hearing
aid coverage for older adult beneficiaries: a state-
by-state comparison. Health Aff (Millwood). 2017;
36(8):1476–1484. https://doi.org/10.1377/hlthaff.
2016.1610

OPINIONS, IDEAS, & PRACTICE

Editorial GarciaMorales and Reed 363

A
JP
H

A
p
ril2024,Vo

l.
114,N

o
.4



Reproduced with permission of copyright owner. Further reproduction
prohibited without permission.



Social Justice and Public
Health: A Public Health of
Consequence, April 2024
Farzana Kapadia, PhD, MPH

ABOUT THE AUTHOR

Farzana Kapadia is AJPH deputy editor, and professor of epidemiology, School of Global
Public Health, New York University, New York.

“Of all the forms of inequality, injus-

tice in health care is the most shock-

ing and inhumane.”

—Martin Luther King Jr.

Martin Luther King Jr. delivered this

well-known quotation March 25,

1966, at the second convention of the

Medical Committee for Human Rights.

This quotation resonates as strongly

today as it did almost 60years ago—not

only because of steadfast recognition of

the multiple systems of oppression that

create and sustain social inequality

and social injustice but also because of

how these coalesce to perpetuate health

inequities. In emphasizing health and

health care, King recognized that high-

quality health care—especially for those

most marginalized in our society—was a

right that had to be protected and valued

as a public good.

This Public Health of Consequence

looks at AJPH publications that extend

and build on King’s words and his work

as it evolved and connects the complex,

complicated, and insidious ways sys-

tematic inequality and oppression

undermine health equity and social

justice. I use examples from this issue

of AJPH to highlight social determinants

of health and how high-quality health

care needs to be accessible to all to

achieve population health.

SOCIAL DISADVANTAGE
AND ADVERSE HEALTH

First, Koester et al. (p. 366) address the

intertwined issues of food insecurity

among low-income families and chil-

dren and how childcare centers can

help reduce this insecurity by partici-

pating in the Child and Adult Care

Feeding Program (CACFP). Unlike the

Supplemental Nutrition Assistance Pro-

gram and the Special Supplemental

Nutrition Program for Women, Infants,

and Children, the CACFP is a less well-

known program that subsidizes healthy

meals for children by reimbursing

licensed childcare centers and daycare

homes for those meals—sites that are

more likely to serve children of low-

income parents.1,2 Koester et al. note

that concerted efforts to make child-

care providers aware of the CACFP and

provide guidance on how to overcome

administrative hurdles to enrollment

are necessary, highlighting how difficult

it can be to access federal food assis-

tance programs.

Next, Ward et al. (p. 387) provide the

first, to their knowledge, multiyear and

nationwide analysis of fatal and nonfa-

tal police shootings, providing evidence

of racial disparities in total injury bur-

den that are more severe than shown

in previous studies that examined fatal

shootings alone. These findings, as

summarized by Zare (p. 384) and Nix

(p. 382), are evidence of the lack of

accountability at local, state, and feder-

al levels for police officers’ use of deadly

force—reflecting the structural racism

that is deeply rooted in efforts to con-

trol and subjugate people of color and

people from low-income communities.

Finally, two research articles that

merit recognition deal with issues that

affect historically marginalized people.

Tran et al. (p. 424) report findings show-

ing that transgender and nonbinary

people, particularly those from minori-

tized racial and ethnic backgrounds, ex-

perience greater exposure to conver-

sion practices that begin at younger

ages. These findings are especially trou-

bling in the current US sociopolitical

landscape, where more and more

states are passing legislation that is

hostile to transgender and nonbinary

individuals as well as the broader sexu-

al and gender minority community.

Facente et al. (p. 435) show that fund-

ing for syringe exchange programs, one

of the most cost-effective HIV preven-

tion interventions, does not meet the

level necessary and recommended by

the Centers for Disease Control and

Prevention to offer comprehensive pro-

gramming to reduce HIV and other

physical and mental health burdens

among injection drug users.

In addition, an editorial by Wagner

and Michaels (p. 372) highlights the

importance of occupational safety as

fundamental to public health. Although

the COVID-19 pandemic prompted

attention to the health and safety—

both physical and mental—of frontline

essential and health care workers,

who are overwhelmingly of low income

and people of color, the integration of

occupational safety and public health

beyond emergency situations is
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necessary. And as occupation and

occupational hazards are social deter-

minants of health, government agen-

cies that provide oversight and protect

against occupational hazards require

greater funding and resources to

protect and promote the health of

workers, their families, and their

communities.

SOCIAL DISADVANTAGE
TO SOCIAL JUSTICE

The articles in this issue add to the

growing body of literature on the social,

political, and economic policies and

practices that continue to contribute to

and exacerbate health and health care

inequities. They further highlight how

the patterns of social disadvantage are

sharper and more damaging to health

among minoritized racial and ethnic

groups, sexual and gender minorities,

and people who use drugs.

For public health professionals, a

social justice approach to promoting

health and well-being requires that we

continue tackling structural racism

and discrimination in all its forms,

income and educational inequality,

housing and food insecurity, and occu-

pational and environmental hazards—

the fundamental drivers of health

inequalities in our population. Continu-

ing to do so is our shared responsibility

if we seek to uphold King’s legacy of

fighting for health as a public good for

all people.
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Addressing children’s nutritional

health in child care settings is im-

portant, because 60% of all children

under age 5 years spend a significant

portion of their waking hours in non-

parental care.1 Meals and snacks eaten

in these settings often provide most

of a young child’s daily food and nutri-

ent intake.2 The nutritional quality of

these meals is important, as adequate

nutrition is critical to healthy develop-

ment in early childhood.3 There is

abundant evidence that low-income

children are at a greater risk for poor

nutrition.4

The Child and Adult Care Food Program

(CACFP), a federally funded program

designed to support young children’s

equitable access to nutrition and healthy

development,5 subsidizes nutritious

meals and snacks for low-income chil-

dren in center- and family-based child

care. The program is administered by

state agencies through sponsoring

organizations (henceforth, sponsors).6

Early child care programs participating

in CACFP have been shown to serve

healthier food than nonparticipating

child care centers and homes,7 and

emerging evidence indicates that chil-

dren who receive CACFP-funded meals

are less likely to experience food

insecurity.8

Family child care providers are an

important access point for CACFP.3,9

Millions of children in the United States

receive care in family child care set-

tings,10 which are estimated to repre-

sent more than 70% of all child care

providers.11 Children from low-income,

racial and ethnic minority households

are more likely to be enrolled in family

child care than higher-income and ma-

jority race/ethnicity children,12 and

many family child care providers are

low-income themselves, with higher

documented rates of food insecurity

than in the general public.13

There is evidence that the COVID-19

pandemic exacerbated inequities in

food access,14 particularly for low-

income families and families of col-

or.15,16 The pandemic also affected

child care in unprecedented ways. One

of the most significant impacts was

widespread child care closures, which

prevented children from accessing nu-

tritious CACFP-funded food through

their child care provider.17 Nationwide,

the number of CACFP meals claimed by

child care providers dropped dramati-

cally in the first three months of the

pandemic.18

The federal government took several

steps to mitigate the impact of the

pandemic on child care and children’s

feeding programs.19 In response to

unprecedented pandemic-related pro-

gram operation challenges, the Food

and Nutrition Service of the US Depart-

ment of Agriculture (USDA) authorized

temporary waivers to core policy ele-

ments of CACFP as authorized by the

Families First Coronavirus Response

Act.20 One waiver allowed providers to

serve meals outside of standard meal-

times, another allowed parents to take

food home even when the children

were not present, and another permit-

ted flexibility regarding the specific

foods that providers served to children

to meet CACFP meal pattern require-

ments.21 Providers were eligible to use

any or all of the waivers. Implementa-

tion of waivers varied among states,

and little is known about how the waiv-

ers were operationalized in the field,

particularly in the child care setting.22

Here, we summarize insights on child

care providers’ experiences participat-

ing in CACFP during the COVID-19 pan-

demic, obtained through surveys with a

convenience sample of family child care
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providers conducted in early fall 2021

(method described in the Appendix,

available as a supplement to the online

version of this article at http://www.

ajph.org). Providers gave voice to the

problems they experienced utilizing the

temporary programmatic waivers, diffi-

culties they had providing nutritious

food to children, and obstacles they

faced in operating their family child

care. Rural–urban differences were also

of interest. Access to CACFP is more

limited in rural areas because of the

ways the geographic concentration of

poverty affects CACFP benefit levels23

and the documented barriers for rural

areas in accessing healthy food.24

KNOWLEDGE OF AND
EXPERIENCE WITH
WAIVERS

Prior evidence has shown that COVID-19

relief funds were effective in providing

critical short-term support for child care

programs.25 However, there is uneven

evidence of the contribution of CACFP

programmatic waivers for child care pro-

viders, particularly family-based child

care.26 Previously identified barriers to

using programmatic waivers included

limited program capacity due to issues

such as staffing, storage, and transporta-

tion.26 Importantly, we found that many

of the licensed family child care provi-

ders that we surveyed had little knowl-

edge of CACFP program waivers. For

instance, 40.6% of providers reported

they had not heard of the waivers at all,

and 44.1% had no knowledge of at least

one of the waivers. Those who had

heard about the waivers most commonly

learned about them from their CACFP

sponsor or monitor (32.9%), their child

care resources and referral agency

(10.5%), or the statewide network of

such agencies (9.8%).

The overwhelming majority of our

sample (85.9%) reported that they nev-

er used a waiver. One provider even

noted, “Wish I would’ve known about

the waivers because it would have

helped my families.” Several providers

who were aware of the waivers, but did

not use them, indicated they did not

understand the waivers. Among provi-

ders who used one or more of the

waivers, few reported problems associ-

ated with their use. One provider

mentioned that the mealtime flexibility

waiver helped with school-age stu-

dents’ online learning schedules, and

others talked about the waivers helping

support the families of the children in

their care whom they perceived need-

ing food support: “The children were

able to still get nutritious meals when

program attendance wasn’t allowed.

Many families needed those meals.”

Providers indicated reasons they had

stopped using the waivers, which in-

cluded that their child care program

had reopened and they were serving

meals in person; that there was no lon-

ger interest from the families in taking

meals home; and that grocery availabili-

ty had improved.

Providers’ lack of awareness is sur-

prising, given that CACFP connects

every family child care provider to a

sponsor who should have provided

them with information about the waiv-

ers. A prior study found that child care

providers who participated in CACFP

were more likely to connect families in

their care with food resources than

non-CACFP-participating providers.17

Communication challenges (e.g., con-

fusing program guidance) have been

identified as barriers to CACFP partici-

pation27 and to the implementation of

healthy eating standards.28 A study of

state CACFP administrators found that

they experienced difficulty receiving

timely and clear communication from

the USDA, which translated into down-

stream communication challenges for

program participants.26 CACFP spon-

soring organizations and participating

child care centers also reported confu-

sion that was due to changing and

inconsistent rules and guidance for

COVID-19.29,30 These communication-

related challenges resulted in dimin-

ished access to nutritious meals for

children and families who were already

likely to face nutrition inequities.16

Family child care providers who par-

ticipate in CACFP are an important

focus of policy efforts to support chil-

dren’s nutritional health and equitable

access to nutritional meals. Few provi-

ders used or were aware of CACFP

programmatic waivers during the

COVID-19 pandemic, which was a

missed opportunity for children’s nutri-

tion, particularly as providers that used

waivers found them beneficial. Identify-

ing effective ways to directly communi-

cate to providers in a timely and clear

manner is critical for current program-

matic needs as well as for future public

health crises.

CHALLENGES DURING
THE PANDEMIC

During the pandemic, family child care

providers struggled to purchase food

for their business. Almost all of the pro-

viders (95.8%) we surveyed said they

noticed higher food prices since March

2020, with a majority reporting difficulty

at times purchasing the food they

needed for their child care. The most

frequent reasons that providers gave

were that food prices had increased

during COVID-19, that grocery stores

had trouble keeping the items they

wanted or needed in stock, and that

they didn’t have enough money to buy

OPINIONS, IDEAS, & PRACTICE

Editorial Koester et al. 367

A
JP
H

A
p
ril2024,Vo

l.
114,N

o
.4



the food they needed for their day

care. We also sought to understand if

providers in rural areas had more food-

related challenges than those in urban

areas. In our sample, providers in rural

areas did not report more difficulty pur-

chasing food than providers in urban

areas.

Our survey results indicated that pro-

viders were currently experiencing

more difficulty, both in making meals

and snacks that children wanted to eat

and in purchasing food that complied

with CACFP menu requirements, than

they were before March 2020. Provi-

ders mentioned that grocery shortages

required additional travel and time to

find certain foods and that they some-

times had to make trips to multiple

stores. Difficulty finding items created

additional complications, such as need-

ing to rearrange CACFP menus (for

themes and illustrative quotes from

open-ended questions, see Table A,

available as a supplement to the online

version of this article at http://www.

ajph.org). Other providers mentioned

the poor quality and short shelf life of

available foods, particularly fruits and

vegetables. Others pointed out that

certain items required by meal patterns

were hard to find (e.g., whole grain

items). One provider mentioned that

reduced enrollment had affected their

economy of scale. Many providers also

mentioned that children’s picky eating

was challenging. Some suggested that

these behaviors had gotten worse

since COVID-19, whereas others saw

them as ongoing. However, despite

these challenges, many said they felt

that their participation in CACFP sup-

ported the healthy eating habits of

children in their care.

Our study also found that providers

reported higher food costs, significantly

more difficulty finding the food they

needed, and more difficulty making

CACFP-compliant meals and snacks in

fall 2021 than before the pandemic.

Because CACFP reimbursement does

not cover the full cost of meals, provi-

ders must pay the difference out of

pocket. Our findings reinforce other

studies that have also identified the

ways that meeting CACFP meal pat-

terns is challenged by limited food

availability and high food costs.31 Con-

trary to our expectations, there were

few rural–urban differences.

An important priority should be

helping providers address financial

hardships such as rising food prices.

Identifying cross-sector and system-

level opportunities to leverage connec-

tions, information, and support for

providers is critical.32,33 Sponsors could

help connect providers with food assis-

tance programs (e.g., the Supplemental

Nutrition Assistance Program, or SNAP)

and charitable food assistance (e.g.,

food pantries), and provide information

about budgeting and stretching

resources.

ADDITIONAL COVID-19–
RELATED CONCERNS

Overall, providers were worried about

their personal financial situation, the

sustainability and future of their child

care business, and purchasing food

compliant with CACFP menu require-

ments (Table 1). Many providers

reported difficulty finding protective

equipment and cleaning supplies and

an increase in the cost of supplies. A

few mentioned that COVID-19–related

cleaning was burdensome and took

time away from interacting with chil-

dren. The toll of added worry and

stress that the pandemic created on

the physical and mental health of the

providers themselves was mentioned

frequently. Providers voiced concern

about the impact on their immediate

family, and some commented that they

felt the children in their care experi-

enced greater stress and anxiety than

before the pandemic. A majority

reported they were somewhat or very

worried about the future health and

safety of children after the pandemic.

IMPACT OF COVID-19 ON
CHILD CARE OPERATION

Providers’ concern about their financial

situation was not surprising, given that

over 75% of providers reported finan-

cial loss due to COVID-19, with another

7.7% reporting they had not yet experi-

enced a financial loss but expected to

in the future. One contributing factor

was that many providers were still

operating under capacity. One quarter

of providers reported that they were

operating at under 50% of their capaci-

ty, 23.8% at between 51% and 75%

of their capacity, and 50.3% at 76% or

more of their capacity. Comparable

pre-COVID-19 capacity information is

not available. These results are critical,

as fewer children enrolled in care means

that fewer children can access the bene-

fits of healthy food through the CACFP

program. Responses about additional

COVID-19 impacts illuminated some rea-

sons that providers were operating un-

der capacity. These included parents

working from home, parents wanting dif-

ferent schedules, families losing employ-

ment, and exposure-related closings.

Providers also mentioned not being

able to find reliable assistants and the

inability to employ assistants due to

reduced capacity. We also sought to

understand if providers in rural areas

faced more financial hardships than

those in urban areas. Our results indicat-

ed that although providers in rural areas
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did not report more financial loss than

providers in urban areas, they were

more likely to report operating under

capacity.

Many providers in our study reported

that they experienced a financial loss,

had reduced enrollment, were operat-

ing under capacity, and had difficulty

finding and paying assistants. These

challenges have been documented for

family child care providers statewide,

with 48.2% of all Illinois child care provi-

ders reporting they considered quitting

because of economic stress from

COVID-19.34 Even before the pandemic,

numbers of family child care providers

were declining.35 Such declines reduce

children’s access to nutritional supports

through CACFP, particularly among

lower-income and non-White families,

who are more likely to use family child

care.36 Our finding that rural providers

were more likely to report operating

under capacity is of note. Future re-

search should seek to understand the

drivers of this relationship and whether

it has continued after the pandemic.

Providers’ significant worries about the

financial sustainability of their child care

operation are not surprising, given that

child care providers overall are low-

income earners.12 Thirty-eight percent of

our sample fell below the federal poverty

level (according to the US Department of

Health and Human Services; https://bit.

ly/3SQxX6q). Food insecurity among

child care providers is higher than in the

general public,37 and providers’ food

security status influences their feeding

practices with children.12 Providers’

physical and mental health are also pre-

dictors of quality in family child care.38

Providing nutritional support to provi-

ders, who play a critical role in the child-

serving ecosystem, can further support

the health and well-being of children.32

COVID-19 disrupted the food safety

net, and the government responded

with speed and great flexibility. Howev-

er, we have presented evidence that

communication to providers was poor,

and lack of knowledge overwhelmingly

prevented the providers in our sample

from taking advantage of COVID-19

waivers that would have helped chil-

dren. These are issues that were also

evident in the CACFP program before

the pandemic. An important question

dramatically highlighted by COVID-19 is

how to improve communication of

CACFP policies to families, providers,

and state agencies. Given the recent

USDA focus on advancing nutrition se-

curity and equity,39 family child care pro-

viders and their participation in CACFP are

essential to consider if we are to meet the

goal of connecting all Americans with

healthy, safe, affordable foods and to

ensure equitable access to nutrition for all

children.
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TABLE 1— Illinois Family Child Care Providers’ Concerns About Child Care Program During and After
COVID-19 Pandemic

When It Comes to the Current and Future Sustainability of Your
Child Care Program, How Much Do You Worry About— Very Much, % Somewhat, %

Undecided, Not Much,
or Not at All, %

Paying myself 50.0 28.9 21.1

Making rent or mortgage payments 37.3 34.5 28.2

Making utility payments 38.0 35.9 26.1

Paying for health insurance and other benefits 41.8 26.2 32.0

Finding and paying for protective equipment and cleaning supplies 27.5 39.4 42.5

Whether families will come back after the pandemic is over 31.9 25.5 42.6

Purchasing food that meets the CACFP menu requirements 24.6 38.7 36.7

Health and safety of children after the pandemic is over 48.3 29.4 22.3

Note. CACFP5Child and Adult Care Food Program. The response options “undecided,” “not much,” and “not at all” were collapsed. Sample size was
n5143.
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During the depths of the COVID-19

pandemic, with stay-at-home

orders, quiet urban streets punctuated

by ambulance sirens, the frequent

sound of helicopters transferring criti-

cally ill patients, widespread fear and

anxiety, hospital understaffing, and

protective equipment shortages, the

continued work and enormous com-

mitment of essential public-facing

workers highlighted the importance of

work as a determinant of the health

status of workers, their families, com-

munities, and the country. People who

worked outside their homes—in hospi-

tals, chronic care facilities, public safety,

transportation, commercial delivery,

and food production and sale—were

celebrated as “heroes.” Daily press

stories made it clear: work matters for

worker and community health and

well-being.

But the spotlight shifted as vaccines

became widely available, fear abated,

the risk of infection from going to and

being at work was less pronounced,

and many workers began suffering

from burnout and other mental health

challenges. Workers willing to take care

of the sick and elderly, people deliver-

ing packages that we were no longer

sanitizing, and teachers who were try-

ing to protect their own health in poorly

ventilated classrooms, were no longer

national heroes, and their ongoing im-

portance faded from the media.

The experience of the recent pandem-

ic underscores the need, advocated by

Alfredo Morabia, the editor-in-chief of

AJPH, to maintain a focus on the centrali-

ty of work or its absence in the lives of

virtually everyone by bringing worker

health and safety into the mainstream of

public health.1

The importance of “mainstreaming”

worker health and safety is not limited

to pandemic response. Work policies,

practices, and exposures influence the

health of workers and their families

outside of work in obvious and subtle

ways. Work is central to the lives of

people who work, providing financial

and social support and purpose; thus,

work is a major driver of overall well-

being. Poor and hazardous working

conditions can cause or contribute to

injury, disease, premature death, burn-

out, and addiction.2 For many, work is a

source of health insurance, an impor-

tant factor in access to some degree of

sickness care for many workers and

their families. And the absence of work

drives poverty, inequality, and despair.

The consequences of the quality of

work are felt by workers, their families,

and the communities in which they live.

Nevertheless, although the World

Health Organization has for decades

noted that health is more than the ab-

sence of disease and has recognized

that employment and working condi-

tions have powerful effects on health

and health equity,3 work and the po-

tential to improve working conditions

are too often overlooked as an oppor-

tunity for public health engagement.

OLD HAZARDS WITH
GROWING CONSEQUENCES

There have been many missed oppor-

tunities for collaborative approaches,

combining general public health and

occupational health expertise and au-

thorities, that aim to prevent or miti-

gate disease. A few recent examples of

the inadequacy of the public health sys-

tem’s response to well-known work

hazards that are emerging in new and

dangerous forms illustrate many of the

weaknesses of these systems.

Airborne Pathogens

In the face of the pandemic, it is difficult

to recall that coronaviruses have long

been recognized as one of the patho-

gens causing mild to moderate respira-

tory illness, often called the “common

cold.” Workers are regularly infected by

airborne pathogens that include coro-

navirus and influenza, pass infections
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on to fellow workers, and bring infec-

tions home. In addition to those

employed in health care settings, tea-

chers, retail workers, and others in

public-facing jobs have higher risk of re-

spiratory infections.4 For many jobs,

particularly office-based work, respira-

tory infections are a major cause of

work absence.5 Unlike in other high-

income countries, paid sick leave that

would enable workers to stay home

when they might infect others is far

from universal in the United States.

The novel SARS-CoV-2 virus (the causa-

tive agent of COVID-19) is a ramped-up

version of the pathogen causing colds.

Workplace transmission of airborne

pathogens like coronavirus has been

tolerated without regulation or interven-

tions for years. Early evidence and com-

mon sense identified the risk of infection

transmission in nursing homes, hospi-

tals, and meat-processing plants, but the

risk to other workers was generally

ignored, delaying public health efforts

to protect workers with heightened risk.

As a rule, the responsibility and authori-

ty for public health action resides in local,

county, and state health departments.

Public health authorities, strapped for

resources, do not have the expertise, and

do not consider it within their domain to

enter workplaces and use their powers

to reduce risk to workers. That is seen

as the responsibility of a federal agency,

the Occupational Safety and Health Ad-

ministration (OSHA). But OSHA did not

have adequate tools in place to require

employers to take steps necessary to pro-

tect their employees from SARS-CoV-2,

even those in health care facilities.6

Climate Change–Related
Hazards

The climate crisis is increasing the risk

to workers from exposure to wildfire

smoke, extreme heat, vector-borne ill-

nesses, and other hazards.7

Wildfires are increasing, creating

smoke that travels great distances, ele-

vating toxic exposures associated with

respiratory and cardiovascular disease.

Everyone in New York City and Wash-

ington, DC, including outdoor workers,

experienced the highly polluted air

from Canadian wildfires for days in

2023.

A recent National Academies report

found that the nation is unprepared to

provide respiratory protection for most

workers exposed to airborne viruses or

wildfire smoke.8 The response to the

report was almost complete silence

from Congress or the federal agencies

whose job it is to protect the public’s

health.

Extreme heat exposure, in both out-

door and indoor workplaces, is also

becoming more common and more

deadly. Heat not only kills directly but

also increases the risk of renal failure,

cardiovascular disease, ischemic stroke,

and workplace injuries.9,10 Federal

OSHA’s standard setting process is ex-

tremely slow and resource intensive.

Although a few state OSHA plans have

standards requiring rest breaks, shade,

and rehydration, regulations that cover

much of the country are unlikely to be

issued in the next several years.

Respirable Crystalline Silica

Silica dust is another well-known deadly

resurging hazard. Although both feder-

al and California OSHA plans have

standards requiring employers to limit

exposure, the fabrication of counter-

tops made from “engineered” stone

has resulted in dozens of California

workers developing silicosis. In severe

cases, some workers have died, and

others have needed lung transplants.11

COORDINATION
FAILURES HAVE
CONSEQUENCES

In addressing each of these hazards,

collaboration and communication be-

tween the occupational safety and

health (OSH) regulatory system and the

mainstream public health system have

been inadequate or absent. Although

for decades work has been acknowl-

edged as a “social determinant of

health” nationally and internationally,2,3

the separation of OSH from main-

stream public health has, if anything,

grown.

Before the passage of the Occupa-

tional Safety and Health Act in 1970,

many state and local governments had

workplace inspection units. Some of

those state offices transitioned to be-

come state OSHA plans, but others

atrophied or disappeared. During the

COVID-19 pandemic, few state and lo-

cal government agencies other than a

limited number of state OSHA pro-

grams routinely responded to work-

place outbreaks in which many workers

were sickened.

OSH is too often viewed as a field

apart, with distinct knowledge, atti-

tudes, and beliefs. It is pigeonholed as

“industrial health,” concerned with con-

ditions of the past that will gradually

fade away in the United States through

a combination of regulation and dein-

dustrialization. It may be misunder-

stood as focused exclusively on injuries

from work and their compensation.

Research investigations published in

this and other scientific journals repeat-

edly confirmed the association of

COVID-19 risk with workplace expo-

sures, and that work outside the home

contributed to disparities in illness

and death.12,13 Early in the pandemic,

workplaces—including nursing homes,
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hospitals, meatpacking facilities, pris-

ons, and retail establishments—played

an important role in spreading the virus

throughout much of the country, espe-

cially rural areas.14–16 Yet there was lit-

tle coordination between the state and

local public health agencies that played

a lead role in the nation’s pandemic re-

sponse and the federal and state OSHA

programs with authority over

workplaces.

In addition, much of the public health

messaging from the Centers for Dis-

ease Control and Prevention stressed

the importance of actions individuals

could take, emphasizing handwashing,

maintaining six feet of social distance,

and mask wearing.

In contrast, occupational health

experts recommended the application

of the fundamental principles of worker

protection: the hierarchy of controls.17

These experts recognized that to con-

trol the workplace spread of SARS-

CoV-2, it would be more effective to

make the environment safer for all

rather than by exclusively relying on

individuals to change their behaviors.

Applying the hierarchy to COVID-19

risk reduction, the first steps are to

eliminate the exposure through keep-

ing sick and potentially infectious work-

ers out of the workplace and by utilizing

engineering controls that provide virus-

free air. Although useful in conjunction

with other controls, personal protective

equipment like respirators is not as ef-

fective as environmental interventions.

We believe that wider implementation

of the hierarchy of controls would have

helped slow the workplace spread of

the virus, saving many lives.

The chasm between OSH and main-

stream public health is mirrored in

mainstream medicine, where medical

treatment of illness and injuries from

work is often separated from the rest

of the health care system. Workers’

compensation insurance systems vary

by state, with differences in standards

of diagnosis and proof for compensa-

tion of injuries and diseases from work.

Many people with injuries or illnesses

caused or made worse by workplace

exposures elect to avoid entering the

workers’ compensation system, shifting

the costs of work-related conditions

from the employer (where, by law, they

belong) to the worker and their families,

their coworkers, and taxpayers. Other

barriers to obtaining compensation, in-

cluding shrinking pools of key medical

personnel able and willing to diagnose

conditions as occupational when reaching

that conclusion, result in both time-

consuming engagement with an often-

unfamiliar administrative process and

substandard levels of payment for provid-

ing treatment.18,19

CLOSING THE GAP

Public health policy and funding priori-

ties are often set by measuring or enu-

merating conditions of concern. When

only compensated injuries and dis-

eases are counted as work-related,

there is substantial undercounting of

the extent of problems and, conse-

quently, the importance of working

conditions to health, safety, and well-

being.20,21

Efforts to integrate OSH with main-

stream public health and health care

run into strong headwinds. Data tying

health and illness to work are limited

and often lack the granularity to be use-

ful.22,23 Both health and exposure sur-

veillance are critical to the recognition

of problems, the design and evaluation

of interventions, and the recognition of

disparities. The adoption of electronic

medical records offered hope that indi-

viduals’ work could be tied to health

outcomes and that information about

their industries and occupations could

result in a better understanding of their

work exposures. But even if informa-

tion about work and work exposures is

included in the electronic medical re-

cord, most clinicians are inadequately

trained and are generally too stressed

by their own workplace demands to

link diagnosis and treatment to the

work of their working patients.

The failure to integrate OSH and main-

stream public health has resulted in

disparate levels of protection. There is

limited recognition that workers are of-

ten exposed “first and worst” to toxic

chemicals, and that the same exposures

can escape the workplace perimeter and

adversely affect local communities and

beyond. This is a particular environmen-

tal justice concern for communities with

little political power, including low-

income ones, where workplaces with

significant chemical hazards are often

situated.24

Although, overall, workers generally

start out healthier than many nonwork-

ing community members, the levels of

protection afforded them at work

through governmental regulation and

enforcement are limited and reflect an

implicit social belief that workers are

getting paid for their health risk at work

and if they don’t like it, they can leave.

But too many leave work because of

adverse health effects from work.

People who work full-time spend

almost a third of their waking lives at

or getting to or from work. Work and

work-related activities are a potential

source of both adverse and beneficial

exposures that may determine worker

health, safety, and well-being as well as

the health of their communities. How-

ever, research into the contributions

of work to chronic disease risk is

limited. Most occupational diseases are
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indistinguishable from diseases of

“everyday life” such as chronic obstruc-

tive pulmonary disease, cardiovascular

disease, cancer, and asthma. To under-

stand the risk conferred by workplace

toxic exposures and stressors, investi-

gators need to take into consideration

work exposures, including the policies

governing work. Too often, when chron-

ic disease prevention scientists and

practitioners turn their attention to the

workplace, their focus is on motivating

modification of individual choices and

habits, using the workplace as a conve-

nient venue to access individuals for

health promotion interventions. A more

useful approach was taken by Berkman

et al., who demonstrated that an inter-

vention designed specifically to increase

employees’ control over work time and

supervisors’ awareness and support of

work–family balance resulted in im-

proved worker health.25

Given the central role work plays in

determining the health of workers, their

families, and communities, the separa-

tion of worker protection and main-

stream public health has worked to the

detriment of everyone. To actually ad-

dress work as a social determinant of

health, now is the time to begin reinte-

grating these fields.

Public health is a sprawling, diverse,

and multilayered system intended to

protect the health, safety, and well-

being of all people and their communi-

ties. Public health success is so “normal”

that, absent emergencies, funding sup-

port for public health agencies dwin-

dles. Agencies with different roles in

protecting public health and well-being

are often given limited power and inad-

equate funding, compete with one an-

other for limited resources, and fail to

collaborate or even communicate with

one another. This results, unfortunately,

in the “suboptimization” of overall public

protection. The examples presented

earlier as well as our decades of experi-

ence in public health, occupational

health and safety, and sickness care, in

roles including practice, research, teach-

ing, advocacy, and organizational lead-

ership in and out of the government,

have led us to believe that these com-

plex problems will benefit from the

mainstream public health and OSH

communities working closely and con-

tinually together for improved preven-

tion and protection for all. This can be

achieved when those involved with

“traditional public health” and those en-

gaged in OSH commit to understanding,

embracing, and acting on the concept

that work is a key determinant of per-

sonal, family, and community health

and that the conditions of work, and

both the public and enterprise-specific

policies that influence them, are broadly

important. In this way, not only will fu-

ture pandemic response be more

effective and outbreaks of work-related

disease, injury, and death be better in-

vestigated, mitigated, and prevented,

but quotidian public health problems

and opportunities will be addressed

more effectively as well.

CORRESPONDENCE
Correspondence should be sent to Gregory R.
Wagner, MD, 655 Huntington Ave, 1-1405,
Boston, MA 02445 (e-mail: gwagner@hsph.
harvard.edu). Reprints can be ordered at http://
www.ajph.org by clicking the “Reprints” link.

PUBLICATION INFORMATION
Full Citation: Wagner GR, Michaels D. Work matters:
mainstreaming worker health and safety is not lim-
ited to pandemic response. Am J Public Health.
2024;114(4):372–376.

Acceptance Date: December 16, 2023.

DOI: https://doi.org/10.2105/AJPH.2023.307565

CONTRIBUTORS
Both authors contributed equally to the concep-
tualization, writing, and revision of this work.

ACKNOWLEDGMENTS
We acknowledge financial support from the
McElhattan Foundation. D. Michaels also receives
financial support from the Health Action Alliance.

CONFLICTS OF INTEREST
The authors have no conflicts of interest to
disclose.

REFERENCES

1. Morabia A. Bringing workers safety, health, and
well-being front and center in public health. Am J
Public Health. 2023;113(6):597. https://doi.org/10.
2105/AJPH.2023.307304

2. Frank J, Mustard C, Smith P, et al. Work as a
social determinant of health in high-income
countries: past, present, and future. Lancet.
2023;402(10410):1357–1367. https://doi.org/10.
1016/S0140-6736(23)00871-1

3. Marmot M, Friel S, Bell R, Houweling TA, Taylor S;
Commission on Social Determinants of Health.
Closing the gap in a generation: health equity
through action on the social determinants of
health. Lancet. 2008;372(9650):1661–1669.
https://doi.org/10.1016/S0140-6736(08)61690-6

4. Anderson NJ, Bonauto DK, Fan ZJ, Spector JT.
Distribution of influenza-like illness (ILI) by
occupation in Washington State, September
2009–August 2010. PLoS One. 2012;7(11):
e48806. https://doi.org/10.1371/journal.pone.
0048806

5. Blanchet Zumofen MH, Frimpter J, Hansen SA.
Impact of influenza and influenza-like illness on
work productivity outcomes: a systematic litera-
ture review. Pharmacoeconomics. 2023;41(3):
253–273. https://doi.org/10.1007/s40273-022-
01224-9

6. Michaels D, Wagner GR, Ryan L. Lessons from
COVID-19 for protecting workers in the next pan-
demic. JAMA. 2023;330(1):23–24. https://doi.org/
10.1001/jama.2023.8229

7. Schulte PA, Jacklitsch BL, Bhattacharya A, et al.
Updated assessment of occupational safety and
health hazards of climate change. J Occup Environ
Hyg. 2023;20(5-6):183–206. https://doi.org/10.
1080/15459624.2023.2205468

8. Samet JM, Holm SM, Jayaraman S. Respiratory
protection for the nation: a report from the Na-
tional Academies of Sciences, Engineering, and
Medicine. JAMA. 2022;327(11):1023–1024. https://
doi.org/10.1001/jama.2022.1318

9. Wang JC, Chien WC, Chu P, Chung CH, Lin CY,
Tsai SH. The association between heat stroke
and subsequent cardiovascular diseases. PLoS
One. 2019;14(2):e0211386. https://doi.org/10.
1371/journal.pone.0211386

10. Park J, Pankratz NMC, Behrer A. Temperature,
workplace safety, and labor market inequality.
IZA Discussion Paper No. 14560. Available at:
https://doi.org/10.2139/ssrn.3892588. Accessed
January 22, 2024.

11. Fazio JC, Gandhi SA, Flattery J, et al. Silicosis
among immigrant engineered stone (quartz)
countertop fabrication workers in California.
JAMA Intern Med. 2023;183(9):991–998. https://
doi.org/10.1001/jamainternmed.2023.3295

12. Gebreegziabher E, Bui D, Cummings KJ, et al.
Temporal assessment of disparities in California
COVID-19 mortality by industry: a population-based

OPINIONS, IDEAS, & PRACTICE

Editorial Wagner andMichaels 375

A
JP
H

A
p
ril2024,Vo

l.
114,N

o
.4



retrospective cohort study. Ann Epidemiol. 2023;
87:51–52e.2. https://doi.org/10.1016/j.annepidem.
2023.09.003

13. Cummings KJ, Beckman J, Frederick M, et al. Dis-
parities in COVID-19 fatalities among working
Californians. PLoS One. 2022;17(3):e0266058.
https://doi.org/10.1371/journal.pone.0266058

14. Chen YH, Glymour M, Riley A, et al. Excess mor-
tality associated with the COVID-19 pandemic
among Californians 18–65 years of age, by occu-
pational sector and occupation: March through
November 2020. PLoS One. 2021;16(6):e0252454.
https://doi.org/10.1371/journal.pone.0252454

15. Taylor CA, Boulos C, Almond D. Livestock plants
and COVID-19 transmission. Proc Natl Acad Sci
USA. 2020;117(50):31706–31715. https://doi.org/
10.1073/pnas.2010115117

16. Sims KM, Foltz J, Skidmore ME. Prisons and
COVID-19 spread in the United States. Am J
Public Health. 2021;111(8):1534–1541.
https://doi.org/10.2105/AJPH.2021.306352

17. Sehgal NJ, Milton DK. Applying the hierarchy of
controls: what occupational safety can teach us
about safely navigating the next phase of the
global COVID-19 pandemic. Front Public Health.
2021;9:747894. https://doi.org/10.3389/fpubh.
2021.747894

18. Spieler EA. (Re)assessing the grand bargain: compen-
sation for work injuries in the United States,
1900–2017. Rutgers U Law Rev. 2017;69(3):891–1013.
Available at: https://www.rutgerslawreview.com/wp-
content/uploads/2018/03/2-EmilyASpielerAssessing
the.pdf. Accessed February 2, 2024.

19. Michaels D. Adding inequality to injury: the costs
of failing to protect workers on the job. US Occu-
pational Safety and Health Administration. 2015.
Available at: https://www.osha.gov/sites/default/
files/inequality_michaels_june2015.pdf. Accessed
January 22, 2024.

20. Gunter MM. An update on SOII undercount
research activities. Monthly Labor Review. U.S.
Bureau of Labor Statistics. 2016; (September).
https://doi.org/10.21916/mlr.2016.41

21. Spieler EA, Wagner GR. Counting matters: impli-
cations of undercounting in the BLS survey of oc-
cupational injuries and illnesses. Am J Ind Med.
2014;57(10):1077–1084. https://doi.org/10.1002/
ajim.22382

22. Armenti K, Sweeney MH, Lingwall C, Yang L.
Work: A social determinant of health worth cap-
turing. Int J Environ Res Public Health. 2023;20(2):
1199. https://doi.org/10.3390/ijerph20021199

23. Steege AL, Silver S, Mobley A, Sweeney MH. Work
as a key social determinant of health: the case
for including work in all health data collections.
NIOSH Science Blog. February 16, 2023. Available
at: https://blogs.cdc.gov/niosh-science-blog/
2023/02/16/sdoh. Accessed January 22, 2024.

24. Michaels D, Bullard R. Environmental justice is
essential in the workplace and at home: no
worker should be forced to choose between an
unsafe job and unemployment. The Nation. Oct.
22, 2021. Available at: https://www.thenation.
com/article/economy/workplace-environmental-
justice. Accessed January 22, 2024.

25. Berkman LF, Kelly EL, Hammer LB, et al. Employ-
ee cardiometabolic risk following a cluster-
randomized workplace intervention from the
Work, Family and Health Network, 2009–2013.
Am J Public Health. 2023;113(12):1322–1331.
https://doi.org/10.2105/AJPH.2023.307413

OPINIONS, IDEAS, & PRACTICE

376 Editorial Wagner andMichaels

A
JP
H

A
p
ri
l2

02
4,

Vo
l.
11

4,
N
o.

4



Reproduced with permission of copyright owner. Further reproduction
prohibited without permission.



Inequities in Academic
Publishing: Where Is the
Evidence and What Can
Be Done?
Meredith Loui, BA, and Steven C. Fiala, MPH

ABOUT THE AUTHORS

Meredith Loui is with the Department of Prevention and Community Health, the George
Washington University, Washington, DC. Steven C. Fiala is with the Oregon Health
Authority Public Health Division, and the Oregon Health and Science University-Portland
State University School of Public Health, Portland. Steven C. Fiala is also a deputy editor
for AJPH.

In the June 2021 New York Times arti-

cle “Medical Journals Blind to Racism

as Health Crisis, Critics Say,” AJPH was

highlighted as publishing more articles

mentioning “racism” than four peer

journals.1 Although the comparison of

a public health journal to medical jour-

nals like JAMA and the Lancet may be

questionable, the article prompted

AJPH to reflect on why it may be leading

in this area without explicit initiatives to

do so and to seek to more systemati-

cally understand diversity, equity, and

inclusion (DEI) in academic publishing

broadly.2

Attempting to understand the land-

scape of DEI in academic publishing

has been an exciting journey thus far

but has generated many uncertainties

for further exploration. It is a challeng-

ing topic to investigate not only be-

cause of the sensitivity and reflexivity

required for studying (and ultimately

confronting) the structural oppression

underlying DEI inequities but also be-

cause of the ambiguity of the short-

hand term “DEI.” Although “diversity,”

“equity,” and “inclusion” can be individu-

ally defined, together the words form a

cryptic abbreviation that seems ever

present on organizational Web site

home pages but often lacks definition

or meaning. Unsurprisingly, this ambi-

guity bleeds over into the field of aca-

demic publishing, similarly rendering

DEI a challenging topic on which to

report.

Our first step in understanding the

landscape of DEI in academic publish-

ing was to identify what has been

reported to date through a rudimenta-

ry literature search. This preliminary

exploration proved more challenging

than expected. Although our search

was neither exhaustive nor systematic,

we were surprised by the dearth of

peer-reviewed literature readily avail-

able on the topic, as well as the variety

of facets that the topic could encom-

pass from gender to impact of author

or reviewer homogeneity.3,4 Simple lit-

erature review findings largely focused

on race/ethnicity and gender inequities

in academic publishing, which can be

studied with demographic survey data

or specific algorithms.5 The concentrat-

ed nature of the literature had us ques-

tioning whether we were missing a

large part of the available evidence. The

“diversity” of published research may

also engage with other author charac-

teristics, such as disability status, se-

niority status, and country from which

an article originates, given the impact

that an author’s identity can have on

the publication journey. However, in

our simple literature review we found

that few author characteristics besides

race, ethnicity, and gender are explored

in peer-reviewed articles other than

commentaries.6

We describe the current state of our

knowledge on the prevalence of exclu-

sion in academic publishing, the mecha-

nisms by which exclusion is perpetuated

and reinforced, and journal-specific

initiatives to create a more diverse, equi-

table, and inclusive field.

THE PREVALENCE OF
EXCLUSION

Although direct evidence of exclusion

based on race, ethnicity, age, ability,

and other factors is limited, exclusion

likely exists in academic publishing as

in other disciplines. Limited evidence

should not bar action, and there is a

dire need to establish shared goals for

DEI in academic publishing and base-

line measures to track progress on

related interventions and their effec-

tiveness. This requires a shared under-

standing of what it means to create an

equitable system for publishing scientif-

ic information and a common approach

to measuring the prevalence of exclu-

sion despite the sensitive nature of col-

lecting demographic information from

authors for reasons ranging from in-

nocuous (e.g., forgetting to complete

author profiles) to traumatic (e.g., past

negative experiences with disclosing

aspects of one’s identity).
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JOURNAL MECHANISMS
OF EXCLUSION

Although individuals from majority cul-

tures are often permitted to perform

research and publish on minoritized

people’s lived experiences (referred to

as “health equity tourism”),7 minoritized

people are often excluded from writing

on topics outside their lived experience

and relegated to areas that align with

their cultural identities that journals

may perceive as less rigorous (e.g.,

population- or community-level qualita-

tive research). Journals may require

reflexivity statements from authors to

investigate potential bias and appropri-

ateness of authorship depending on

the topic, as well as statements attest-

ing to the inclusion of people with lived

experience in authorship when re-

search is conducted with minoritized

communities. Interventions have been

designed to address similar colonizing

issues such as “helicopter research”

and “ethics dumping” by asking authors

who conduct research in another coun-

try or with indigenous populations to

complete a survey focused on the ethi-

cal, cultural, and scientific considera-

tions specific to inclusivity in global

research.8–12 Submitting authors can

be asked to reflect on why local re-

search contributors were or were not

included as authors and to provide an

optional disclosure statement on inclu-

sion practices to be shared with peer

reviewers and readers.

Journals can also take a more proactive

approach to diversifying submissions, in-

cluding outreach to organizations often

excluded from publishing such as histori-

cally Black colleges and universities,

centers for hearing or sight-impaired

persons, and community-based or

grassroots organizations engaged in

public health. Journals can solicit the

perspectives of historically excluded com-

munities in calls for articles or through in-

vited editorials, as well as by incentivizing

academics to coproduce submissions

with community organizations. Efforts to

diversify submissions will also benefit

from complementary journal supports

that facilitate equitable access to submis-

sion. These supports could include

promoting AuthorAid and other free pub-

lishing resources, providing editorial

assistance to authors with English as a

second language, waiving open access or

article processing fees for researchers in

low- or middle-income countries, and

providing educational webinars that de-

mystify journal processes. Journals can

also institutionalize accessibility as a value

through formal positions or advisory

bodies.

Diversifying the peer reviewers who

inform journal decisions may increase

DEI. Interventions could include inviting

peer reviewers with lived experience

who may fall outside typical profession-

al and practice networks and ensuring

that research on certain populations

or in specific locations is reviewed by

those with similar lived experiences.

Looking beyond individuals in academia

and practice to open peer review op-

portunities to community members

with relevant experience could signifi-

cantly expand the expertise in a field

beyond theoretical and conceptual

knowledge and into a more practical

realm. However, journals and authors

should be prepared for the peer review

process to take longer if inviting and

training community peer reviewers and

would need to provide financial incen-

tives to honor community members’

time and expertise.

Complementary interventions to di-

versify journal editors and editorial

boards may also be needed, which

could include open calls for new editors

rather than tapping people in known

networks, establishing DEI-specific edi-

tor positions, and preserving editorial

board positions for those with certain

lived experiences. For example, JAMA

has committed to appointing a full-

time, senior-level director of equity to

promote equity at JAMA and guide the

equity efforts of other JAMA Network

journal editors.13

Funding priorities may also be a

mechanism of exclusion in academic

publishing.14 Public and private fun-

ders’ priorities tend to be biased to-

ward quantitative over interdisciplinary

research, which privileges disciplines

more often populated by non-Latino

White researchers.15,16 Expanding the

types of articles eligible for publication

may diversify the voices reflected in sci-

entific publications, including more

conversational, plain language articles

written by researchers. For example,

the Health Affairs “Narrative Matters” ar-

ticle type allows personal stories about

experiences with the health care sys-

tem to highlight important public policy

issues, and AJPH’s “Notes From the

Field” and “Qualitative Notes From the

Field” formats introduced in 2021 and

2023, respectively, feature local public

health practice experiences that may

inform best practices.17,18 Creating

more space for qualitative and mixed-

methods research in journals with

historically quantitative leanings may

feed back into funder considerations

of methodological flexibility.

PROFESSIONAL
MECHANISMS OF
EXCLUSION

Minoritized individuals in academic

public health may lack opportunities to

be mentored by faculty with whom they

identify and feel comfortable, which
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leaves those interested in publishing

with few opportunities to participate in

the peer review process and article de-

velopment. Faculty with minoritized

identities are often left with little time

for mentorship, given pressure to com-

mit their time to committees and

boards, especially those focused on

DEI, and requests to review articles fo-

cused on minoritized populations.

Compensation for positions in academ-

ic publishing also act as a driver for ex-

clusion. Journal editors often receive

little to no compensation for their work,

so these roles likely attract individuals

who are financially stable and can af-

ford a position that largely functions as

a “r�esum�e builder.” Similarly, intern-

ships in academic publishing are often

unpaid, requiring individuals who hold

these positions to receive financial sup-

port through other means. Historically,

minoritized populations come from

backgrounds that are more financially

unstable, rendering unpaid or low-

paying positions in publishing

unfeasible.

Although diversifying the professional

pipeline is critical to increasing DEI in

scientific publishing, not all interven-

tions are under a journal’s control.

Publisher-led interventions could focus

on opportunities for students and early

career professionals, including student

editor and editorial board positions,

paid internships, and health equity

fellowships targeted to minoritized

populations. Student and early career

mentorships in peer review could be

especially beneficial given that peer

review is often considered part of the

“hidden curriculum” in academia, with

little to no formal training offered on

the process. Several journals are imple-

menting programs to address the myri-

ad ways that individuals from historically

oppressed and underrepresented

groups are barred from scholarly pub-

lishing. Health Affairs collaborated with

the Robert Wood Johnson Foundation

to create a fellowship program for early

career health equity researchers to

increase the quantity and quality of

articles published by individuals from

historically underrepresented back-

grounds.19 The Lancet developed the

Elsevier Rising TIDE (tomorrow, inclu-

sion, diversity, equity) paid internship

program to increase access for stu-

dents and early career professionals

from racially and socioeconomically di-

verse backgrounds to networking, men-

torship, and leadership development

opportunities in a funded capacity.20

Lastly, JAMA Network journals devel-

oped or expanded editorial fellowships

that allow early career faculty across

many disciplines to engage deeply in

the editorial process, with the goals of

advancing scholarship that addresses

the needs of diverse communities and

of increasing representation among

researchers writing and reviewing scien-

tific articles.21–24

MOVING FORWARD
TOGETHER

Academic publishing’s commitment to

DEI is evidenced by the numerous

initiatives across public health, social

science, clinical medicine, and biomedi-

cal journals. For example, the Lancet

Group now includes a diversity pledge

in all commissioning letters, reviewer

invitation letters, media and press re-

lease protocols, marketing and confer-

ence support, and brand and partner

guidelines.25 JAMA’s recent editorial

“Equity and the JAMA Network” outlines

the editorial priorities and approaches

that JAMA is advancing to promote

DEI.13 Although journal-specific DEI

commitments and interventions should

be lauded, ongoing opportunities for

shared learning and growth as a field

may be needed to challenge current

norms. A formal community of practice

to share lessons learned and promising

practices may catalyze the change

needed to alter publishing from a

club to a community and expand the

current modest landscape of formal

research on exclusion in scholarly pub-

lishing in the process.

The state of the literature on DEI in

scholarly publishing is limited and frag-

mented. A preliminary exploration of the

literature reveals an overall paucity of

published research on the prevalence of,

mechanisms of, and interventions for ex-

clusion in academic publishing as well as

a lack of quantitative evidence in the arti-

cles identified and reviewed. Given the

absence of a cohesive evidence base

and lack of formal research, AJPH is per-

forming a scoping review of the literature

on DEI in academic public health, bio-

medical, clinical medicine, and social sci-

ence publishing to more robustly identify

and synthesize knowledge on this rela-

tively nascent topic. Results from a scop-

ing review could identify both promising

practices for wider dissemination and

ongoing gaps in DEI practices requiring

focused attention and resources.

AJPH is also recording journals’ active

data collection on their own publishing

practices. Preliminary results indicate

that some journals are embracing the

challenge and collecting data on gen-

der, geographical location, career stage,

institution, race, ethnic origin, and oth-

er demographics.26,27 These measures

will aid journals in understanding which

subgroups more frequently submit arti-

cles or assume roles in the publishing

process (i.e., as reviewers or editors),

and they can shed light on which sub-

groups may be systematically excluded or

underrepresented as authors, reviewers,
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or editors. Finally, AJPH is conducting a

randomized controlled trial that com-

pares the standard double masked peer

review process to a triple masked pro-

cess to determine whether masking the

identities of all involved parties (authors,

reviewers, editors) influences editorial

decision-making and acceptance rates

compared with the standard double

masked process.27 The goal of these

initiatives is to grant journals insight into

the trends of who and what they are

publishing to address biases that may

arise.
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The 2014 fatal shooting of Michael

Brown by Officer Darren Wilson in

Ferguson, Missouri, prompted what

criminologist Lawrence Sherman called

the Second Great Awakening of “both

public and scholarly sentiment against

avoidable police shootings.”1(p424) (The

First Great Awakening occurred in the

1970s and 1980s, when 50 large cities

prohibited officers from shooting non-

violent, fleeing suspects.) Since then, an

interdisciplinary array of scholars have

drawn on newly available, more com-

prehensive databases tracking deadly

police–citizen interactions (e.g., Fatal

Encounters, Mapping Police Violence,

and The Washington Post’s Fatal Force

database) to test hypotheses about the

causes2,3 and public health conse-

quences4 of these interactions, as well

as disparities therein.5,6 This body of re-

search has revealed an annual average

of approximately 1000 fatalities attrib-

utable to police gunfire in the United

States. However, the scope of these

studies has been limited by the paucity

of data on nonfatal police shootings.7

Though nonfatal police shootings, by

definition, do not involve fatalities, they

nevertheless constitute uses of deadly

force (i.e., force likely to cause death) by

police officers.

A WELCOME ADDITION
TO THE LITERATURE

Ward et al. (p. 387) have addressed this

limitation by meticulously abstracting

and manually verifying data from the

Gun Violence Archive (GVA) to compile

the first multiyear, nationwide analysis

of injurious shootings by US police offi-

cers. Several key findings emerged.

First, their work reveals that from 2015

to 2020, 4741 people were nonfatally

injured by police gunfire—an average

of 790 per year. Second, the authors

document clear incident- and person-

level differences in police shooting out-

comes. For example, compared with

police shootings involving unarmed

persons, those involving persons

armed with a knife or other cutting in-

strument were nearly twice as likely to

be fatal (odds ratio51.92, see Table 4).

Meanwhile, police shootings involving

non-Hispanic Black victims were less

likely than those involving non-Hispanic

White victims to be fatal (though

readers should bear in mind that

race/ethnicity was unknown for 29% of

victims).7 Finally, the authors point out

that some groups are overrepresented

in injurious police shootings given their

representation in the US population. As

but one example, “[u]nhoused victims

comprise nearly 3% of injured people,

despite representing just 0.2% of the

US population” (p. 394). Without know-

ing how often police interactions with

unhoused persons do not result in the

use of deadly force, it is difficult to

make sense of this disparity. But, to be

sure, this is an understudied popula-

tion in the police-use-of-force literature,

so simply calculating this disparity is an

important contribution.

The next step for researchers is to fo-

cus on discerning the causal mecha-

nisms at work here. Are officers firing

more rounds, on average, when they

confront people armed with knives?8

Does proximity to trauma care9 or

agency policies regarding when officers

can render aid10 account for some of

the observed victim-level differences in

shooting outcomes? Are officers more

likely to use deadly force when interact-

ing with unhoused persons? Hopefully

this study by Ward et al. will inspire

researchers to do the additional work

necessary to unpack some of their find-

ings and answer these questions.

INTRODUCING SPOTLITE

It bears mentioning that Ward et al. re-

stricted their focus to injurious shoot-

ings by police officers, leaving it unclear

how often noninjurious police shoot-

ings occur. It seems unlikely that these

incidents are as reliably reported by lo-

cal media and subsequently included in

the Gun Violence Archive. However,

since Ward et al. completed their study,

a new data set has been made available
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by the Cline Center for Advanced Re-

search at the University of Illinois

Urbana-Champaign. Their Systematic

Policing Oversight Through Lethal-force

Incident Tracking Environment (SPOT-

LITE) data primarily originate from Gun

Violence Archive and Fatal Encounters

and include “any discharge of a firearm

by law enforcement personnel as well

as any other use of force by law en-

forcement personnel that produces a

lethal outcome.”11

Unfortunately, at this time, the SPOT-

LITE data are incident-level, and users

cannot easily determine which inci-

dents resulted in fatalities, nonfatal in-

juries, or no injuries (the Cline Center is

still working on an individual-level data

set, which they will release later). How-

ever, users can merge SPOTLITE with

GVA using the gva_id variable. Doing so

reveals that SPOTLITE extracted 14320

deadly force incidents from GVA be-

tween 2015 and 2020—an average

of 2387 per year (data downloaded

January 4, 2024). Ward et al. extracted

10308 injurious shootings over the

same period, or 1718 each year on av-

erage (reported in Table 1). If we as-

sume the difference in each research

team’s total is noninjurious shootings

(i.e., incidents wherein officers shot and

missed), it would mean there were

4012 such shootings from 2015 to

2020, or 669 each year on average.

Relying on the figures Ward et al.

reported in Table 1, this would mean

that from 2015 to 2020, approximately

31% of all known police shootings

resulted in at least one fatality, 41%

resulted in nonfatal injuries, and 28%

resulted in no injuries. It would also

mean that all the research published in

the last 10 years drawing on data from

The Washington Post, Fatal Encounters,

and Mapping Police Violence was rely-

ing on a nonrandom sample of only

about one third of all incidents involv-

ing police use of deadly force. Depend-

ing on the research question, complete

omission of two thirds of the phenome-

non we seek to understand may pro-

duce statistically biased estimates of

the causes and consequences of said

phenomenon, or a misunderstanding

of the causal mechanisms altogether.

Thus, many of these studies will likely

need to be replicated with GVA or

SPOTLITE data.

CONCLUSION

Including nonfatal shootings in re-

search on the causes and conse-

quences of police use of deadly force is

critical, because, as Ward et al. correctly

note, “[U]nderestimating the true scale

of injury impact is a further injustice

and may obstruct progress toward pre-

ventive action and reforms” (p. 394).

And, to be clear, we should be trying to

prevent unnecessary and avoidable

uses of deadly force (i.e., force likely to

cause death)—not merely those that

do, in fact, result in death. Going for-

ward, I encourage scholars working in

this space to take advantage of the

data being compiled by GVA and SPOT-

LITE, which are more comprehensive

than any of the other data sets avail-

able at this time.
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In recent years, high-profile police

use-of-force encounters with indivi-

duals of color (e.g., George Floyd in

Minneapolis, Minnesota; Breonna

Taylor in Louisville, Kentucky; Jacob

Blake in Kenosha, Wisconsin) have

increased the long-standing scrutiny

of law enforcement actions and deep-

ened the mistrust between communi-

ties and police when police behave

inappropriately.

Disparities in policing are indeed multi-

faceted issues that cannot be adequately

understood solely by examining individu-

al instances of violence. Analyzing how

these events reflect broader systemic

oppression is essential to gaining a com-

prehensive understanding. It requires

exploring historical and ongoing patterns

of discrimination, socioeconomic inequal-

ities, neighborhood disadvantage, and

the influence of power dynamics on

policing practices. By recognizing and

addressing these systemic factors, we

are in a better position to address dispa-

rities in policing and reduce incidents of

police violence.

Theoretically, disparities in policing

can be explained by three theories:

majority-minority communities, conflict

theory of law, and minority threat

hypothesis–group threat theory. In

majority-minority communities, the

high level of violent crime leads to more

police encounters and a greater need for

police presence, which increases the risk

of fatal outcomes.1 According to majority-

minority communities, individuals living in

lower-income, distressed communities of

color, characterized by higher poverty

rates, greater residential segregation,

and elevated levels of violent crime, are

more likely to experience social control

measures, including heightened policing.

Multiple studies have consistently shown

that racial/ethnic minorities, particularly

Black people and Hispanic people, are

more likely to be subjected to more

intense law enforcement practices than

White people.2

The conflict theory of law suggests

that policing enforces social control

that benefits those in power, resulting

in intensified policing and potential

use of force.3 This argument means

that areas with a higher population of

non-Whites, particularly Black people,

could have larger police forces mainly

because of Whites’ fear and perceived

economic threat.4 Finally, the minority

threat hypothesis and group threat the-

ory propose that minority-serving areas

and socially marginalized populations

experience more aggressive policing and

lethal outcomes because these groups

are seen as threatening the established

order and power structure.5 On the

community side, it might also lead to

an increase in hate crimes targeting

these minority groups.6 Without taking

these theories into consideration, there

is a possibility of misinterpreting or mis-

reading research findings.

The study conducted by Ward et al.

(p. 387) addressed a gap in the existing

research on police violence by explicitly

focusing on nonfatal shooting incidents.

This study utilized a comprehensive data

set, thereby offering valuable insights

into the disparities in policing. Additional-

ly, it highlights some essential findings

that merit further explanation and analy-

sis. In addressing various aspects related

to this study and similar research, I high-

light in the following sections several sig-

nificant factors that directly or indirectly

influence the subject matter.

SIZE AND COMPOSITION
OF THE POPULATION

It is crucial to consider the size of the

population when analyzing data on

fatal and nonfatal police shootings.

Although the frequency of such inci-

dents can be higher among the White

population, this interpretation can be

misleading without considering popula-

tion size. Many studies have reported

that Black and Hispanic people have

higher rates of fatal police shootings

than White people,2 that they are 50%

more likely to experience some form of

force in interactions with police.7 The

demographic composition plays a role in

the occurrence of police shootings—for

example, when the Black and Hispanic

populations at the county level increased

by one unit, the rate of police shootings

increased by 1.5 and 1.6, respectively.8

NEIGHBORHOOD AND
GEOGRAPHICAL
DISPARITIES

Neighborhood context can influence

interactions and police decision-making.
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Police are more likely to use fatal force in

areas with economic disadvantage, racial

conflict, high crime rates, and a high pro-

portion of vulnerable and low-income

populations—more specifically, commu-

nities of color.9 These disparities were

most pervasive in suburbs, where Black

people were arrested 4.5 times more

often than White people for quality-of-

life (disorderly behaviors in public)

offenses.10 The characteristics of these

neighborhoods influence police deci-

sions to increase social control through

more arrests, upgraded crime classifica-

tions, and the use of more coercive

actions in interactions with citizens. Stud-

ies on police violence should consider

geographical disparities; failure to do

so can lead to misleading findings that

unintentionally favor a lower rate

of police disparities for non-White

populations.

To delve deeper into this subject, I

conducted a county-level analysis using

Mapping Police Violence data and

Washington Post fatal force data from

2015 to 2020, aligning with the time-

frame used in Ward et al.’s study. The

analysis specifically examined the influ-

ence of race and location on incidents

of fatal shootings. The findings revealed

a higher prevalence of police fatal

shootings in areas characterized by

high social vulnerability, particularly

affecting individuals from diverse racial

backgrounds. When I compared low-

and high-social vulnerability areas,

the rate of fatal shootings for White

people increased by 2.25 times, where-

as Black people experienced a 7.5 times

increase. Alarmingly, Hispanic people

faced a 12-fold increase in fatal shoot-

ing deaths in high-social vulnerability

areas.9 Examining neighborhood-level

disparities in police violence requires an

examination of the problem from the

structural level.

CHARACTERISTICS OF
POLICE OFFICERS

As mentioned by Ward et al., injuries

resulting from shootings by sheriff’s

departments and state police have

been shown to have a higher likelihood

of being lethal compared with injuries

from shootings by local police depart-

ments. The study by Ward et al. pointed

out the significance of giving more atten-

tion to local police departments in

addressing violent crime. Local police

departments have an advantage in

combating violent crime through their

involvement with communities and famil-

iarity with the local environment. Increas-

ing accountability both at the system

level and individual level is crucial for

preventing firearm injuries. Law enforce-

ment policymakers may reduce dispari-

ties in policing by increasing “front-end

restrictions on officer discretion or in-

creased back-end accountability”11;

paying more attention to work-related

factors, victims, and police gender and

race/ethnicity; and ensuring the protec-

tion of police officers while carrying out

their duties by implementing a system of

double-distributed accountability.

LACK OF GOOD DATA

Existing data sets—such as theWash-

ington Post’s Police Shootings, Mapping

Police Violence, and Gun Violence

Archive—have deficiencies in capturing

individual factors. One major issue is

the missing observation of race and

ethnicity in these data sets. Ward et al.

found that approximately 29% of the

data they analyzed were missing race

or ethnicity information, with a higher

occurrence among non-White popula-

tions (determined by the study team’s

assigned race). The issue of missing

data goes beyond just race and

ethnicity; important individual factors

such as age, location, officers involved,

names of victims, and officer race/

ethnicity are often missing or not con-

sistently reported in available data sets.

Many studies have emphasized the lack

of reliable and comprehensive data on

addressing disparities in policing; this

highlights the essential need for policy-

makers and relevant organizations

to take action to address this issue

effectively.

Deep concerns remain about the

historical and structural racism and dis-

crimination that have resulted in strin-

gent social control of communities of

color and low-income people. There is

growing recognition that current feder-

al and state police accountability poli-

cies are largely inadequate,12 and

that more must be done to address

the systematic causes of disparities in

policing.
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National Burden of Injury and Deaths
From Shootings by Police in the
United States, 2015–2020

Julie A. Ward, RN, PhD, MN, Javier Cepeda, PhD, MPH, Dylan B. Jackson, PhD, MS, Odis Johnson Jr, PhD,
Daniel W. Webster, ScD, MPH, and Cassandra K. Crifasi, PhD, MPH

See also Nix, p. 382 and Zare, p. 384.

Objectives. To describe all-outcome injurious shootings by police and compare characteristics of fatal

versus nonfatal injurious shootings nationally.

Methods. From July 2021 to April 2023, we manually reviewed publicly available records on all

2015–2020 injurious shootings by US police, identified from Gun Violence Archive. We estimated injury

frequency, case fatality rates, and relative odds of death by incident and victim characteristics.

Results. A total of 1769 people were injured annually in shootings by police, 55% fatally. When a

shooting injury occurred, odds of fatality were 46% higher following dispatched responses than police-

initiated responses. Injuries associated with physically threatening or threat-making behaviors,

behavioral health needs, and well-being checks were most frequently fatal. Relative to White victims,

Black victims were overrepresented but had 35% lower odds of fatal injury when shot.

Conclusions. This first multiyear, nationwide analysis of injurious shootings by US police suggests that

injury disparities are underestimated by fatal shootings alone. Nonpolicing responses to social needs

may prevent future injuries.

Public Health Implications.We call for enhanced reporting systems, comprehensive evaluation of

emerging reforms, and targeted investment in social services for equitable injury prevention. (Am J Public

Health. 2024;114(4):387–397. https://doi.org/10.2105/AJPH.2023.307560)

F irearm injuries are a public health

crisis, annually costing 45000 lives

and more than 1 million disability-

adjusted life years in the United States

alone.1,2 Harms associated with use of

firearms are compounded and rein-

forced by underreporting, inadequate

funding for prevention, and other struc-

tural inequities.2 Among the most

underreported but societally impactful

forms of firearm injury are shootings by

police, which result in 1000 US fatalities

annually1 and likely contribute to wors-

ening public perceptions of policing.

According to a Pew Research Center

survey, in 2020, just 35% of US adults

agreed that police use the right amount

of force in all situations, and 34% be-

lieved that police treat racial and ethnic

groups equally.3 These views have

fueled national policy debates about

public safety reforms4 and calls for

public health action against violence by

police,5 but data needed for empirical

decision-making are lacking because of

persistent gaps in national use-of-force

injury surveillance.

Owing to their relative comprehen-

siveness, inclusion of contextual data,

and minimal reporting lag, news media

repositories (e.g., Fatal Encounters,

Mapping Police Violence, The Guardian’s

The Counted, The Washington Post’s

Fatal Force, and Gun Violence Archive

[GVA]) are currently the best available

sources for a national accounting of

injuries by police use of deadly force.

Alternative data sources include ac-

countability systems of the US Federal

Bureau of Investigation (including the

recently phased-out Supplemental

Homicide Reports, replaced by National

Use-of-Force Data Collection), the Cen-

ters for Disease Control and Preven-

tion’s (CDC’s) National Vital Statistics
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System, and CDC’s National Violent

Death Reporting System. These 3

federal systems underestimate fatal

injuries by police shootings through in-

sufficient agency participation, inconsis-

tencies in cause-of-death designation,

and inconsistent state participation, re-

spectively.6–9 Some states and localities

maintain accessible databases, but

these sources are not nationally repre-

sentative.10,11 Of all national data

sources, only National Use-of-Force

Data Collection and GVA document

fatal and nonfatal shootings by police.

The various media repositories pro-

duce comparable national estimates

of fatal injuries from police use of

force.7,12 These sources have been

used to describe disparities in fatal inju-

ries by age,13,14 race,11,13,15 gender,13

armed status,15,16 mental health status,15

and other characteristics, including US

region.13,15,17 In an illustrative analysis

by Nix et al. of 2015 shooting fatalities

(n5990), 50% of people killed in police

shootings were White, 26% were Black,

and 96% were men. The average age of

victims was 37years. Most victims were

armed (82% with a deadly weapon or

replica gun, 5.5% with a vehicle), and 9%

were unarmed. Twenty-five percent in-

volved signs of mental distress or history

of mental illness according to reports by

journalists and police at the time.18

Although collectively illuminating, by failing

to account for nonfatal injuries, fatality

studies still likely underestimate the

national burden of injury from shootings

by on-duty police.

Few studies have examined nonfatal

injuries, leaving the frequency and char-

acteristics of these shootings uncertain.

In 1 analysis of 11 urban police and

sheriffs’ departments with publicly avail-

able injury data, fatalities comprised

53% of injurious shootings by police.19

Another analysis of 4 state-mandated

databases estimated 56% of people

injured in police shootings died.10

A broadly inclusive study describing

2015 GVA-listed “officer involved

incidents” (n51907) reported 49% of

incidents were fatal.20 In these studies,

fatal injuries were associated with older

victim age,10,20 White versus Black racial

identity,10,19 multiple police shooters,19

and nonofficer weapon possession.10,20

Odds of fatality were higher from injuries

to victims armed with knives or blunt-

force objects, compared with firearms,

and lower among vehicularly armed vic-

tims (knife: odds ratio [OR]52.20; blunt

object: OR52.33; vehicle: OR50.26).20

Unarmed victims had higher odds of

survival than armed victims.10 When

nonfatal injuries were included, injury

disparities most affecting people who

are Black were projected to be more se-

vere than when estimated from fatalities

alone.10

In sum, open-source data reposito-

ries of police use of force are reliable

and informative resources that have

produced broad understanding of fatal

shootings by police nationally. Howev-

er, fatal shootings may represent little

more than half of all injurious shootings

by police. To date, no published studies

have examined the full and current

burden of physical injury from shoot-

ings by on-duty US law enforcement

officers. The objectives of this explor-

atory study were to (1) describe total

people injured or killed in shootings by

police in the United States using an up-

to-date, multiyear nationwide data set

and (2) compare characteristics of fatal

versus nonfatal injurious shootings

nationally.

METHODS

We extracted and compiled data

representing incidents and victim

characteristics from GVA’s linked

articles and other publicly available

sources. GVA is a database of fatal and

nonfatal US gun violence events, identi-

fied from approximately 7500 media,

law enforcement, government, and

commercial sources daily since 2013.21

Incidents are cataloged by date, loca-

tion, and gun violence type. Data

abstraction occurred from July 2021

to April 2023 for shootings by police

occurring January 1, 2015, through

December 31, 2020. The abstraction

team consisted of 15 students from

the Johns Hopkins Bloomberg School

of Public Health. All 14155 incidents

designated as “officer involved

incidents” were manually reviewed for

eligibility and identification of case char-

acteristics at least once. Abstractors

received standardized training and a

randomly assigned subset of incidents.

In addition, a blinded 10% of incidents

were repetitively assigned for quality

assurance. Median total case assign-

ment was 1100 (range5 460–5525).

Cases were restricted to include

only incidents of shots fired by 1 or

more law enforcement officers, result-

ing in injuries to people who were not

responding officers. Accidental dis-

charges, policing occupational injuries,

injuries by bullet alternatives exclusively

(e.g., rubber bullets, taser), shootings

without injury, and self-inflicted injuries

were excluded. GVA-designated “suicide

by cop” shootings (i.e., shootings pre-

sumed to have been intentionally pro-

voked) were retained.

Measures

Abstracted variables included situation-

al characteristics (e.g., response type,

incident type, shooting location, weap-

on involvement), victim demographics

(e.g., gender, age, race, ethnicity), victim
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characteristics (e.g., housed or unhoused,

armed status and weapon type, injury

outcome), and a limited set of shooting-

officer characteristics (e.g., on- or off-duty

status, alone or accompanied, agency

affiliation). Abstractors additionally identi-

fied and described incidents in which

mental or behavioral health conditions

were explicitly named in association with

the shooting or its initiating incident.

These cases were rereviewed and con-

firmed. Definitions of all abstracted

variables are provided in Appendix A

(available as a supplement to the online

version of this article at https://ajph.org).

Abstractors categorically coded all

descriptors using a combination of

deductive and inductive techniques,

aiming for objective reflection of best-

available reporting. Abstractors cross-

referenced fatal incidents with Fatal

Encounters. Race and ethnicity desig-

nations were made when specified by

sources or following 2-person concor-

dant review of a published photo, an

approximation of socially assigned

identities.22 If ambiguous or unreported,

abstractors selected “unknown.” All other

coding uncertainties were discussed in

weekly meetings. Post hoc review of

repetitively assigned incidents revealed

strong coding consistency; rare discrep-

ancies were resolved through additional

source review by the first author.

Analyses

We calculated counts and proportions

for total incidents and injuries, entirely

nonfatal incidents versus incidents with

at least 1 fatality, and nonfatal injuries

versus fatal injuries. We calculated case

fatality rates for incident and person

characteristics. For each characteristic,

we estimated odds of fatal injury out-

come from a random-intercept model,

in which victims were nested within

incidents. We defined reference catego-

ries to support intuitive comparisons,

based on majority representation (e.g.,

local police agencies, non-Hispanic White

ethno-racial designation, masculine gen-

der), or simplicity of the comparator (e.g.,

unarmed victim, shooting-related initiat-

ing incident). For age, regression models

first included only age-specified victims

(i.e., excluding “juvenile,” “adult,” or

decade-approximated descriptive ages),

then categorically examined all victims as

“juvenile” (ages 0–17years) or “adult”

(ages ≥18years). In adjusted models, we

estimated the effect of each characteris-

tic after accounting for incident-level

clustering and holding all other incident

and person variables constant. Confi-

dence intervals were calculated based

on an a of .05.

Estimates reflect injurious shootings

by officers ostensibly acting “in the line

of duty,” including shootings by on-duty

officers, on- and off-duty officers in a

multiple-officer response, off-duty offi-

cers acting in an on-duty capacity (e.g.,

performing investigative activities, iden-

tifying oneself as police), and incidents

without explicitly reported duty status.

In sensitivity analyses, we compared

estimates under more restrictive duty-

status criteria (i.e., only explicitly on

duty or both on and off-duty) and maxi-

mally inclusive duty-status criteria (i.e.,

also off-duty officers working security

positions and off-duty officers not act-

ing in a law-enforcement capacity). We

performed analyses with Stata version

16.1 (StataCorp LP, College Station, TX)

and the melogit command with cluster-

ing by incident.

RESULTS

From 2015 to 2020, there were 10308

incidents of US law enforcement offi-

cers shooting their firearms and

injuring 1 or more people (Table 1).

These incidents resulted in 5874 fatali-

ties and 4741 individuals with nonfatal

gunshot injuries, a 55.3% case fatality

rate (Table 2). On average, 1769 people

were injured annually (979 fatally; 790

nonfatally; Table 3). Examined monthly,

injury frequency appeared cyclical but

otherwise stable over the 6-year period

(Appendix B, available as a supplement

to the online version of this article at

https://ajph.org).

Incident Characteristics

In more than half of injurious shooting

incidents, a nonofficer was armed with

a firearm (56%; n55738); 4% involved

nonofficer possession of a BB gun or

replica gun (n5403). Combined, 58%

of these incidents involved a fatality.

Knives were involved in 15% of inci-

dents (n51543; 68% fatal), and a vehi-

cle was reportedly weaponized against

an officer in 8% of incidents (n5806;

36% fatal). In another 8%, no weapon

was involved (n5785; 54% fatal). In

1.5% of incidents, a nonofficer report-

edly gained control of a service weapon

(n598) or nearly did so (n546;

Appendix C, available as a supplement

to the online version of this article at

https://ajph.org).

Injurious shootings typically involved

multiple police responders (81%;

Appendix C), most frequently from a

local police department (local police:

62%; sheriff’s office: 23%; Table 1).

Fourteen percent of incidents with at

least 1 fatality occurred during a single-

officer response, compared to 18% of

nonfatal-injury incidents (Appendix C).

Dispatch by emergency services

preceded 62% of injurious incidents;

officer-initiated encounters preceded

36% of incidents. The most common

reasons for police involvement before
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injurious shootings were traffic stops

(16% of incidents, 51% fatal), domestic

incidents (16% of incidents, 65% fatal),

shots fired (9% of incidents, 55% fatal),

and warrants (9% of incidents, 61% fatal).

Suicidal crises represented 6% of injuri-

ous incidents (62% fatal). Rarer but

more frequently fatal injurious shootings

included well-being checks (2% of inci-

dents, 65% fatal) and threats (e.g., an

armed person verbalizing intent to harm;

2% of incidents, 67% fatal; Table 1).

TABLE 1— Fatal and Nonfatal Injurious Shooting Incidents, by Event Characteristic: United States,
2015–2020

Incident Characteristic
Nonfatal Injurious

Incident, No.
Fatal

Incident, No. % Fatal
Total Injurious Shooting

Incidents, No. (%)

Total 4467 5841 56.7 10308 (100)

Agency type

Local police 2867 3481 54.8 6348 (61.6)

Sheriff’s office 982 1412 59.0 2394 (23.2)

State police 227 341 60.0 568 (5.5)

National agency 73 103 58.5 176 (1.7)

Special jurisdiction 50 28 35.9 78 (0.8)

Constable or marshal 5 5 50.0 10 (0.1)

Multiple shooting agencies 209 441 67.8 650 (6.3)

Unknown 54 30 35.7 84 (0.8)

Response type

On view 1752 1952 52.7 3704 (35.9)

Dispatched to 911 call 2588 3783 59.4 6371 (61.8)

By subject 53 56 51.4 109 (1.1)

Unknown 74 50 40.3 124 (1.2)

Incident type

Shooting 438 525 54.5 963 (9.3)

Assault 155 249 61.6 404 (3.9)

Disorderly conduct or dispute or disturbance 162 236 59.3 398 (3.9)

Domestic incident (disturbance, dispute, or violence) 566 1048 64.9 1614 (15.7)

Investigative 243 294 54.7 537 (5.2)

Robbery or carjacking 408 398 49.4 806 (7.8)

Burglary 122 101 45.3 223 (2.2)

Stolen vehicle 79 57 41.9 136 (1.3)

Suicidal or behavioral health crisis 238 392 62.2 630 (6.1)

Suspicious person or vehicle 263 286 52.1 549 (5.3)

Threats 71 144 67.0 215 (2.1)

Traffic stop 789 811 50.7 1600 (15.5)

Trespassing 73 101 58.0 174 (1.7)

Warrant or arrest 376 592 61.2 968 (9.4)

Weapon complaint 203 245 54.7 448 (4.3)

Well-being check 54 101 65.2 155 (1.5)

Othera 150 203 57.5 353 (3.4)

Unknown 77 58 43.0 135 (1.3)

Note. Includes on duty, both on and off duty, off duty but acting as on duty, and unknown duty status.
aIncluded within “other” incidents are vehicle collision, fire, hostage, involuntary commitment, pedestrian stop, vandalism, vehicle collision, escaped
prisoner responses, immigration-related incidents, disaster responses, evictions, parole checks, dog complaints, fraud, and fare evasion.
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Injured Person Characteristics

In victim-level analysis, weapon status,

shooting-agency type, response type, and

incident type were proportionately similar

to incident-level descriptions (Appendix

C). Victims’ ages ranged from younger

than 1 to 93years; 95% were adults.

Nonfatally injured people tended to be

younger than fatally injured (nonfatal

median age: 30years; interquartile

range [IQR]524–40years; fatal median

TABLE 2— Fatally and Nonfatally Injured Persons, by Event or Person Characteristic: United States,
2015–2020

Incident or Person Characteristic
Nonfatally
Injured, No.

Fatally
Injured, No. % Fatal

Total Injured
Persons, No. (%)

Total 4741 5874 55.3 10 615 (100)

Person weapon

Unarmed 478 477 49.9 955 (9.0)

Firearm 2418 3356 58.1 5774 (54.4)

BB or replica gun 154 210 57.7 364 (3.4)

Total guna 2572 3566 58.1 6138 (57.8)

Knife or cutting/stabbing instrument 491 1040 67.9 1531 (14.4)

Vehicle 495 279 36.0 774 (7.3)

Blunt object 76 123 61.8 199 (1.9)

Other 118 121 50.6 239 (2.3)

Unknown 511 268 34.4 779 (7.3)

Ageb

Range, y < 1–93 6–91

Mean of known ages, y (n5 9467; 59.8% fatal) 33 37 . . . 35.4

Median of known ages, y (n5 9467; 59.8% fatal) 30 35 . . . 33

Total juvenile count (< 18 y) 212 105 33.1 317 (3.0)

Total adult count (≥ 18 y) 4315 5733 57.1 10 048 (94.7)

Unknown 214 36 14.4 250 (2.4)

Gender

Cisgender man 4369 5613 56.2 9982 (94.0)

Cisgender woman 287 248 46.4 535 (5.0)

Transgender 1 10 90.9 11 (0.1)

Unknown 84 3 3.4 87 (0.8)

Race/ethnicity

Non-Hispanic White 1106 2500 69.3 3606 (34.0)

Non-Hispanic Black 863 1363 61.2 2226 (21.0)

Hispanic, any race 424 1004 70.3 1428 (13.5)

American Indian or Alaska Native 23 105 82.0 128 (1.2)

Asian or Pacific Islander 25 106 80.9 131 (1.2)

Otherc or multiple 20 20 50.0 40 (0.4)

Unknown 2280 776 25.4 3056 (28.8)

Unhoused person 94 184 66.2 278 (2.6)

Behavioral health involvement, incidentd 793 1611 67.0 2404 (22.6)

Note. Includes on duty, both on and off duty, off duty but acting as on duty, and unknown duty status.
aIncludes “firearm,” “multiple with firearm,” and “BB or replica gun.” Does not include “service weapon concern,” which was only assessed at the incident level.
bAge was entered as specified, where applicable. Otherwise, age was categorized as juvenile (ages 0–17 years), adult (ages ≥18 years), or unknown.
cIncludes Middle Eastern-North African.
dBehavioral health incidents include suicidal or self-harming behaviors, substance use, diagnosis of serious mental illness relevant to the incident,
disability that may have been misinterpreted as a mental or behavioral health issue, and transportation or response to inpatient behavioral health facility.
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age: 35years; IQR527–45years). Sixty-

seven percent of juveniles who were

shot were not killed. Men and boys

comprised 94% of victims. Race or eth-

nicity was identified for 71% of victims

(n57559). When specified, 48% of peo-

ple were described as non-Hispanic

White (n53606; 69% fatal), 29% non-

Hispanic Black (n52226; 61% fatal), and

19% Hispanic of any race (n5 1428;

70% fatal). Seventy-five percent of vic-

tims with unknown ethno-racial identities

were nonfatally injured (Table 2). Among

unarmed victims with assigned race-

ethnicity, 40% were non-Hispanic

White (n5282), 35% were non-Hispanic

Black (n5245), and 21% were Hispanic

(n5144; fatal and nonfatal injuries in-

cluded, data not shown). Nearly 3% of

victims (n5 278) were unhoused, of

whom 66% were fatally shot. Across inci-

dent types, 23% of injured people were

shot in incidents involving mental or be-

havioral health issues (n52404; 67%

fatal; Table 2). Forty-three percent of

unhoused victims were injured in a such

incidents (n5120; data not shown).

Unadjusted logistic regression mod-

els suggest that compared with un-

armed injured people (n5955; 9%),

odds of a fatal injury were significantly

higher for injured people who were

armed with a firearm (OR51.47; 95%

confidence interval [CI]5 1.24, 1.74),

BB or replica gun (OR5 1.43; 95%

CI51.07, 1.91), knife (OR52.38; 95%

CI51.91, 2.97), or blunt-force object

(OR51.74; 95% CI51.20, 2.53). Odds

of fatality were lower for injured people

armed with a vehicle (OR50.52; 95%

CI50.41, 0.66). Compared with shoot-

ing injuries during an officer-initiated in-

teraction, odds of fatality were higher

from injuries following dispatched inter-

actions (OR51.46; 95% CI51.32,

1.63). Compared with injuries from

police shootings following an on-view

or dispatched “shots-fired” incident,

odds of fatality were higher following

incidents involving verbal threats

(OR51.92; 95% CI51.32, 2.79), well-

being checks (OR51.74; 95% CI51.14,

2.65), domestic incidents (OR51.72;

95% CI51.41, 2.11), suicidal or behav-

ioral health crises (OR51.52; 95%

CI51.19, 1.95), assaults (OR51.44;

95% CI51.08, 1.90), and warrant or

arrest attempts (OR51.37; 95%

CI51.11, 1.70). Odds of fatality were

lower during traffic stops and other

potentially vehicle-involved incidents

(e.g., burglaries, robberies, or carjack-

ings, and stolen vehicles). Incidents in-

volving behavioral health concerns had

2.1-times-higher odds of fatal injury

than injuries in incidents without such

concerns (95% CI51.83, 2.45). Injuries

from shootings by sheriff’s depart-

ments and state police were more likely

to be lethal than injuries from shoot-

ings by local police departments

(Table 4).

Demographically, odds of fatality

increased by 3% with each year of vic-

tim age (95% CI5 1.03, 1.04) and were

lower for injured women compared

with men (OR50.61; 95% CI50.48,

0.76). Among people with identified

race/ethnicity, odds of fatality were low-

er among non-Hispanic Black victims

(OR50.65; 95% CI50.56, 0.76) com-

pared with non-Hispanic White victims,

and higher among American Indian

or Alaska Native victims (OR52.29;

95% CI51.33, 3.95) and Asian or

Pacific Islander victims (OR52.12;

95% CI51.25, 3.58). In the adjusted

model, Hispanic victims were also esti-

mated to have higher odds of fatality

(OR51.22; 95% CI51.04, 1.44), and

fewer incident types were statistically

significantly associated with fatal injury.

All other inferences were unchanged

(Table 4).

Sensitivity Analysis

Estimates calculated from alternative

duty-status inclusion criteria varied rarely

and minimally from the main analysis.

Results based on more restrictive or

maximally inclusive on-duty status crite-

ria are provided in Appendix D (available

as a supplement to the online version of

this article at https://ajph.org).

DISCUSSION

In this study of 1769 annual injuries

from shootings by police over a 6-year

period, 45% of injured persons were

TABLE 3— People Injured in Fatal and Nonfatal Shootings by
Police, by Year: United States

Year
Nonfatally
Injured, No.

Fatally
Injured, No. % Fatal

Total People
Injured, No.

2015 777 916 54.1 1693

2016 761 940 55.3 1701

2017 810 970 54.5 1780

2018 821 1026 55.5 1847

2019 765 990 56.4 1755

2020 807 1032 56.1 1839

Mean 790 979 55.4 1769

Total 4741 5874 55.3 10 615
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nonfatally injured, consistent with previ-

ous estimates from 4 states’mandated

reporting.10 Compared with estimates

drawn from fatal shootings only, victim

and incident characteristics were pro-

portionately similar in categorical age,

gender, involvement of unarmed vic-

tims, and other characteristics.18 How-

ever, when nonfatally injured people

were included, proportionately more

victims were identified as non-Hispanic

Black. Case fatality rates varied by inci-

dent characteristics. Few would dis-

agree that a fatality is the most severe

and irreversible potential outcome of a

shooting, but nonfatal injuries are also

physically and psychologically impactful.

Situations with low case fatality rates

are among the most underexamined

incidents in previous research on fatal

shootings by police.

Incidents with high case fatality rates

generally involved complaints of physi-

cally threatening or threat-making

behaviors (e.g., assaults, verbalized

threats, domestic incidents, suicidal

and self-harming incidents). Threat per-

ception among police may be amplified

by a prominent, and often racialized,

emphasis on threat anticipation and

officer self-protection in US policing

culture and training.23 Absent explicit

threats, officers may anticipate in-

creased threat during incidents such

as traffic stops or domestic violence

episodes, which are more frequently

associated with police occupational

homicides.24 One potential exception

to this pattern in threat-related, more

frequently fatal injuries was well-being

checks. Well-being checks were 74%

more likely to be associated with fatal

injury, despite not explicitly or neces-

sarily involving pre-encounter threats

of harm. In these cases, the probable

involvement of callers and dispatchers

TABLE 4— Logistic Regression Models Predicting Odds of Fatal vs
Nonfatal Injury: United States, 2015–2020

Incident or Person Characteristic OR (95% CI) AOR (95% CI)

Officer duty status

On duty (Ref) 1 1

On and off duty 1.43 (0.30, 6.71) 1.22 (0.28, 5.40)

Off duty acting as on duty 0.43 (0.27, 0.70) 0.82 (0.50, 1.35)

Unknown 0.34 (0.21, 0.55) 1.16 (0.67, 2.02)

Person weapon

Unarmed (Ref) 1 1

Firearm 1.47 (1.24, 1.74) 1.37 (1.14, 1.65)

BB or replica gun 1.43 (1.07, 1.91) 1.23 (0.90, 1.67)

Knife or cutting/stabbing instrument 2.38 (1.91, 2.97) 1.92 (1.52, 2.44)

Vehicle 0.52 (0.41, 0.66) 0.55 (0.42, 0.71)

Blunt object 1.74 (1.20, 2.53) 1.43 (0.96, 2.13)

Other 1.03 (0.74, 1.43) 0.82 (0.58, 1.16)

Unknown 0.47 (0.37, 0.60) 0.72 (0.56, 0.93)

Agency type

Local police (Ref) 1 1

Sheriff’s office 1.24 (1.10, 1.40) 1.26 (1.11, 1.42)

State police 1.32 (1.07, 1.64) 1.45 (1.16, 1.82)

National agency 1.18 (0.82, 1.71) 1.15 (0.79, 1.69)

Special jurisdiction 0.38 (0.21, 0.68) 0.67 (0.38, 1.19)

Constable or marshal 0.66 (0.15, 2.90) 0.80 (0.16, 3.94)

Multiple shooting agencies 1.79 (1.45, 2.22) 1.57 (1.26, 1.96)

Unknown 0.38 (0.22, 0.67) 1.12 (0.63, 2.01)

Single officer response

No (Ref) 1 1

Yes 0.69 (0.60, 0.79) 0.79 (0.68, 0.91)

Unknown 0.38 (0.27, 0.52) 0.75 (0.53, 1.07)

Age

Where specified (n5 9467)a 1.03 (1.03, 1.04) Not included in model

Adult (≥18 y; Ref) 1 1

Juvenile (< 18 y) 0.32 (0.24, 0.44) 0.63 (0.46, 0.86)

Unknown 0.09 (0.06, 0.15) 0.52 (0.34, 0.81)

Gender

Cisgender man (Ref) 1 1

Cisgender woman 0.61 (0.48, 0.76) 0.73 (0.58, 0.92)

Transgender 11.11 (1.12, 110.18) 9.05 (0.89, 91.79)

Unknown 0.02 (< 0.01, 0.06) 0.14 (0.04, 0.49)

Race/ethnicity

Non-Hispanic White (Ref) 1 1

Non-Hispanic Black 0.65 (0.56, 0.76) 0.85 (0.74, 0.98)

Hispanic, any race 1.07 (0.91, 1.25) 1.22 (1.04, 1.44)

American Indian or Alaska Native 2.29 (1.33, 3.95) 2.55 (1.48, 4.37)

Asian or Pacific Islander 2.12 (1.25, 3.58) 2.20 (1.32, 3.68)

Continued
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may be a source of relayed alarm,

prompting readiness for threat percep-

tion.25,26 Of all injuries, 61% followed

dispatched incidents; these injuries

were 1.46-times more likely to be

fatal than injuries following on-view

responses.

Among injured people, victims identi-

fied as non-Hispanic Black comprised

29% of race-identified injured people

in this study. This compares to 26% of

victims in a single-year sample of fatal

shootings and 13% of the total US pop-

ulation.18,27 Injured non-Hispanic Black

people had 35% higher odds of surviv-

ing than non-Hispanic White injured

people. Police may be more apt to fire

shots that nonfatally injure people

whom they perceive as Black because

of biased assumptions of criminality

that, in combination with amplified

threat perception, may lead to more

impulsive, emotional, longer-distance,

or otherwise less-accurate shots. Racial

disparities in most policing judgments

and interactions are well-known.6,28,29

Still, for incidents that may be dis-

missed as rare, such as shootings by

police, underestimating the true scale

of injury impact is a further injustice

and may obstruct progress toward pre-

ventive action and reforms.

Also relatively underexamined in

previous research are injuries among

people who were unhoused or

experiencing symptoms of behavioral

health conditions. Unhoused victims

comprised nearly 3% of injured people,

despite representing just 0.2% of the

US population.30 Behavioral health

needs were associated with 23% of

injured persons; they were twice as

likely to die from their injuries as

other victims. These represent

instances in which not only are “the

TABLE 4— Continued

Incident or Person Characteristic OR (95% CI) AOR (95% CI)

Otherb or multiple 0.38 (0.17, 0.83) 0.46 (0.22, 0.97)

Unknown 0.10 (0.07, 0.15) 0.14 (0.10, 0.20)

Unhoused

No or unknown (Ref) 1 1

Yes 0.99 (0.99, 1.00) 1.00 (1.00, 1.00)

Response type

On view (Ref) 1 1

Dispatched to 911 call 1.46 (1.32, 1.63) 1.32 (1.11, 1.56)

By subject 1.00 (0.63, 1.59) 0.76 (0.46, 1.25)

Unknown 0.58 (0.37, 0.91) 1.11 (0.62, 1.98)

Incident type

Shooting (Ref) 1 1

Assault 1.44 (1.08, 1.90) 1.18 (0.87, 1.61)

Disorderly conduct or dispute or
disturbance

1.25 (0.94, 1.65) 1.24 (0.92, 1.68)

Domestic incident (disturbance, dispute,
or violence)

1.72 (1.41, 2.11) 1.43 (1.15, 1.77)

Investigative 0.93 (0.73, 1.19) 1.18 (0.88, 1.58)

Robbery or carjacking 0.75 (0.60, 0.94) 0.92 (0.73, 1.16)

Burglary 0.66 (0.46, 0.93) 0.66 (0.46, 0.95)

Stolen vehicle 0.51 (0.33, 0.79) 0.95 (0.60, 1.50)

Suicidal or behavioral health crisis 1.52 (1.19, 1.95) 1.09 (0.83, 1.43)

Suspicious person or vehicle 0.89 (0.70, 1.14) 1.11 (0.85, 1.46)

Threats 1.92 (1.32, 2.79) 1.89 (1.26, 2.82)

Traffic stop 0.81 (0.67, 0.98) 1.21 (0.95, 1.54)

Trespassing 1.13 (0.77, 1.65) 1.29 (0.86, 1.95)

Warrant or arrest 1.37 (1.11, 1.70) 1.66 (1.26, 2.18)

Weapon complaint 1.03 (0.79, 1.34) 0.91 (0.69, 1.21)

Well-being check 1.74 (1.14, 2.65) 1.32 (0.85, 2.05)

Otherc 1.16 (0.87, 1.55) 1.26 (0.92, 1.72)

Unknown 0.60 (0.39, 0.93) 1.49 (0.86, 2.60)

Behavioral health–related incidentd

None (Ref) 1 1

Any 2.12 (1.83, 2.45) 1.41 (1.22, 1.63)

Note. AOR5 adjusted odds ratio; CI5 confidence interval; OR5odds ratio. Odds predicted with
2-level mixed-effects logistic regression models. Includes on duty, both on and off duty, off duty but
acting as on duty, and unknown duty status.
aOR represents change in odds of fatality for each additional year of victim age.
bIncludes Middle Eastern-North African.
cIncluded within “other” incidents are fire, hostage, vandalism, vehicle collision, pedestrian
stop, involuntary commitment, subject-initiated, escaped prisoner responses, immigration-
related incidents, disaster responses, evictions, parole checks, dog complaints, fraud, and fare
evasion.
dBehavioral health incidents include suicidal or self-harming behaviors, substance use, diagnosis of
serious mental illness relevant to the incident, disability that may have been misinterpreted as a
mental or behavioral health issue, and transportation or response to inpatient behavioral health
facility.

INJURIES AND DEATHS FROM SHOOTINGS BY POLICE

394 Research Peer Reviewed Ward et al.

A
JP
H

A
p
ri
l2

02
4,

Vo
l.
11

4,
N
o.

4



marginalized . . . further criminalized”

but they are also victimized by a system

that is inadequately designed to mean-

ingfully address social needs.26(p771)

Mechanisms for less potentially injuri-

ous triaging of social services exist. In

2022, the National Suicide Prevention

Lifeline 988 was introduced, yet com-

plementary local systems for improved

access to social services without

entrenched criminal legal system in-

volvement (e.g., nonpolice mobile units)

remain uncommon31 despite strong

public health alignment.32 Public sup-

port is high for alternative approaches

(e.g., diversion to mental health services,

police and mental health co-responder

models),4 but cost remains a barrier to

more widespread implementation.31

Future analysis of incidents at the inter-

section of dispatched responses and

social or behavioral health needs may

inform feasibility, design, outreach, and

equity-oriented impact analyses of new

crisis-support systems.

Strengths and Limitations

This study affirmed and expanded

upon previous understandings of

shootings by police in the United

States, providing the first estimate of

total injured persons nationally over

multiple years. With this larger data

set, previously excluded states and rel-

atively rarer incident types could be

examined. Still, some limitations exist.

First, police perspectives (themselves

often reconstructed “observations of

observations,”33(p146) which may be

subject to recall and social desirability

bias) are known to be overrepresented

in media accounts of shootings by po-

lice.34 To diversify considered narra-

tives, abstractors reviewed multiple

sources, including bystander accounts,

surveillance videos, legal documents,

and articles not linked to the original

GVA record. In addition, the study’s in-

clusion period was defined to allow

case details to develop and be repre-

sented. Still, some reporting bias is like-

ly. More subjective variables, such as

those involving interpretation of intent

(e.g., declaring a vehicle weaponized or

a service weapon nearly acquired), may

be especially subject to dominant nar-

ratives and should be interpreted

accordingly.

Second, the use of media sources

inherently relies on assumptions of

newsworthiness, adequate reporting

capacity, and resulting news coverage,

which may vary by time and place.

Consistency with previous studies’ fatal

injury estimates is assuring of source

validity. Still, nonfatal injuries may be

less consistently or less thoroughly

reported, leading to nonrandommiss-

ingness. Counts of “unspecified” or

“unknown” characteristics are signals of

underreporting, highlighting continued

need for mandatory surveillance of all-

outcome shootings by police. The rela-

tively more developed repertoire of

open-source repositories for fatalities

adds to known information asymmetry.

This limitation restricted our ability to

precisely calculate national injury dispa-

rities. Still, our estimates of fatal and

nonfatal injuries, though conservative,

are substantial improvements over pre-

vious projections of total and subgroup

injury burden.

Finally, we only examined injurious

shootings in this study; other mecha-

nisms of deadly force exist, and nonfatal

shootings without injury were not includ-

ed. Future research should analyze

determinants of survival. This analysis did

not account for differences in frequency

of policing activities or the unequal distri-

bution of risk in the prerequisite condi-

tion of encountering police. Disparities

were interpreted on a per-capita basis,

but results may not reflect individual risk

for injury.

Public Health Implications

In 2002, American criminologist James

Fyfe observed, “ours is a democracy

that does not tell us how often we are

forcibly injured or killed by the people

we pay to protect us.”35(p88) Twenty

years later, despite ongoing criticism

and controversy surrounding use of

deadly force by police, US accountabili-

ty systems remain persistently inade-

quate. Nonfatal injurious shootings by

police are governed by the same use-

of-force policies as fatal shootings

and appear similar in frequency and

circumstance. However, the historical

exclusion of nonfatal injuries from

surveillance and research has led to

underestimated injury disparities and

underexamined shooting incidents,

particularly at the margins of policing.

Of all injurious shootings by police,

incidents involving well-being checks,

behavioral health concerns, suicidal

crises, and unhoused persons were

among the most frequently fatal. Inade-

quate services for people who are

unhoused, insufficient supports for

managing mental illness and substance

use, and inequitable social and eco-

nomic protections for minoritized

populations are potential areas for pri-

ority response.11,36 Evaluations of

emerging public safety reforms should

monitor fatal and nonfatal shootings by

police to assess impact overall and

among disproportionately affected

groups.

Additional research is needed regard-

ing the role of societal firearm prevalence

in shootings by police, characteristics of

shootings in rural and other historically

underexamined regions, the role of
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decision-making in single- and multiple-

officer responses, and frequency of non-

injurious shootings. Researchers and

justice advocates would also benefit from

analyses of how and for whom publicly

known contextual details of police shoot-

ings evolve. Finally, improved and sus-

tained investments in reliable data and

accountability systems remain essential

to the prevention of firearm injuries from

armed policing responses.
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Contribution of Cold Versus Climate
Change to Mortality in London,
UK, 1976–2019
Shakoor Hajat, PhD, MSc, David Gampe, PhD, MSc, and Giorgos Petrou, PhD, MRes

Objectives. To quantify past reductions in cold-related mortality attributable to anthropogenic climate

change.

Methods.We performed a daily time-series regression analysis employing distributed lag nonlinear

models of 1 203981 deaths in Greater London, United Kingdom, in winter months (November–March)

during 1976 to 2019. We made attribution assessment by comparing differential cold-related mortality

impacts associated with observed temperatures to those using counterfactual temperatures

representing no climate change.

Results. Over the past decade, the average number of cold days (below 8 �C) per year was 120 in the

observed series and 158 in the counterfactual series. Since 1976, we estimate 447 (95% confidence

interval5330, 559) annual cold-related all-cause deaths have been avoided because of milder

temperatures associated with climate change. Annually, 241 cardiovascular and 73 respiratory

disease deaths have been avoided.

Conclusions. Anthropogenic climate change made some contribution to reducing previous cold-related

deaths in London; however, cold remains an important public health risk factor.

Public Health Implications. Better adaptation to both heat and cold should be promoted in public

health measures to protect against climate change. In England, this has been addressed by the

development of a new year-round Adverse Weather and Health Plan. (Am J Public Health. 2024;114(4):

398–402. https://doi.org/10.2105/AJPH.2023.307552)

A lthough deaths associated with

low ambient temperatures re-

duced over much of the past century,

continued reductions in cold-related

vulnerability have generally not been

observed in more recent years, mean-

ing that wintertime weather remains an

important public health concern for the

United Kingdom and elsewhere.1 As

well as improvements in housing,

health care and nutrition, historical

reductions in cold-related mortality

were also likely because of milder win-

ters caused by climate change;

however, to our knowledge, this has

never been quantified. The fraction

of heat-related deaths attributable

to climate change has recently been

estimated by comparing differential

impacts associated with observed tem-

peratures to those using counterfactual

temperatures modeled in the absence

of anthropogenic climate change.2

These attribution studies provide the

basis for better climate change risk

management3; however, a similar ap-

proach can also be applied to attribute

reductions in cold-related deaths

to past climate change. Such informa-

tion can also inform the likelihood of

future reductions in cold deaths under

climate change scenarios, over which

there remains much uncertainty and

debate.4

The United Kingdom experiences

greater cold-related health impacts

compared with many of its colder Euro-

pean neighbors, partly from poor insu-

lation of its housing stock,5 and London

is more vulnerable than other UK

regions despite milder temperatures.6

We analyzed extended time-series
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mortality data sets in relation to ob-

served and counterfactual climate data

to quantify past reductions in cold-

related deaths in London attributable

to anthropogenic climate change.

METHODS

We obtained daily counts of all-cause,

cardiovascular, and respiratory disease

deaths in London between 1976 and

2019 from the Office for National Sta-

tistics. To characterize exposures, we

considered 2 daily mean temperature

series. First, we extracted reference

data of average temperature from the

W5E5 data set representing a bias-

corrected reanalysis data set that can

be considered quasi-observational for

temperature (containing observed

trends in global temperatures).7

Second, we applied a counterfactual

version of this data set estimated

through the ATTRICI (ATTRIbuting

Climate Impacts) approach.8 This data

set approximates a temperature series

preserving interannual variability of

the quasi-observations but removing

long-term global warming trends using

a quantile mapping approach, thus

representing a non–climate change

scenario. Both data sets are available

from the Inter-Sectoral Impact Model

Intercomparison Project (https://www.

isimip.org) on a 0.5� grid. We con-

ducted additional bias correction by us-

ing deviations from the observed W5E5

temperature in the quasi-preindustrial

period (1901–1920) as reference

through quantile mapping to remove

local biases remaining in the statistically

derived counterfactual data set. (Codes

used to bias-correct the counterfactual

temperature series are available from

the authors upon request.)

We used quasi-Poisson time-series

regression to assess short-term

associations between daily mean tem-

perature and mortality, adjusting for

trend and within-season variability us-

ing natural cubic spline (ncs) functions

with 4 degrees of freedom (df) per

season. We used indicator terms to

model day-of-week variations. We then

employed distributed lag nonlinear

models to flexibly model nonlinear and

delayed effects of temperature using

cross-basis functions.9 The model is

summarized here:

Log E Yið Þ½ �5a1b1Ti, j1b2ncs

timei, df54=season
� �

1b3 dowið Þ
(1)

where E[Yi] is expected mortality on day

i; Ti,j is the cross-basis matrix of temper-

ature and lag j up to 21days, using ncs

functions for both domains with 5df

and 4df, respectively; ncs5ncs func-

tions of time; and dow5day-of-week

indicator. We conducted analysis using

the observed temperature series, and

we then also applied the estimated

exposure–response function from this

model to the counterfactual tempera-

ture series representing no climate

change. We then estimated the relative

risk (RR) of cold-related death at select-

ed temperatures compared with the

minimummortality temperature

(MMT). The MMT is defined as the tem-

perature value at which risk of death

is lowest and is determined using sta-

tistical model fit (Akaike information

criterion [AIC]). We used the most re-

cent decade of data (2010–2019) to de-

rive the risk function because cold risk

was relatively stable during this period,

thus enabling a direct comparison of

differential impacts between the ob-

served and counterfactual temperature

series without other secular changes.

We derived the percentage of cold-

attributable deaths below the MMT

by using (RR-1)/RR. Cold effects were

restricted to months November through

March when evidence for a causal asso-

ciation with mortality is strongest.10 We

conducted analyses with Stata version

17 (StataCorp LP, College Station, TX)

and R version 4.3.1 (R Foundation for

Statistical Computing, Vienna, Austria).

RESULTS

Figure 1a shows the annual number of

cold days (below 8 �C) in the observed

and counterfactual temperature series

during the study period. Unsurprisingly,

the observed series is associated with

milder winters compared with the

counterfactual, although a slight reduc-

tion in cold days is also evident in the

counterfactual series, potentially attrib-

utable to the urban heat-island. The

negative trend in cold days was statisti-

cally significant in the observed series

(Mann–Kendall test; P< .05) but not in

the counterfactual. During 2010 to

2019, the average number of cold

days per year was 120 in the observed

series and 158 in the counterfactual.

There were 1 203 981 deaths in

London during winter months

(November–March). Figure A (available as

a supplement to the online version of

this article at https://ajph.org) shows

the seasonally adjusted temperature–

mortality relationship in winter during

2010 to 2019. The MMT was estimated

at 8 �C, and there was a 27.9% (95%

CI518.8, 37.7) increased risk of death at

21 �C (approximately the 1st percentile)

compared with the MMT. From this mod-

el, we estimated the total number of

cold-attributable deaths each winter as-

sociated with both observed and coun-

terfactual series (Figure 1b). Cold-related

deaths have reduced over time, reflecting

improved adaptation to wintertime cli-

mate, but there was wide year-to-

year fluctuation and some degree of
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leveling-off in recent years. Differences in

mortality between the 2 temperature se-

ries have also widened over time, with

the average annual number of cold

deaths avoided in the counterfactual se-

ries being 447 (95% CI5330, 559). The

annual number of deaths avoided from

cardiovascular and respiratory diseases

was 241 (95% CI5190, 289) and 73

(95% CI552, 107), respectively.

DISCUSSION

The damaging effects of anthropogenic

climate change on public health are

unquestionable, and studies have

demonstrated substantial numbers of

heat-related deaths already attribut-

able to such changes.2 Although health

impact assessments have previously

reported reductions in future cold-

related mortality under climate change

scenarios,11 to our knowledge, this

is the first study to quantify historic

a
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FIGURE 1— Annual (a) Average Wintertime Temperature and (b) Cold-Related Deaths Associated With the Observed
(obs.) and Counterfactual (cf.) Temperature Series: Greater London, UK, November–March 1976–2019
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reductions in cold-related mortality at-

tributable to the degree of anthropo-

genic climate change that has already

occurred.

In the most recent winter in our data

set (winter 2018–2019), we estimate

639 fewer cold-related deaths in Lon-

don associated with counterfactual

temperature, amounting to 70.1 winter-

time deaths per million people in the

population avoided because of climate

change. Any continuing gains are, how-

ever, likely to be impacted by current

trends in other determinants of winter-

time health (e.g., the current volatility in

global fuel prices). Better housing and

other adaptation strategies will almost

certainly remain more important in

counteracting the negative health

impacts of these. For example, Taylor

et al. estimated that 168 to 174 annual

cold-related deaths per million popula-

tion in London could be avoided by the

2050s based on current rates of retrofit

home energy efficiency measures, and

261 to 269 deaths per million under

more ambitious retrofit rates.12 Im-

proved home energy efficiency also

offers other health benefits, including

reducing dampness and mold that con-

tribute to asthma, as well decreasing

residential space heating demands to

help reach Net Zero targets.13

Limitations

Some study limitations are acknowl-

edged. Our assessment only consid-

ered 1 pathway by which milder winters

affect public health; there are also

negative impacts such as enhanced

wintertime transmission of zoonotic

pathogens.14 The degree of seasonal

control in our statistical models was

decided a priori rather than based on

AIC; however, model fit was good, and

results were robust to greater dfs in

ncs and alternative model specifica-

tions. Comparison of the observed se-

ries with the statistically constructed

counterfactual one allows attribution of

differential health impacts to climate

change in general, but does not provide

direct attribution to increased anthro-

pogenic greenhouse gas emissions or

changes in aerosol concentrations. Fur-

thermore, the relatively coarse resolu-

tion of data, the extraction procedure,

and bias-correction of the counterfac-

tual series impose additional sources of

uncertainty in the temperature data

not characterized in this assessment.

Nevertheless, our findings are likely

robust to such data considerations.

Public Health Implications

Although climate change has played a

role in reducing wintertime deaths in

London, its contribution has been mod-

est, and cold remains an important

public health risk factor in the United

Kingdom. Better adaptation to both

heat and cold should be prioritized in

public health plans to protect against

climate change. In England, this has

been addressed by the development of

a new year-round Adverse Weather and

Health Plan by the UK Health Security

Agency.15 Wherever cold remains an im-

portant determinant of ill health, better

longer-term strategies are needed to

protect public health and improve resil-

ience to future wintertime weather.
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Comparing Self-Reported and
Aggregated Racial Classification
for American Indian/Alaska
Native Youths in YRBSS: 2021
Ashton Gatewood, MPH, Amy D. Hendrix-Dicken, MA, and Micah Hartwell, PhD

Objectives. To identify how race and ethnicity were reclassified with survey variables for children

self-reporting as American Indian/Alaska Native (AI/AN) using the 2021 Youth Risk Behavior Surveillance

System (YRBSS).

Methods.We conducted a cross-sectional analysis of the US Centers for Disease Control and

Prevention’s 2021 YRBSS. YRBSS collects behaviors and demographics of students in grades 9 through

12, including race and ethnicity via self-report, and then reclassifies data into a “raceeth” variable. To

examine the classification of AI/AN in YRBSS, we compared AI/AN composition between self-report and

raceeth variables.

Results. A total of 816 adolescents self-reported as AI/AN alone (145; 17.70%), AI/AN alone with

Hispanic/Latino background (246; 30.15%), or AI/AN in combination with 1 or more race (425; 52.08%).

Of those, only 145 were classified as being AI/AN in the calculated raceeth variable. With YRBSS survey

weighting, the percentage of AI/AN in the raceeth variable was 13.4%.

Conclusions.Misclassification, noncollection, or the use of categories such as “other” and “multirace”

without allowing disaggregation can misrepresent disease burden, morbidity, and mortality. Consequently,

it is critical to disaggregate data to adequately capture race/ethnicity in self-report surveys and data

sources. (Am J Public Health. 2024;114(4):403–406. https://doi.org/10.2105/AJPH.2023.307561)

Health disparities in the American

Indian and Alaska Native (AI/AN)

population include lower life expectan-

cy, greater poverty rates, and increased

incidence of chronic disease morbidity

and mortality as well as diseases of

despair, such as suicide-, drug-, and

alcohol-related deaths.1,2 Although

members of federally recognized tribes

have legal rights to health care to ad-

dress these inequities, sociopolitical

barriers such as blood quantum and

tribal enrollment requirements limit

access.2 Furthermore, surveillance sys-

tems often result in underreporting of

morbidity and mortality, particularly

among AI/AN minors.1,2

Discrepancies in racial aggregation

and reporting are data quality issues

that can affect access to critical

resources, such as federally funded

programs, housing, employment, and

health care,1–3 for more than 8.7 million

AI/AN individuals in the United States.

Federally funded research built on the

biomedical–epidemiologic model

requires researchers to use evidence-

based assessments of population

health status.2 Yet, inaccuracies or

omission of AI/AN data collection and

reporting in research, also known as

“data genocide,” are linked to historical

systemic racism and colonization of

data methods.1,2 Given the necessity of

reporting accuracy for services and re-

search, our objective was to identify

how race and ethnicity were reclassi-

fied with survey variables for adoles-

cents self-reporting AI/AN using the
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2021 Youth Risk Behavior Surveillance

System (YRBSS).

METHODS

We performed a cross-sectional analy-

sis of the 2021 YRBSS, a biannual

survey conducted by the US Centers

for Disease Control and Prevention

(CDC).4 A total of 45 states participated

in YRBSS 2021 in addition to several US

territories and freely associated states.5

YRBSS collects data regarding health,

behaviors, and demographics of stu-

dents in grades 9 through 12, including

race and ethnicity, via self-report.

The survey allowed adolescents to

self-report all applicable races. YRBSS

reclassifies the adolescents’ race and

ethnicity into a new variable (“raceeth”),

which places individuals in singular race

categories when only 1 race is selected,

a multiple races category if more than 1

is selected, or the Hispanic grouping

regardless of race selection if the

response was yes to the prompt, “Are

you Hispanic/Latino?” Thus, we includ-

ed all respondents in the YRBSS data

and extracted data from the self-

reported race variable, the raceeth vari-

able, and the Hispanic/Latino ethnicity

prompt. Our analysis also included

those with missing data or reported

as “unknown.”

To examine the classification of AI/AN

in YRBSS, we compared the self-reported

variable with the raceeth variable. We

calculated and compared the number of

adolescents who were categorized as

AI/AN in the raceeth variable with their

actual self-reported race categories

among individuals reporting as AI/AN

alone or in combination with racial cate-

gories or Hispanic/Latino ethnicity. We

first used the unweighted data and then

applied the survey design and weighting

that YRBSS provided.

RESULTS

In YRBSS, 816 (4.7%) of 17232 partici-

pants self-reported as AI/AN solely, in

conjunction with another race, or in

conjunction with Hispanic/Latino eth-

nicity (Table 1). Among these 816 parti-

cipants, only 145 adolescents were

classified as AI/AN (17.7%), that is,

those who reported as AI/AN alone,

with no Hispanic/Latino background

(the number present in the raceeth var-

iable), which reduces the representa-

tion of AI/AN to 0.8% in the YRBSS data

overall. Participants self-reporting as

AI/AN alone but with Hispanic/Latino

ethnicity accounted for 246 of the 816

(30.2%). The remaining participants

self-reported AI/AN in combination with

1 or more other races or unknown or

missing ethnicity (425; 52.1%). When

we applied the survey design and sam-

pling weights from YRBSS, rates of self-

report of AI/AN alone or in combination

were slightly higher, at 4.9% in the over-

all data set; however, the AI/AN repre-

sentation in the raceeth was slightly

lower, at 0.7%. Table 1 provides the

breakdown of AI/AN race/ethnicity

combinations using both unweighted

data and when we included the survey

design and sampling weights.

DISCUSSION

Only 17.7% of individuals who self-

reported as AI/AN were classified as

such in the calculated raceeth variable

in YRBSS—limiting the overall represen-

tation of AI/AN in YRBSS to approxi-

mately 0.8%. The only individuals

reported as AI/AN in the computed

raceeth variable were those who

self-reported as AI/AN only without

Hispanic/Latino ethnicity. These find-

ings are consistent with previous work

related to the misclassification of AI/AN

individuals.6 Given this methodological

approach leading to misclassification, it

is likely that other groups are also being

classified as multiracial, thus diminish-

ing various facets of identity. Misclassifi-

cation, noncollection, or the use of

categories such as other or multiracial

without allowing disaggregation can

misrepresent disease burden, morbidi-

ty, and mortality.7

We applaud YRBSS for providing the

self-reported race variable, given its

utility beyond the computed raceeth

variable; recommend that other nation-

al data sets include self-reported race

variables; and urge researchers to

consider using the self-report variable

when assessing ethnoracial disparities

when possible. Even categorical self-

reporting is not without limitations,

which include the lack of standardized

definitions, shifts in self-identification

throughout the lifespan, and perceived

risks or benefits of alignment with

certain racial/ethnic groups.

This type of misclassification and lack

of data transparency affects policies,

programs, and resource allocation,

which may ultimately exacerbate health

disparities.1,7 Furthermore, the AI/AN

group is the most likely to identify as 2

or more races, which can result in ag-

gregation into multiracial or other

categories,8 likely masking within-group

differences and disparities.

Limitations

Limitations of this study include that

YRBSS collects data only from adoles-

cents who attend public or private

school, and not all states participate

equally in YRBSS.9 Additionally, the

Cherokee Nation and Winnebago Tribe

of Nebraska were the only sovereign

nations the CDC listed as participating

in the high school version of YRBSS in
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TABLE 1— Racial Reporting Among Individuals Reporting as American Indian/Alaska Native (AI/AN)
in the 2021 Youth Risk Behavior Surveillance System (YRBSS): United States

Race Grouping

Unweighted No. (%) Weighteda No. (%)

Hispanic/
Latino

Non-
Hispanic/
Latino

Unsure
and

Missing Total
Hispanic/
Latino

Non-
Hispanic/
Latino

Unsure
and

Missing Total

“raceeth” variable from YRBSSb

AI/AN only 0 (0) 145 (100)c 0 (0) 145 (100) 0 (0) 114 (100)c 0 (0) 114 (100)c

Self-reported race from YRBSS

AI/AN only 246 (30.2) 145 (17.8)c 12 (1.5) 403 (49.4) 317 (37.2) 114 (13.4) 15 (1.8) 447 (52.5)

AI/AN, White 40 (4.9) 178 (21.8) 0 (0) 218 (26.7) 42 (5) 143 (16.8) 0 (0) 185 (21.8)

AI/AN, NH/PI 4 (0.5) 0 (0) 0 (0) 4 (0.5) 3 (0.3) 0 (0) 0 (0) 3 (0.3)

AI/AN, NH/PI, White 4 (0.5) 2 (0.3) 0 (0) 6 (0.7) 9 (1.1) 0 (0) 0 (0) 10 (1.1)

AI/AN, Black/African
American

22 (2.7) 64 (7.8) 2 (0.3) 88 (10.8) 28 (3.3) 69 (8.1) 0 (0) 98 (11.5)

AI/AN, Black/African
American, White

5 (0.6) 32 (3.9) 0 (0) 37 (4.5) 4 (0.4) 29 (3.4) 0 (0) 33 (3.9)

AI/AN, Black/African
American, NH/PI

1 (0.1) 1 (0.1) 0 (0) 2 (0.3) 1 (0.1) 1 (0.1) 0 (0) 2 (0.2)

AI/AN, Black/African
American, NH/PI, White

1 (0.1) 1 (0.1) 0 (0) 2 (0.3) 4 (0.5) 1 (0.1) 0 (0) 5 (0.6)

AI/AN, Asian 6 (0.7) 4 (0.5) 0 (0) 10 (1.2) 16 (1.8) 6 (0.8) 0 (0) 22 (2.6)

AI/AN, Asian, White 0 (0) 9 (1.1) 0 (0) 9 (1.1) 0 (0) 10 (1.2) 0 (0) 10 (1.2)

AI/AN, Asian, NH/PI 1 (0.1) 2 (0.3) 0 (0) 3 (0.4) 0 (0) 1 (0.2) 0 (0) 2 (0.2)

AI/AN, Asian, NH/PI,
White

1 (0.1) 2 (0.3) 0 (0) 3 (0.4) 1 (0.1) 1 (0.1) 0 (0) 2 (0.2)

AI/AN, Asian,
Black/African American

2 (0.3) 1 (0.1) 0 (0) 3 (0.4) 2 (0.2) 2 (0.3) 0 (0) 4 (0.5)

AI/AN, Asian,
Black/African American,
White

1 (0.1) 2 (0.3) 2 (0.3) 5 (0.6) 2 (0.2) 1 (0.1) 2 (0.2) 5 (0.6)

AI/AN, Asian,
Black/African American,
NH/PI

1 (0.1) 0 (0) 0 (0) 1 (0.1) 2 (0.2) 0 (0) 0 (0) 2 (0.2)

AI/AN, Asian,
Black/African American,
NH/PI, White

10 (1.2) 10 (1.2) 1 (0.1) 21 (2.6) 6 (0.7) 15 (1.8) 1 (0.1) 22 (2.6)

All race combinations,
including other races,
not listed

0 (0) 1 (0.1) 0 (0) 1 (0.1) 0 (0) 0 (0) 0 (0) 0 (0)

Total 345 (42.3) 454 (55.6) 17 (2.1) 816 (100) 436 (51.3) 396 (46.6) 18 (2.1) 851 (100)

Note. NH/PI5Native Hawaiian/Pacific Islander. The sample size for the 2021 YRBSS was n517232, from which the computed raceeth variable
showed that 0.84% (unweighted sample size: n5145) of participants were AI/AN, which decreased to 0.66%when YRBSS sampling weights were applied. By
self-report, 816 participants identified as AI/AN alone or in combination with other ethnoracial groups, representing 4.73% of the sample and 4.94%
(n5851) when sampling weights were applied.
aThe Centers for Disease Control and Prevention weights the responses to account for nonresponse at the school and student levels by student
demographics. Consequently, the weighted columns are considered representative of the population from which the sample was drawn.
bYRBSS reclassifies the adolescents’ race and ethnicity into a new variable “raceeth,” which places individuals in singular race categories when only 1 race
is selected, a multiple races category if more than 1 is selected, or the Hispanic grouping regardless of race selection if the response was yes to the
prompt, “Are you Hispanic/Latino?”
cOnly group included in aggregate “raceeth” variable as AI/AN. YRBSS calculates the raceeth variable and provides it for researchers to use.
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2021, although data from both nations

were restricted for the purpose of dis-

semination.5 These limitations are

noteworthy, as Indigenous individuals

may be underrepresented in the data,

particularly adolescents living on

reservations.

Policy-Level
Recommendations

Recommendations for future research

include using the lens of critical race

theory to understand the historical

context of policy,2 including AI/AN lead-

ership in research processes,1,3 disag-

gregating data to adequately capture

race/ethnicity in self-report surveys and

other data sources,7 and using data for

tangible improvements rather than fur-

thering stigma.1 Researchers, agencies,

and institutions should consider

capturing data at the sovereign nation

level to more accurately represent the

unique experiences, health status, and

distribution of various Indigenous peo-

ple across the United States. To under-

stand and appropriately represent

Indigenous experiences, more Indige-

nous individuals need to be in leader-

ship roles in agencies such as the CDC

and research universities to create

better methodologies based on lived

experience. To that end, the CDC

should consult closely with the Tribal

Advisory Committee to improve how

data from various public health

systems are used in research.

Recommendations for
Researchers Using YRBSS

Researchers must remember the im-

portance of how they conceptualize the

data they are using and how they ex-

plain its methodological limitations. For

researchers using YRBSS, it is important

to consider the advantages and disad-

vantages of using the recalculated

raceeth variable. Although insufficient

sample sizes may prevent the full disag-

gregation of data, it is the responsibility

of researchers to report such limita-

tions clearly. Given the percentage of

AI/AN individuals who are multiracial,

we recommend that researchers con-

sider creating 2 race categories: 1 for

individuals who are AI/AN only, and 1

for individuals who are AI/AN and 1

or more additional races/ethnicities.

YRBSS allows this level of flexibility be-

cause self-report race data are provid-

ed, which is a considerable strength of

the data set.
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Longitudinal Policy Surveillance of
Private Insurance Hearing Aid
Mandates in the United
States: 1997–2022

Michelle L. Arnold, AuD, PhD, Brianna J. Heslin, JD, Madison Dowdy, BS, Stacie P. Kershner, JD, Serena Phillips, DrPH,
Brandy Lipton, PhD, and Michael F. Pesko, PhD

See also Garcia Morales and Reed, p. 361.

Objectives. To produce a database of private insurance hearing aid mandates in the United States and

quantify the share of privately insured individuals covered by a mandate.

Methods.We used health-related policy surveillance methods to create a database of private insurance

hearing aid mandates through January 2023. We coded salient features of mandates and combined

policy data with American Community Survey and Medicare Expenditure Panel Survey–Insurance

Component data to estimate the share of privately insured US residents covered by a mandate from

2008 to 2022.

Results. A total of 26 states and 1 territory had private insurance hearing aid mandates. We found

variability for mandate exceptions, maximum age eligibility, allowable frequency of benefit use, and

coverage amounts. Between 2008 and 2022 the proportion of privately insured youths (aged ≤18 years)

living where there was a private insurance hearing aid mandate increased from 3.4% to 18.7% and the

proportion of privately insured adults (19–64 years) increased from 0.3% to 4.6%.

Conclusions. Hearing aid mandates cover a small share of US residents. Mandate exceptions in several

states limit coverage, particularly for adults.

Public Health Implications. A federal mandate would improve hearing aid access. States can also

improve access by adopting exception-free mandates with limited utilization management and no age

restrictions. (Am J Public Health. 2024;114(4):407–414. https://doi.org/10.2105/AJPH.2023.307551)

Hearing loss is the third largest

contributor to years lived with

disability in global burden of disease1

and poses a significant public health

threat, given its high and growing prev-

alence and known association with

numerous costly outcomes. Hearing

loss affects 23% of those aged 12 years

and older in the United States and

prevalence increases as age increases,

so that more than two thirds of adults

older than 70 years have significant

hearing loss.2 For children, incidence of

permanent hearing loss is approxi-

mately 1.7 in 1000 live births annually,

and untreated hearing loss is associat-

ed with suboptimal speech, language,

academic, and social outcomes.3,4

Approximately 88% of adult hearing

loss cases go untreated,5 and hearing

loss has independent associations

with incident dementia,6 falls,7 and

increases in health care costs and hos-

pitalizations.8 The economic impacts of

hearing loss are significant and perva-

sive, affecting more than 13% of US

workers, with lost productivity costs

estimated at $615 billion in 2013.9

Hearing aids are largely underutilized

in the United States, despite being a

highly efficacious treatment of hearing

loss associated with improvements in

speech understanding and socialization
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and higher quality of life.10–12 High

out-of-pocket costs are a barrier for

many who would benefit from hearing

aids.12,13 A recent survey of audiolo-

gists and hearing aid dispensers

reported a median hearing aid unit

price of $2000 ($4000 for a set), with

costs reaching up to $3000 per unit

($6000 for a set), which makes hearing

aids unaffordable for most adults

with hearing loss living in the United

States.14,15

Despite the benefits of hearing aids,

traditional Medicare Parts A and B

do not cover hearing aids or related

services for beneficiaries. Medicare

benefits are federally regulated; thus,

individual states cannot modify Medi-

care coverage or mandates. The lack

of hearing aid coverage by traditional

Medicare is especially problematic giv-

en higher rates of hearing loss among

older adults and associated comorbid-

ities such as Alzheimer’s disease and

related dementias, falls, and increased

hospitalizations.6–8 In the absence

of federal action, many states have

adopted private insurance hearing aid

mandates that apply to fully insured

private health plans covered by a com-

mercial insurance carrier.

Private employer self-insured group

health plans regulated by the Employee

Retirement Income Security Act of 1974

(Pub L No. 93-406) are not required to

adhere to state mandates, which signifi-

cantly hinders state efforts to expand

coverage, as these plans were estimat-

ed to cover 58% of privately insured

workers in 2021.16 An additional limita-

tion is that in the absence of a federal

mandate, states’ legislation for private

health insurance varies. One previous

study found high variability in hearing

aid coverage through state Medicaid

programs,17 but little is known about

policy variability in state private insur-

ance hearing aid mandates.

We used health-related policy surveil-

lance methods18 to create a database

of private insurance hearing aid man-

dates and summarize salient features

of legislation across time. Policy surveil-

lance, which is the ongoing, systematic

identification, collection, interpretation,

and dissemination of laws, focuses on

published, enacted legislation and

involves a coding process that allows

the quantification of features of the

law.18,19 Several such policy surveillance

databases are available that describe

variations in statutes for important

health issues, including the regulation

of tobacco and e-cigarettes,20 cytomeg-

alovirus screening and treatment,21 and

diabetes treatment.22 These databases

can be easily incorporated into relevant

health outcomes research.

In addition to building a database that

can be used by researchers and other

key stakeholders, we used a subset of

our collected information combined with

population-level insurance data from

American Community Survey (ACS) and

Medical Expenditure Panel Survey (MEPS)

to quantify national yearly averages of the

share of privately insured youths 18years

and younger and adults aged 19 to

64years covered by a private insurance

hearing aid mandate. We demonstrate

howmandate exceptions potentially

affect coverage and identify strategies to

expand coverage.

METHODS

Using consensus guidelines for legal

epidemiology methods from Temple

University Center for Public Health Law

Research,19,23 we conducted longitudinal

policy surveillance of state statutes to

compile a database of private insurance

hearing aid coverage mandates. Three

individuals were responsible for the sys-

tematic retrieval, review, and coding pro-

cess: an expert in hearing health care

and public policy (M.L.A.), an expert in

clinical hearing health care (M.D.), and an

expert in health ethics and law (B. J.H.).

Data Sources

We collected the data from June 2022

to January 2023. Primary data sources

were published statutes retrieved using

Westlaw Campus and Lexis Uni legal

search engines and state legislature

Web sites. We consulted the American

Speech–Language-Hearing Association

Web site compilation of hearing health

care coverage data as a secondary

source.24

Inclusion and Exclusion
Criteria

We included statutes and amendments

in the data if they were published and

effective between January 1, 1997, and

December 31, 2022, and described pri-

vate insurance requirements for cover-

ing hearing aids. We excluded statutes

if they described only coverage for

diagnosis of hearing loss; the scope of

practice for audiologists and hearing

instrument dispensers; price transpar-

ency of devices and services; or receipt,

packaging, disclaimers, and return poli-

cies related to hearing aid sales.

We retrieved statutes using the

terms “hearing aid/instrument/device,”

“audiologist,” “hearing aid/instrument

dispenser/specialist,” “cochlear

implant,” “bone-anchored hearing

aid,” “osseointegrated/implantable

device/aid,” “hearing loss treatment/

rehabilitation,” “aural rehabilitation,”

and “hearing rehabilitation.”
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Data Retrieval and Coding

We collected data from 50 US states,

the District of Columbia, and the unin-

corporated territories of American

Samoa, Guam, Puerto Rico, and the US

Virgin Islands, for a total of 55 jurisdic-

tions. We were interested in whether a

jurisdiction had enacted a hearing aid

coverage mandate, when the mandate

was effective, amendments to the man-

date during the period coded, and the

comprehensiveness of coverage based

on best practices for hearing aid provi-

sion.25,26 We coded effective start dates

of coverage directly from the statutory

language when available; otherwise, we

used individual jurisdiction standard

effective dates. In addition to details

about allowable costs and exemptions,

we coded coverage for hearing devices,

supplies and batteries, allowable fre-

quency of benefit use, and follow-up

programming and rehabilitation. A list

of variables coded, cited statutes, and

statutory language coded can be found

online (Table A, available as a supple-

ment to the online version of this article

at http://www.ajph.org).

M. L. Arnold coded data from an ini-

tial subset of 2 states (IL and CT), which

M. Dowdy and B. J. Heslin then replicat-

ed. Once the search strategy and cod-

ing scheme were replicable, we coded

remaining jurisdictions, with 80% of jur-

isdictions redundantly coded to ensure

continued consistency between coders.

We resolved differences in coding with

input from health law expert S. P.

Kershner.

Data Analysis

We estimated the annual national

share of the population of privately

insured youths aged 18 years and

younger and adults aged 19 to 64 years

living in states or territories with private

insurance hearing aid mandates with

and without exceptions from 2008 to

2022, including all 50 states and the

District of Columbia. Mandates we con-

sidered to have exceptions were those

only requiring optional coverage, only

covering government employees, or

having carve outs for small employers

or cost-prohibitive benefits (exception

details are listed in Table 1).

We used effective start dates of cov-

erage at the month level to calculate

the fraction of each year that a hearing

aid mandate was in place for each state

and age group. We downloaded

individual-level 2008 to 2020 ACS sur-

vey data—containing age, state, and

private insurance coverage status—

from Integrated Public Use Microdata

Series USA.27 We did not have ACS

individual-level private insurance infor-

mation from earlier than 2008, even

though our policy surveillance started

with 1997. We also obtained annual

state-level proportions of private sector

enrollees with self-insured plans at

establishments offering health insur-

ance (i.e., those not subject to state

hearing aid mandates) from the MEPS

Insurance Component data,16 and we

set the proportion enrolled in fully in-

sured plans (i.e., those subject to man-

dates) to be the remaining individuals.

Because ACS data were available

through 2020 and MEPS were available

through 2021 at the time of analysis,

we imputed through the end of our

policy data collection period in 2022

using values from the final data years

available.

We linked the hearing aid policy,

MEPS, and ACS data by state and year,

so we considered privately insured indi-

viduals in the ACS data residing in a

state with a mandate covering their age

to be covered for the fraction of the

year that the relevant mandate was in

place. Because plan type information is

not available in the ACS data, we multi-

plied the hearing aid mandate status

variable by the MEPS-derived state per-

centage of fully insured enrollees to ac-

count for differences in applicability of

mandates for self- versus fully insured

plans. We then used ACS survey

weights to calculate weighted means by

age group and year to obtain nationally

representative estimates of the per-

centage of the privately insured cov-

ered by hearing aid mandates in the

United States, creating separate esti-

mates for all mandates and mandates

excluding those with exceptions as pre-

viously defined.

RESULTS

We identified 26 states and 1 US terri-

tory (US Virgin Islands) with private

health insurance hearing aid mandates

effective as of January 2023. Summa-

ries of key current mandate features

are displayed in Table 1. Three states

(CT, IL, and ME) had earlier versions of

mandates that predate the status

shown in Table 1. This historical infor-

mation and additional mandate fea-

tures not shown in Table 1 are available

as part of Table A.

A number of states have current

mandates that are weakened by 1 or

more exceptions: requirement to offer

optional hearing aid coverage (n52),

exemptions for small employers (n53),

coverage for state employees only

(n52), and allowing insurers to drop

the benefit if the costs exceed 1% of

premiums (n53). Texas additionally

has a trigger provision that will cause

the mandate to dissolve if the Centers

for Medicare & Medicaid Services

determine that the hearing aid man-

date exceeds federal essential health
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benefits (thus otherwise forcing the

state to make payments to provide the

benefit).28 We did not count Texas’s

provision as an exception in our coding

because it did not affect subgroups in

the state.

Most states with current mandates

(n518/26) allowed but curtailed the

use of cost sharing, for example, by

allowing hearing aids to apply to the de-

ductible or allowing coinsurance at a

rate equal to other medical equipment.

Only Arkansas explicitly prohibited cost

sharing in its statute. Seven states (CT,

LA, MD, MO, OK, RI, WA) did not specifi-

cally restrict cost sharing in any way;

thus, health insurance companies in

these states could provide coverage to

fulfill their legal obligation but with high

coinsurance rates to reduce use.

Allowable frequency of benefit use,

or how often an insured beneficiary

was eligible for new hearing aids, varied

from 24 (n53; CT, IL, NJ) to 60 months

(n53; CO, NH, WA), with a mode of 36

months (n515 states). One state (AR)

did not specify the allowable frequency

of benefit use in its published statute.

Of the 26 states with mandates, 16 sta-

tutes defined maximum total coverage

amounts per period of benefit use,

ranging from $1400 (n51; RI) to $6000

(n53; GA, ME, NE) for 2 hearing aids.

The statutes of 10 states (CO, CT,

MN, MO, MT, OK, OR, TX, WA, WI) did

not specify coverage amounts. An inde-

pendent samples t test revealed no

differences in coverage amounts be-

tween states with mandates focused

on hearing aid provision for youths

compared with states with no age limits

(t[15]50.051; P5 .59).

Age eligibility cutoffs were included in

19 of 26 states with current mandates.

For states with eligibility cutoffs, the

ages ranged from 15 to 25 years, and

the mode maximum age cutoff was

18 years (n5 13). Seven states (AR, CT,

IL, ME, NH, RI, WA) had no maximum

age limits.

Some states included statutory lan-

guage addressing coverage of supplies

and repairs (e.g., earmolds and replace-

ment parts; n5 15/26) and follow-up or

rehabilitation (e.g., hearing aid adjust-

ments and self-management skills

training services; n514/26). Otherwise,

states did not address this coverage,

except for New Hampshire, which

defined the “practice of fitting, dispens-

ing, servicing, or sale of hearing

instruments” as only those that in-

volved use of a calibrated audiometer

to test hearing and make selection and

fitting recommendations. Note that for

most individuals, hearing aids require

multiple adjustments as well as self-

management skills training over an

acclimatization period to optimize

outcomes.

Table 2 shows that between 2008

and 2022 the national share of private

sector enrollees in fully insured plans

ranged from 39.9% to 44.6%, with

state-level minimums and maximums

ranging from 24.0% to 29.7% and

60.3% to 72.1%, respectively. Figure 1

shows that between 2008 and 2022,

the proportion of privately insured

youths in the 50 US states and the Dis-

trict of Columbia living under a private

insurance hearing aid mandate in-

creased by approximately 5 times, from

3.4% to 18.7%. Meanwhile, for privately

insured adults aged 19 to 64 years, this

TABLE 2— Percentage of Private Sector Enrollees in Fully Insured
Plans at Establishments That Offer Health Insurance, by Year:
United States

Year
States and
DC, No.

State Level
National

Level, Mean %Mean % Minimum % Maximum %

2008 51 44.2 29.0 62.1 44.6

2009 51 43.4 29.5 71.1 43.8

2010 51 42.2 26.2 72.1 42.4

2011 51 41.0 26.2 69.5 41.6

2012 51 39.6 26.0 62.9 39.9

2013 51 40.9 26.5 64.5 41.8

2014 51 40.0 27.7 68.4 40.4

2015 51 39.3 24.0 60.3 39.9

2016 51 41.0 28.2 62.4 42.3

2017 51 40.4 27.6 68.8 40.6

2018 51 40.0 27.3 68.6 41.3

2019 51 41.1 29.7 71.1 41.5

2020 51 40.7 26.8 65.2 42.3

2021 51 41.2 24.5 66.4 42.1

2022 51 41.2 24.5 66.4 42.1

Note. Fully insured plans are expected to be affected by hearing aid mandates. The firm-level data
are drawn from the Medical Expenditure Panel Survey (MEPS) Insurance Component. The table
includes all 50 states and the District of Columbia; it does not include US territories. We imputed
values for 2022 from 2021, the last available year of MEPS data at the time of analysis. We derived
national values by weighting state-level values by state populations obtained from the Surveillance,
Epidemiology, and End Results Program (2008–2020), with population values for most recent years
imputed from 2020.
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proportion increased from 0.3% in 2008

to 4.6% in 2022. When we excluded

mandates with exceptions, these shares

of youths (aged ≤18years) and adults

(aged 19–64years) in 2022 decreased to

13.8% and 3.3%, respectively.

DISCUSSION

To our knowledge, this study is the first

to examine US private insurance man-

dates for hearing aids using a detailed

policy surveillance approach. Results

of our policy surveillance and coding

methodologies revealed measurable

variability between state mandates for

private insurance coverage of hearing

aids, consistent with previous work

that documented meaningful differ-

ences in the generosity of state Medic-

aid coverage of hearing aids.17 Policy

surveillance of private insurance man-

dates for, for example, autism29 and

mental health care, for adolescents30

demonstrated variability similar to

this analysis in the areas of age limits,

maximum allowable costs, and covered

treatments.

Our research revealed substantial

gaps in current (as of January 2023)

effective statutes. Many states limit the

total coverage amount, and only 1 state

prohibits cost sharing. Nine states have

coverage limits that were less than

$4000, which is lower than the median

cost of a pair of hearing aids.15 Further-

more, most mandates pertain to indivi-

duals younger than 25 years and do

not address access to hearing aids for

older adults, who have a higher preva-

lence of hearing loss. Reflecting these

limitations, we estimated that in 2022

only 18.7% of privately insured youth

aged 18 years and younger and 4.6%

of privately insured adults aged 19 to

64 years were covered by a mandate.

Although these shares are likely to

grow in the future as additional states

implement coverage mandates, we are

aware of only 1 state (VT) that has

enacted a hearing aid coverage statute

since the conclusion of our policy

surveillance time horizon in 2022. Like

many existing mandates, Vermont’s

law applies to beneficiaries up to

25 years of age and allows a maximum

hearing aid benefit reimbursement of

$4000 every 48 months.

Although the share of privately in-

sured children covered by a mandate

remains low, the fact that more states

have opted to cover more children

than adults is consistent with the priori-

tization of children’s health in other

policy contexts. For example, Medicaid

eligibility limits are higher for children

than for adults,31 and the early and

periodic screening, diagnostic and treat-

ment benefit requires that all states

cover hearing aids and other preventive

services for children enrolled in Medic-

aid.32 Providing hearing aid coverage is

likely to be less costly for children than

for adults given the lower prevalence of

hearing loss at younger ages.4 Finally,

access to sound during childhood is

crucial for language and speech devel-

opment.3 Policymakers may be more
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FIGURE 1— Annual Share of Privately Insured Youths (≤18 Years) and Adults (19–64 Years) Covered by Private
Insurance Hearing Aid Mandates From 2008 to 2022 With andWithout Exceptions: United States

Note. The figure includes all 50 states and the District of Columbia and does not include US territories. This graph starts in 2008, despite longitudinal policy
surveillance starting in 1997, because American Community Survey individual-level private insurance coverage data are only available starting in 2008.
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likely to invest in children’s hearing

health for these reasons.

Our review also found a lack of statu-

tory language regarding coverage of

aural rehabilitation services. Although

hearing aids are an efficacious treat-

ment, devices alone do not address the

self-management skills training neces-

sary to optimize treatment benefits for

adults.25 For youth, aural rehabilitation

is a crucial aspect of normal speech,

language, and academic ability, without

which children are at significant risk for

delays in these areas.33 Given that cov-

erage limits were lower than the medi-

an cost of entry-level hearing aids in

9 states and never exceeded $6000 in

any of the 16 states with a specified

limit, it is unlikely that providers in these

states would be able to deliver appro-

priate aural rehabilitation in addition to

devices without high out-of-pocket

expenditures.

Federal and state policymakers have

recently focused on improving hearing

health care access and utilization, includ-

ing by finalizing the Over-the-Counter

Hearing Aid Act in August 2022.34

Although the availability of over-the-

counter hearing aids is likely to increase

access and affordability, there is no over-

the-counter option for severe hearing

loss. The National Academies also priori-

tized addressing the affordability of hear-

ing health care, with recommendations

for mandated coverage of hearing loss

treatment, highlighting hearing aids as

primary treatment options.12 The Medi-

care Audiologist Access and Services Act

of 2021 (MAASA; S.1731) proposed

amendments to the Social Security Act

to address statutory barriers to acces-

sing hearing health care for Medicare

beneficiaries. However, MAASA only pro-

poses to mandate coverage for services

that would otherwise be provided by a

physician instead of allowing a licensed

audiologist to bill for these services.

Databases such as the one we devel-

oped will inform future initiatives to

broaden access to hearing aids for all US

residents.

Our research identifies other legisla-

tive strategies to expand coverage. The

most beneficial would be a federal

mandate, as this would bring coverage

to 100% of privately insured individuals

and is the only strategy to guarantee

this benefit to the approximately 58%

of privately insured workers in self-

insured plans in 2021. In the absence

of a federal mandate, 2 states (WA

and WI) do use a strategy to incentivize

self-insured plans to offer hearing aid

benefits by requiring that governments

select insurance offerings for their

employees that include these benefits.

States that wish to maximize coverage

could do so by passing a mandate that

government employees be provided

health insurance with hearing aid cov-

erage. This is an opportunity for states

wishing to expand coverage against the

constraints of self-insured plans.

Our analysis had limitations. Our find-

ings were based on coding legislatively

enacted mandates and do not include

actions such as administrative agency

regulations or policies. Our estimates

of the percentage of privately insured

children and adults covered by a man-

date could also underestimate the

proportion of people with hearing aid

benefits to the extent that self-insured

group health plans voluntarily provide

coverage or that coverage is available

through another source. Self-insured

plans may offer some coverage for

hearing aids; however, benefit allowan-

ces may be capped or offered as dis-

count programs or an optional benefit

for recipients with additional out-of-

pocket costs.35 Additional research is

needed to determine whether self-

insured plans may be influenced by

state mandates to cover hearing aids

even though these plans are not sub-

ject to state mandates.

In summary, extensive variability exists

across states with laws mandating pri-

vate insurance hearing aid coverage.

Hearing aid mandates cover a small but

growing share of US residents. Future

work is needed to understand the

effects of these mandates and their

provisions on hearing aid utilization and

out-of-pocket payments.
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County-Level Factors Associated With
Influenza and COVID-19 Vaccination in
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See also Bednarczyk, p. 359.

Objectives. To assess COVID-19 and influenza vaccination rates across Indiana’s 92 counties and

identify county-level factors associated with vaccination.

Methods.We analyzed county-level data on adult COVID-19 vaccination from the Indiana vaccine

registry and 2021 adult influenza vaccination from the Centers for Disease Control and Prevention.

We used multiple linear regression (MLR) to determine county-level predictors of vaccinations.

Results. COVID-19 vaccination ranged from 31.2% to 87.6% (mean558.0%); influenza vaccination

ranged from 33.7% to 53.1% (mean542.9%). In MLR, COVID-19 vaccination was significantly associated

with primary care providers per capita (b50.04; 95% confidence interval [CI]50.02, 0.05), median

household income (b5 0.23; 95% CI5 0.12, 0.34), percentage Medicare enrollees with a mammogram

(b50.29; 95% CI50.08, 0.51), percentage uninsured (b521.22; 95% CI521.57, 20.87), percentage

African American (b50.31; 95% CI50.19, 0.42), percentage female (b520.97; 95% CI521.79, –0.15),

and percentage who smoke (b520.75; 95% CI521.26, 20.23). Influenza vaccination was significantly

associated with percentage uninsured (b50.71; 95% CI50.22, 1.21), percentage African American

(b520.07; 95% CI520.13, 20.01), percentage Hispanic (b520.28; 95% CI520.40, 20.17),

percentage who smoke (b520.85; 95% CI521.06, 20.64), and percentage who completed high

school (b50.54; 95% CI50.21, 0.87). The MLR models explained 86.7% (COVID-19) and 70.2%

(influenza) of the variance.

Conclusions. Factors associated with COVID-19 and influenza vaccinations varied. Variables reflecting

access to care (e.g., insurance) and higher risk of severe disease (e.g., smoking) are notable. Programs to

improve access and target high-risk populations may improve vaccination rates. (Am J Public Health.

2024;114(4):415–423. https://doi.org/10.2105/AJPH.2023.307553)

The COVID-19 pandemic, caused by

the novel severe acute respiratory

syndrome coronavirus 2 (SARS-CoV-2),1

represents an unprecedented public

health crisis in modern times. While ini-

tial pandemic hotspots centered in

densely populated urban areas, infec-

tions in rural areas began to rise as the

pandemic progressed.2 This rise in ru-

ral infections highlighted rural dispari-

ties in access to health care as well as

differences in health beliefs, resistance

to preventive health behaviors (e.g.,

mask wearing and social distancing),

and higher vaccine hesitancy and

lower vaccine confidence.3 Vaccine

hesitancy, which involves distrust or

concern about vaccination, is predictive

of, but distinct from, vaccine uptake.4,5

Rural–urban differences in vaccine

hesitancy, confidence, and health

beliefs are being seen both with new

COVID-19 vaccines and more estab-

lished adult vaccinations, including hu-

man papillomavirus and influenza.6,7

Nationally, there is a significant urban–

rural vaccination coverage disparity.

This disparity encompasses different

age ranges, including child, adolescent,

and adult vaccination, and different

vaccines, ranging from influenza

to pneumococcal to human

papillomavirus.6,8–10
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Addressing these disparities must be-

gin with an understanding of the

unique context of rural areas. Further-

more, effective interventions must ac-

count for the “triad” of local culture,

geographic location, and economics of

the region.11 For example, in addition

to higher vaccine hesitancy rates,12,13

rural residents also face more logistical

barriers such as access to, and quality

of, health care.14 Importantly, rural indi-

viduals’ health care providers play a

crucial role in vaccination. Interventions

that partner with clinics and health care

providers show more vaccine improve-

ment than interventions without these

components.15 In addition, rural indivi-

duals must depend more on traditional

clinical settings (e.g., their provider’s of-

fice) for vaccination versus their urban

counterparts with more access to alter-

native vaccine sites (e.g., pharmacies,

health fairs), which may contribute to

disparities in uptake.7 Most relevant

interventions have focused on improv-

ing provider communication,16

practice-based strategies (e.g., provider

prompts, standing orders),17,18 and

shifting individual attitudes and

intent.19 Although these approaches

have shown some success, the typical

effect size is small to moderate, and

these approaches have not often tar-

geted those who live in rural areas. In

sum, continued work is needed to in-

vestigate rural–urban disparities in vac-

cination and identify factors associated

with these disparities within specific

geographic areas, especially during

a complex vaccine rollout like the

COVID-19 vaccine.

Therefore, this study aimed to assess

existing differences among adults in

both COVID-19 and influenza vaccina-

tions by county in Indiana and deter-

mine what county-level factors are

associated with those vaccination rates.

We chose to focus on these 2 vaccines

as they both involve respiratory viruses,

both have generated greater hesitancy

than other adult vaccines, and both

are routinely recommended for all

adults.

METHODS

In this study, we examined COVID-19

and influenza vaccination rates across

Indiana’s 92 counties among adults

aged 18 years and older from Decem-

ber 2020 through March 2022. We

extracted the data for COVID-19

vaccinations from the Indiana State

Department of Health, Children and

Hoosier Immunization Registry Pro-

gram (CHIRP). We extracted influenza

rates from the Centers for Disease

Control and Prevention (CDC) US

Influenza Surveillance Dashboard

(FluVaxView),20 which reports weekly

national influenza vaccination data by

county.

Measures

Vaccination data. The Indiana CHIRP

database is a secure, Web-based im-

munization registry program that per-

manently stores immunization records.

CHIRP provided county-level data on

the number of first and second doses

of Pfizer and Moderna COVID-19 vacci-

nations given as well as single-dose

Johnson & Johnson vaccination, consis-

tent with vaccine recommendations at

the time of data collection, from De-

cember 2020 through March 2022.

While CHIRP was designed to track pe-

diatric vaccinations, the state uses

CHIRP to track all COVID-19 vaccina-

tions, regardless of age. These data are

publicly available through a data re-

quest with the Indiana State

Department of Health. In addition,

CHIRP also provided information on

county-level vaccination rates by age

group, race/ethnicity, and sex. All data

were aggregate, and no individual-level

data were available.

Because CHIRP does not track influen-

za vaccinations for adults, we obtained

county-level influenza vaccination in

2021 from the FluVaxView database,

administered by the CDC.20 From the

database, we downloaded a comma-

separated values–format report, and we

extracted influenza vaccination rates by

using the Federal Information Processing

Standard codes—unique codes assigned

to identify each county in the United

States. We used codes 18001 through

18183 to filter down to only Indiana

counties.

County-level data.We derived county-

level population estimates from the

US Census to determine COVID-19

vaccination rates. We derived county-

specific socio-demographic and health

data from the County Health Rankings

Report, a program supported by the

Robert Wood Johnson Foundation and

the University of Wisconsin Population

Health Institute.21 Lastly, because we

aimed to investigate county-level fac-

tors associated with vaccination rates,

we gathered information on number of

primary care providers per 100000

individuals, as reported by the County

Health Rankings Report, and the exis-

tence of a community paramedicine

program that incorporates vaccination

services. Information on community

paramedicine programs was available,

by request, from the Indiana Depart-

ment of Homeland Security. Recently,

the Department of Homeland Security

released updated information on these

programs.22 The latter practice has in-

creased in use across the country to
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improve vaccination rates23–29 and was

therefore included as a potential pre-

dictor variable.

Statistical Analyses

Descriptive statistics were presented

using mean6SD andmedian (minimum–

maximum) and reported for all county-

level variables and COVID-19 and

influenza vaccination rates at the county

level. COVID-19 vaccination rates were

calculated by determining the percent-

age of individuals in each county aged

18 years and older who received either

their second dose of the Pfizer or

Moderna COVID-19 vaccinations or a

single dose of the Johnson & Johnson

COVID-19 vaccination.

We modeled county-level vaccination

rates by using linear regression weight-

ed by the total adult population of each

county. We conducted model selection

by using forward, backward, and step-

wise selection to determine the best

multiple linear regression model for

each vaccination rate. The forward and

stepwise selection methods used a .05

significance level for entry criterion, and

the backward and stepwise selection

methods used a .05 significance level

for staying in the model. We selected

the best model based on the adjusted

R2 value. We examined tolerance values

for variables in each final model to en-

sure issues with multicollinearity were

negligible, and we assessed residuals

for normality. The full model for each

vaccination rate is reported along with

the selected reduced model. Estimated

model coefficients and associated 95%

confidence intervals (CIs) are reported.

The squared semipartial correlation

coefficient for each variable is also

reported as a measure of effect size.

We considered a P value less than .05

to be statistically significant. We

conducted statistical analyses with SAS

version 9.4 (SAS Institute, Cary, NC).

RESULTS

The mean COVID-19 vaccination rate

across the 92 counties in Indiana was

58% and ranged from 31.2% to 87.6%

(Table 1). The mean influenza vaccina-

tion rate was 42.9% and ranged from

33.7% to 53.1%. Figure 1 displays the

variability in COVID-19 (panel a) and in-

fluenza (panel b) vaccination rates

across Indiana counties with darker col-

or indicating a higher vaccination rate.

County-Level Factors and
COVID-19 Vaccination

Although the univariable regression

results between county factors and

COVID-19 or influenza vaccination

(Table A, available as a supplement to

the online version of this article at

https://ajph.org) were generally similar,

differences were evident in the multiple

linear regression models (Table 2). The

final selected model for COVID-19 vac-

cination, which was obtained by both

forward and stepwise selection, con-

tained 7 explanatory variables with an

TABLE 1— Summary Statistics for County-Level Demographic and
Health Care Variables: Indiana

Variable Mean 6 SD Median (Min–Max)

Total primary care providers per 100 000
individualsa

124.0663.3 116.5 (18.8–321.9)

Median household income, $b 60 637.4610 163.5 59 269 (42 504–96359)

% of the county that is ruralc 54.5626.9 53.6 (0.6–100)

% of Medicare enrollees with influenza vaccinea 50.566.6 52.0 (31.0–62.0)

% of Medicare enrollees with mammography
screeninga,d

42.765.0 43.0 (31.0–54.0)

% of all county residents

Uninsureda 10.462.7 10.0 (6.0–27.9)

Food insecurea 12.561.9 12.5 (7.5–16.6)

Aged ≥ 65 yearsb 18.662.3 18.8 (12.2–25.7)

African Americanb 3.064.5 0.9 (0.2–28.7)

Hispanicb 4.563.8 3.1 (1.3–20.0)

Femaleb 50.161.2 50.2 (45.3–52.9)

% of adult county residents

Smokea 22.062.4 22.3 (12.5–26.9)

Obesitya 36.062.3 36.2 (26.3–39.8)

Unemployedb 6.761.3 6.5 (3.8–11.1)

Completed high schoole 88.664.4 89.2 (61.1–97.1)

Fully vaccinated against COVID-19 58.068.4 57.1 (31.2–87.6)

Vaccinated against influenzaf 42.963.5 42.5 (33.7–53.1)

Note. n592.
aData from 2019.
bData from 2020.
cData from 2010.
dDefined as the percentage of female Medicare enrollees aged 65–74 years that received annual
mammography screening.
eData from 2016–2020.
fData from 2021.
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adjusted R250.867. The unit of the

outcome of the model is percentage

with COVID-19 vaccination with a

0-to-100 range. Based on this model,

1 additional primary care provider per

100000 individuals was associated with

an increase of 0.04 (b50.04; 95%

CI50.02, 0.05) in the percentage with

COVID-19 vaccination after adjusting

for other factors in the model. An in-

crease in median household income of

$1000 is associated with an increase in

40

50

Percentage W
ith Flu Vaccination

Percentage Fully Vaccinated Against CO
VID

-19

60

70

80

40

50
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70

80

a b

0 50 miles

N

FIGURE 1— Heatmap of Vaccination Rates by Indiana County for (a) COVID-19 (December 2020–March 2022) and
(b) Influenza (2021)

TABLE 2— Association of County-Level Factors and COVID-19 (December 2020–March 2022) or Influenza
(2021) Vaccination: Indiana

Variable

COVID-19
(Forward/Stepwise)

Influenza
(Backward)

b (95% CI) Effect Size b (95% CI) Effect Size

Total primary care providers per 100 000 individuals 0.04 (0.02, 0.05) 0.040 . . . . . .

Median household income (thousands) 0.23 (0.12, 0.34) 0.027 . . . . . .

% of Medicare enrollees with mammography screening 0.29 (0.08, 0.51) 0.011 . . . . . .

% of all county residents

Uninsured 21.22 (21.57, 20.87) 0.071 0.71 (0.22, 1.21) 0.027

African American 0.31 (0.19, 0.42) 0.041 20.07 (20.13, 20.01) 0.016

Female 20.97 (21.79, 20.15) 0.008 . . . . . .

Hispanic . . . . . . 20.28 (20.40, 20.17) 0.079

% of adult county residents

Smoke 20.75 (21.26, 20.23) 0.012 20.85 (21.06, 20.64) 0.216

Completed high school . . . . . . 0.54 (0.21, 0.87) 0.035

Adjusted R2 0.867 0.702

Note. CI5 confidence interval. This table shows multiple linear regression results—selected reduced models.
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the percentage with COVID-19 vaccina-

tion of 0.23 (b5 0.23; 95% CI50.12,

0.34). All other explanatory variables

are in percentages; thus, interpreta-

tions are similar for each.

A 1-percentage-point increase in

Medicare enrollees with mammogra-

phy screening was associated with an

increase of 0.29 in the percentage with

COVID-19 vaccination (b50.29; 95%

CI5 0.08, 0.51); a 1-percentage-point

increase of uninsured residents was as-

sociated with a decrease of 1.22 in the

percentage with COVID-19 vaccination

(b521.22; 95% CI5 –1.57,20.87); a

1-percentage-point increase of African

American residents was associated

with an increase of 0.31 in the percent-

age with COVID-19 vaccination

(b50.31; 95% CI50.19, 0.42); a

1-percentage-point increase of female

residents was associated with a de-

crease of 0.97 in the percentage with

COVID-19 vaccination (b520.97; 95%

CI5 –1.79,20.15); and a 1-percentage-

point increase of adult smokers was as-

sociated with a decrease of 0.75 in the

percentage with COVID-19 vaccination

(b520.75; 95% CI5 –1.26,20.23).

The percentage of uninsured resi-

dents had the largest effect size with

7.1% of the total variation in COVID-19

vaccination rates being explained by

this covariate. Overall, this model

explained 86.7% of the variation in

COVID-19 vaccination rates across Indi-

ana counties.

County-Level Factors and
Influenza Vaccination

The final multiple linear regression model

for influenza vaccination rates contained

5 explanatory variables, was obtained by

backward selection, and provided an ad-

justed R250.702 (Table 2). Similar to the

COVID-19 model, the unit of outcome

was the percentage. Based on this mod-

el, a 1-percentage-point increase of

uninsured residents (b5 0.71; 95%

CI50.22, 1.21) and adults who complet-

ed high school (b50.54; 95% CI50.21,

0.87) was associated with a higher

influenza vaccination rate, whereas a

1-percentage-point increase of African

American residents (b520.07; 95%

CI5 –0.13,20.01), Hispanic residents

(b520.28; 95% CI5 –0.40,20.17), and

adults who smoke (b520.85; 95%

CI5 –1.06,20.64) was associated with

a lower influenza vaccination rate.

The percentage of adults who smoke

had the largest effect size with 21.6% of

the total variation in influenza vaccina-

tion rates being explained by this covar-

iate. Overall, this model explained

70.2% of the variation in influenza vac-

cination rates across Indiana counties.

For each vaccination rate, the full mod-

el with all candidate variables for model

selection is presented in Table B (avail-

able as a supplement to the online ver-

sion of this article at https://ajph.org).

In sum, different county-level factors

were associated with COVID-19 vacci-

nation rates and influenza vaccination

rates. Greater access to health care

(e.g., primary care providers per capita,

percentage of uninsured residents,

household income, percentage of

Medicare enrollees with mammogra-

phy screening) was associated with

COVID-19 vaccination rates, as were

the percentage of residents who were

African American or female, or who

smoked. For influenza vaccination,

mostly demographic factors (i.e., per-

centage Hispanic, percentage African

American, percentage who completed

high school) had a significant association.

The percentages of uninsured residents

and African American residents were as-

sociated with both but were in opposite

directions for each vaccine. Percentage

of adults in the county who smoke was

the only variable that was significant

for each vaccine in the same direction

(a higher percentage of smokers was

associated with lower vaccination rates).

DISCUSSION

In this study, we examined county-level

factors associated with adult influenza

and COVID-19 vaccination rates. While

both vaccinations are recommended

for adults, adjusted models showed

that county-level factors associated

with each vaccination varied greatly.

Specifically, the reduced model for

COVID-19 vaccination explained a

slightly higher percentage of the vari-

ance (86.7%) than the model for influ-

enza vaccination (70.2%). This may

reflect greater polarization surrounding

COVID-19 vaccination, leading to a

greater influence of sociodemographic

factors with COVID-19 vaccination as

compared with influenza vaccination.

Of note were variables reflecting access

to care (e.g., number of primary care

providers per capita), which were signif-

icant for COVID-19 vaccination rates

but not for influenza vaccination rates.

One finding of interest was that the

percentage of uninsured residents in

the county was associated with each

vaccination, but in opposite directions.

Higher COVID-19 vaccination rates

were associated with a decrease in the

percentage of uninsured residents,

whereas higher influenza vaccination

rates were associated with an increase

in uninsured residents, although this

effect size was small (0.016). In addi-

tion, the number of primary care provi-

ders per capita was associated with

COVID-19 vaccination rates but was not

significant for influenza.

People wishing to obtain the COVID-19

vaccine should have faced fewer barriers
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than perhaps any other vaccination in re-

cent decades. A combination of federal,

state, and local programs including Op-

eration Warp Speed,30 the American

Rescue Plan Act of 2021,31 and Section

317 of the Public Health Service Act,32

among others, eliminated copays for

the vaccine and ensured it was available

at community locations beyond tradi-

tional health care provider offices.

Therefore, structural barriers for

COVID-19 vaccination should have

been minimal.

Furthermore, research shows that

structural inequities (e.g., health insur-

ance, lack of access to primary care)

are associated with influenza vaccina-

tion rates.33 Thus, the findings from

this study that structural inequities

were associated with COVID-19 vacci-

nation rates, but not influenza vaccina-

tion rates, were surprising and point to

the need for more research. One possi-

ble explanation is the unique way in

which the COVID-19 vaccine was rolled

out, which involved different dates

when people were eligible (based on

age, for instance), the need to sign up

for vaccination online, and difficulties,

particularly early on, in finding available

appointments, all of which may have in-

creased logistical barriers.

Another finding of interest was the

association between each vaccination

and county-level racial/ethnic distribu-

tion. The percentage of Hispanic resi-

dents in the county was associated

with influenza vaccination but not

COVID-19 vaccination. Furthermore,

the percentage of African American

residents in a county was negatively as-

sociated with influenza vaccination but

positively associated with COVID-19

vaccination.

Similar differences across the 2 types

of vaccination were demonstrated

in other studies. Adult COVID-19

vaccination rates were not significantly

different between non-Hispanic Black,

Hispanic, and non-Hispanic White

adults at the end of 2021,34 whereas

non-Hispanic White adults had higher

influenza vaccination rates than either

non-Hispanic Black and Hispanic adults

during the same timeframe.35 One pos-

sible explanation for the differing asso-

ciations for the 2 vaccinations is that

there was significant outreach to the

Hispanic and Latinx community to pro-

mote vaccine equity for COVID-19 vacci-

nation, and similar efforts have not

been implemented for influenza vacci-

nation. Specifically, 1 systematic review

found that in the 2021 calendar year,

there were coordinated efforts to un-

derstand the nuances of vaccine hesi-

tancy, access issues, and structural

inequities experienced by Latinx com-

munities with regard to the COVID-19

vaccination.36 Furthermore, disparities

in influenza vaccination persist, even

among Hispanic adults who report a re-

cent medical checkup, suggesting that

missed opportunities for vaccination

occurred at these clinic visits.37

Lastly, an additional study found

racial/ethnic disparities for influenza

vaccination among adults aged

50 years and older with lower vaccina-

tion rates for Hispanics and non-

Hispanic Black adults compared with

non-Hispanic White adults.38 However,

there was not a disparity for those

aged 18 to 49 years, when controlling

for patient characteristics. Given these

results, it is possible the differing find-

ings by Hispanic population may be

better explained if we controlled for

individual patient characteristics.

However, this was not possible with our

county-level aggregate data, and future

research should explore these racial/

ethnic disparities while taking individual

patient characteristics into account.

We found that smoking was strongly

negatively associated with vaccination

rates for both COVID-19 and influenza.

While this may seem counterintuitive,

given that smoking is a risk factor for

severe COVID-19 disease,39 it is consis-

tent with the literature. Research has

consistently shown that preventive

health behaviors cluster together, and

people who engage in one healthy (or

unhealthy) behavior, are more likely to

engage in another.40 Likewise, research

has shown that people who smoke are

less likely to receive routine preventive

services, which may reduce the oppor-

tunity to get vaccinated.41 Another

study, conducted before the COVID-19

pandemic, showed lower rates of influ-

enza and pneumococcal vaccination

among smokers,42 and the authors

highlighted the importance of providers

facilitating smoking cessation and pro-

moting vaccinations for people who

smoke. As we continue to see hospitali-

zations and deaths from COVID-19 and

seasonal influenza, it is important to

raise awareness of the factors associat-

ed with severe disease and improve

public health messaging to target

groups who are disproportionately

affected and should be targeted for

vaccination efforts.

Finally, while the percentage of the

county that was rural was significantly

associated with both COVID-19 and in-

fluenza vaccination in univariable linear

regression analyses, these associations

were no longer significant when other

variables were included in the model.

This is consistent with other recent re-

search that has found no rural–urban

differences in influenza vaccination

rates using data from the Behavioral

Risk Factor Surveillance System.43

It is possible that the rural–urban differ-

ences were accounted for with other

county-level factors, including income
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or smoking status. Indeed, another

study examining rural–urban differ-

ences in COVID-19 vaccination rates

found that the differences were

explained by a combination of educa-

tional attainment, health care infra-

structure, and political ideology.44

Reasons for rural–urban disparities

across a multitude of health indicators

are multifaceted and are likely a com-

plex combination of access, infrastruc-

ture, attitudes, and beliefs.

Strengths and Limitations

In this study, we examined county-level

factors associated with adult influenza

and COVID-19 vaccination uptake.

While it had numerous strengths, in-

cluding using a population-based data

set and incorporating county-level vari-

ables, results should be interpreted in

light of several limitations. First, the

data are cross-sectional, and a causal

relationship between county-level vari-

ables and vaccination rates cannot be

established. Second, the data are ag-

gregate and are subject to ecological

fallacy (i.e., erroneously inferring char-

acteristics to an individual based on

characteristics of a group). Third, this

cross-sectional study cannot determine

the sequence of events between expo-

sure and outcome, which may lead to

temporal ambiguity.

Fourth, this study focused only on In-

diana, and, therefore, the findings may

not be applicable to other states or jur-

isdictions. Indiana, as a state, has more

non-Hispanic White residents and few-

er Hispanic or non-Hispanic Black resi-

dents than the overall United States.45

Furthermore, per-capita income tends

to be lower, resulting in higher percen-

tages of people living in poverty.45 Indi-

ana also has a higher percentage of its

population living in rural areas46

and fewer primary care providers.47 As

these factors emerged as having a sig-

nificant relationship with vaccination

rates, our findings may generalize most

to other Midwestern states. Additional

research is needed to identify how

these findings may differ in other

regions.

Fifth, influenza and COVID-19 vacci-

nations have differing numbers of

vaccinations to be considered fully vac-

cinated. While we examined recom-

mended series completion at the time

of data collection (1 dose of influenza

vaccine and 2 doses of COVID-19 vac-

cine), it is possible that there are differ-

ing barriers to receiving 1 influenza

vaccination than there are to complet-

ing 2 COVID-19 vaccinations. Lastly,

because CHIRP does not track adult in-

fluenza vaccination, we used 2 different

data sources to examine the 2 vaccina-

tion rates. Therefore, it is possible that

the 2 data sources differ in their accu-

racy and reporting. Results of this study

should be interpreted with caution, and

further studies are needed to under-

stand the complex association between

the systems-level factors we examined

and vaccination rates.

Conclusions

In this study, we explored county-level

factors associated with rates of vaccina-

tion for 2 adult vaccines: COVID-19 and

influenza. While both of these vaccines

protect against respiratory viruses and

are recommended for all adults, the

factors associated with uptake of each

varied. Variables reflecting access to

care (e.g., number of primary care pro-

viders per capita, median household in-

come) were significant for COVID-19

vaccination rates but not influenza

vaccination rates. In addition, the per-

centage of uninsured residents in the

county was significant for both vac-

cines, but in opposite directions. The

rate was negatively associated with

COVID-19 vaccination and positively as-

sociated with influenza vaccination. The

polarization surrounding COVID-19 vac-

cination may have led to a greater influ-

ence of sociodemographic factors with

COVID-19 vaccination as compared

with influenza vaccination. Further re-

search, including patient-level data, is

needed to better understand these

associations and develop effective inter-

ventions to address county-level factors

and improve vaccine uptake.
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Inequities in Conversion Practice
Exposure at the Intersection of
Ethnoracial and Gender Identities
Nguyen K. Tran, PhD, MPH, Elle Lett, PhD, MA, MBiostat, Annesa Flentje, PhD, Shalonda Ingram, Micah E. Lubensky, PhD,
Zubin Dastur, MS, MPH, Juno Obedin-Maliver, MD, MPH, MAS, and Mitchell R. Lunn, MD, MAS

Objectives. To examine inequities in conversion practice exposure across intersections of ethnoracial

groups and gender identity in the United States.

Methods. Data were obtained from The Population Research in Identity and Disparities for Equality

Study of sexual and gender minority people from 2019 to 2021 (n59274). We considered 3 outcomes:

lifetime exposure, age of first exposure, and period between first and last exposure among those

exposed to conversion practices. We used log-binomial, Cox proportional hazards, and negative

binomial models to examine inequities by ethnoracial groups and gender identity adjusting for

confounders. We considered additive interaction.

Results. Conversion practice prevalence was highest among minoritized ethnoracial transgender and

nonbinary participants (TNB; 8.6%). Compared with White cisgender participants, minoritized ethnoracial

TNB participants had twice the prevalence (prevalence ratio5 2.16; 95% confidence interval [CI]51.62,

2.86) and risk (hazard ratio5 2.04; 95% CI5 1.51, 2.69) of conversion practice exposure. Furthermore,

there was evidence of a positive additive interaction for age of first exposure.

Conclusions.Minoritized ethnoracial TNB participants were most likely to recall experiencing

conversion practices.

Public Health Implications. Policies banning conversion practices may reduce the disproportionate

burden experienced by minoritized ethnoracial TNB participants. (Am J Public Health. 2024;114(4):

424–434. https://doi.org/10.2105/AJPH.2024.307580)

Conversion practices, also known as

part of a broader set of efforts to

change sexual orientation and gender

identity, refer to organized attempts

that seek to suppress or redirect

noncisgender gender identity and ex-

pression and nonheterosexual sexual

attraction.1,2 These harmful practices—

which include religious rituals, speech-

based therapy, physical deprivation,

aversion therapy, electroconvulsive

therapy, and medication-induced emet-

ic responses3—are often aimed at

sexual and gender minority (SGM)

individuals and have been associated

with negative mental health outcomes

such as distress, depression, and sui-

cidal ideation and attempt.4–8 While

several professional bodies have de-

nounced conversion practices given

the evidence of harm,9 only 22 states

and the District of Columbia currently

have laws banning conversion practices

for minors, and 3 have federal injunc-

tions preventing bans as of October

2023.10

Studies suggest that approximately

13% of SGM individuals in the United

States have overall experienced con-

version practices4,5,8,11,12 with higher

prevalence reported among transgen-

der and nonbinary (TNB) people (4% to

31%) compared to cisgender people

(2% to 21%).5,6,13 Conceptually, conver-

sion practices can be viewed as a

manifestation of multiple forms of

discrimination—including homophobia,

systemic racism, and cissexism—used

to uphold cisheteronormativity and

White supremacy, socio-structural

systems wherein cisgender hetero-

sexual identities and Whiteness are
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normalized and privileged; this erases

and marginalizes SGM individuals and

minoritized ethnoracial groups.1,14–16

However, previous research on conver-

sion practices and their negative out-

comes has only considered a single

axis of identity, such as gender (e.g., cis-

gender or TNB people),4–6 sexual orien-

tation (e.g., sexual minority men),8,17 or

minoritized ethnoracial identity (e.g.,

Black, Indigenous, Asian, Pacific Island-

er, Hispanic, or Latina/e/o/x).4–6 This

approach obscures how interlocking

systems of oppression and discrimina-

tion impact conversion practice expo-

sure for SGM people who live their lives

at the intersection of multiple minori-

tized identities.18 Therefore, we applied

intersectionality19–21 to inform our

research question, study design, and

interpretation. We posit that the inequi-

ties to conversion practice exposure,

timing, and duration experienced by

TNB people from minoritized ethnora-

cial backgrounds will be greater than

the reference intersection.

Intersectionality, a Black feminist the-

oretical framework rooted in social

justice movements of the early 19th

century and codified in a legal context

in the 1980s and 1990s, posits that the

experiences of individuals with multiple

marginalized identities are differentially

shaped by socio-structural systems

that interact to provide unearned privi-

lege for some while oppressing others

of different social positions.19–21 In this

study, we were interested in 2 such sys-

tems, systemic racism and cissexism,

that are proxied by self-reported eth-

noracial and gender identity in The

Population Research in Identity and

Disparities for Equality (PRIDE) Study.

By accounting for the impact of multi-

ple forms of systemic oppression in this

study,14 we sought to better under-

stand the inequities faced by SGM

individuals with multiply marginalized

identities, particularly TNB individuals

from minoritized ethnoracial

backgrounds.

METHODS

We used data from 3 waves of The

PRIDE Study, a longitudinal cohort of

SGM adults recruited from 2019 to

2021 in the United States. Previous

work has described the methods of

(prospective) participant engagement,

enrollment, retention, and data acquisi-

tion as well as the novel Web-based

platform that The PRIDE Study

uses.22,23 The eligibility criteria for The

PRIDE Study included being aged

18 years or older, being a resident of

the United States or its territories, iden-

tifying as a gender or sexual minority

person, and being comfortable with

reading in English. Eligible participants

provided electronic informed consent

through an online participant portal.

Upon enrollment, participants were in-

vited to complete the lifetime and cur-

rent annual health and experiences

questionnaire, with future invitations to

complete any subsequent annual ques-

tionnaires. Our analysis was restricted

to participants who completed the life-

time and at least 1 annual question-

naire during the study period.

Ethnoracial Identity

The PRIDE Study participants were able

to self-identify their ethnoracial identity

by selecting any (or multiple) of the

following options: American Indian or

Alaska Native; Asian; Black, African

American, or African; Hispanic, Latino,

or Spanish; Middle Eastern or North

African; Native Hawaiian or other Pacific

Islander; White; and None of these fully

describe me (with a free response

option). For participants who complet-

ed the free response option, we

recoded them as White if they did

not endorse any other ethnoracial

identity and self-identified as White or

of Western European descent (e.g.,

Irish). Because of the limited sample

size within some ethnoracial groups,

we collapsed ethnoracial identities into

a binary variable that included White

and minoritized ethnoracial groups. We

use the term “minoritized ethnoracial”

to highlight the context in which indivi-

duals are made to be minorities in insti-

tutions that are structured to uphold

White supremacy.14,16 Therefore, min-

oritized ethnoracial individuals in this

analysis include participants in these

ethnoracial groups: American Indian or

Alaska Native; Asian; Black, African

American, or African; Hispanic, Latino,

or Spanish; Middle Eastern or North

African; or Native Hawaiian or Pacific

Islander, as they are all harmed by

systemic racism in the United States.

Gender Identity and Sex
Assigned at Birth

Participants were asked to report their

current gender identity with the option

to select multiple responses (agender,

cisgender man, cisgender woman,

genderqueer, man, nonbinary, ques-

tioning, transgender man, transgender

woman, Two-Spirit, woman, and anoth-

er gender identity) and sex assigned at

birth (female or male). To align with an

Indigenous conceptualization of Two-

Spirit,24 participants who exclusively

self-identified as White were not included

as Two-Spirit for current gender identity

in the analysis. However, it is possible

that these participants may still originate

from Indigenous communities; thus,

we presented our results that included

all participants that self-identified as
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Two-Spirit in Appendix Tables A and B

(available as supplements to the online

version of this article at https://ajph.org).

We then used a 2-step procedure for

coding items on gender identity and

sex assigned at birth.25,26 Cisgender

participants were those whose gender

identity was concordant with the gen-

der commonly associated with their sex

assigned at birth, or if sex assigned at

birth was missing, reported their cur-

rent gender identity as cisgender man

or cisgender woman. TNB participants

included those whose gender identity

was not concordant with the gender

commonly associated with their sex

assigned at birth or who endorsed any

of the following for their current gender

identities: agender, genderqueer, non-

binary, questioning, transgender man,

transgender woman, Two-Spirit, and

another gender identity.

Outcomes

We assessed lifetime exposure to con-

version practices with 2 separate ques-

tions: “Have you EVER been in therapy

or been part of a program or group

intended to change your gender or

gender identity to be consistent with

the sex assigned to you at birth?” and

“Have you EVER been in therapy or

been part of a program or group

intended to change your sexual orien-

tation to heterosexual/straight?” Partici-

pants who answered “yes” to either

question received 2 follow-up ques-

tions assessing the age of first and last

exposure. For this analysis, we created

a singular indicator (yes/no) for any life-

time exposure to conversion practices.

To assess the age of first exposure, we

used the youngest age reported by par-

ticipants who experienced gender or

sexual orientation conversion practice.

Lastly, years between first and last

exposure were quantified by calculating

the difference between the latest age

of last exposure and the earliest age

of first exposure for gender or sexual

orientation conversion practices.

Covariates

Given that our analysis draws from

intersectionality as a conceptual frame-

work, which situates individuals within

overlapping socio-structural systems

that afford privilege to some people

while oppressing others, we considered

only the following covariates as poten-

tial confounders in our analysis: age

(continuous), annual survey completion

year (2019, 2020, and 2021), US Census

division of residence (East North Cen-

tral, East South Central, Mid-Atlantic,

Mountain, New England, Pacific, South

Atlantic, West North Central, West

South Central, and unknown), and reli-

gious upbringing (yes/no). We did not

adjust for socioeconomic position (i.e.,

education level and individual annual

income) because these measures are

potentially mediators or descendants

of recall history of conversion practices.

However, education level and annual

income, along with ethnoracial groups,

gender identity, and sexual orientation,

are included in Table 1 for the purpose

of describing the sample. Similar to

current gender, participants who exclu-

sively self-reported White were exclud-

ed as Two-Spirit for sexual orientation.

Statistical Analysis

Our analysis drew on McCall’s frame-

work for intersectional complexity27

and used a descriptive intercategorical

intersectional approach to evaluate the

association between the axes of cissex-

ism and systemic racism (as proxied by

gender and ethnoracial identities) on

measures of conversion practices. We

first defined 4 cross-stratified groups

based on ethnoracial identity and

current gender identity: minoritized

ethnoracial cisgender sexual minority

individuals, minoritized ethnoracial TNB

individuals of any sexual orientation,

White cisgender sexual minority indivi-

duals, and White TNB individuals of any

sexual orientation. We then summa-

rized key sample characteristics and

measures of conversion practices using

descriptive statistics for the overall

sample and by cross-stratified groups.

While these categories were selected

to encompass groups that are harmed

by the interlocking impact of systemic

racism and cissexism and are analo-

gous to other intersectional analyses

across ethnoracial and gender

groups,28 we acknowledge that this

approach may obscure meaningful

within-group differences and con-

ducted a secondary descriptive analysis

that further disaggregated the sample

by ethnoracial identities for cisgender

and TNB participants.

We used log-binomial models to

estimate prevalence ratios (PRs) of life-

time exposure recall, Cox proportional

hazards models to estimate hazard ra-

tios (HRs) for age of first exposure, and

negative binomial models to estimate

count ratios for period from first to last

exposure among participants who

reported conversion practice exposure.

All models adjusted for age, survey

year, division of residence, and religious

upbringing. For each model, we select-

ed White cisgender participants as the

reference group to reflect our theoreti-

cal understanding of how White su-

premacy and cissexism confer certain

social advantages that may reduce

exposure to conversion practices.

In our survival analysis, we used

age (in years) as the time scale.
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TABLE 1— Participant Sociodemographic Characteristics, Religious Upbringing, and Experiences With
Conversion Practices: United States, 2019 to 2021

Total (n =9274),
No. (%),
or Mean,

Median 6 SD

Minoritized
Ethnoracial

Transgender and
Nonbinary

(n=888), No. (%)
or Mean,

Median 6 SD

Minoritized
Ethnoracial
Cisgender

(n=970), No. (%)
or Mean,

Median 6 SD

White
Transgender and

Nonbinary
(n =3280), No.
(%) or Mean,
Median 6 SD

White Cisgender
(n=4136), No.
(%) or Mean,
Median 6 SD

Age 35.5, 31.0614.1 29.9, 26.3611.4 35.8, 31.2613.8 32.1, 28.6612.0 39.4, 35.0615.2

Ethnoracial identitya

American Indian or Alaska Native 312 (3.4) 184 (20.7) 128 (13.2) 0 (0.0) 0 (0.0)

Asian 484 (5.2) 228 (25.7) 256 (26.4) 0 (0.0) 0 (0.0)

Black, African American, or African 400 (4.3) 178 (20.0) 222 (22.9) 0 (0.0) 0 (0.0)

Hispanic, Latino, or Spanish 689 (7.4) 312 (35.1) 377 (38.9) 0 (0.0) 0 (0.0)

Middle Eastern or North African 137 (1.5) 78 (8.8) 59 (6.1) 0 (0.0) 0 (0.0)

Native Hawaiian or Pacific Islander 27 (0.3) 14 (1.6) 13 (1.3) 0 (0.0) 0 (0.0)

White 8333 (89.9) 498 (56.1) 427 (44.0) 3274 (99.8) 4134 (100.0)

Another ethnoracial identity 134 (1.4) 47 (5.3) 31 (3.2) 37 (1.1) 19 (0.5)

Gender identitya

Agender 455 (4.9) 95 (10.7) 0 (0.0) 360 (11.0) 0 (0.0)

Cisgender man 1217 (13.1) 17 (1.9) 255 (26.3) 48 (1.5) 897 (21.7)

Cisgender woman 2271 (24.5) 40 (4.5) 384 (39.6) 168 (5.1) 1679 (40.6)

Genderqueer 1259 (13.6) 228 (25.7) 0 (0.0) 1031 (31.4) 0 (0.0)

Man 2037 (22.0) 139 (15.7) 267 (27.5) 453 (13.8) 1178 (28.5)

Nonbinary 2054 (22.1) 462 (52.0) 0 (0.0) 1592 (48.5) 0 (0.0)

Questioning 442 (4.8) 111 (12.5) 0 (0.0) 331 (10.1) 0 (0.0)

Transgender man 1183 (12.8) 237 (26.7) 0 (0.0) 946 (28.8) 0 (0.0)

Transgender woman 523 (5.6) 96 (10.8) 0 (0.0) 427 (13.0) 0 (0.0)

Two-Spirit 49 (0.5) 49 (5.5) 0 (0.0) 0 (0.0) 0 (0.0)

Woman 2231 (24.1) 148 (16.7) 271 (27.9) 559 (17.0) 1253 (30.3)

Another gender identity 556 (6.0) 142 (16.0) 0 (0.0) 414 (12.6) 0 (0.0)

Sexual orientationa

Asexual 955 (10.3) 151 (17.0) 59 (6.1) 547 (16.7) 198 (4.8)

Bisexual 2826 (30.5) 304 (34.2) 294 (30.3) 1127 (34.4) 1101 (26.6)

Gay 2985 (32.2) 162 (18.2) 419 (43.2) 552 (16.8) 1852 (44.8)

Lesbian 2139 (23.1) 146 (16.4) 215 (22.2) 618 (18.8) 1160 (28.0)

Pansexual 1514 (16.3) 220 (24.8) 101 (10.4) 770 (23.5) 423 (10.2)

Queer 3682 (39.7) 452 (50.9) 248 (25.6) 1821 (55.5) 1161 (28.1)

Questioning 273 (2.9) 55 (6.2) 14 (1.4) 148 (4.5) 56 (1.4)

Same-gender loving 479 (5.2) 75 (8.4) 53 (5.5) 193 (5.9) 158 (3.8)

Straight/heterosexual 176 (1.9) 42 (4.7) 2 (0.2) 114 (3.5) 18 (0.4)

Two-Spirit 24 (0.3) 23 (2.6) 1 (0.1) 0 (0.0) 0 (0.0)

Another sexual orientation 354 (3.8) 56 (6.3) 20 (2.1) 204 (6.2) 74 (1.8)

Education level

High school or less 509 (5.5) 84 (9.5) 37 (3.8) 241 (7.3) 147 (3.6)

Some college 2089 (22.5) 278 (31.3) 190 (19.6) 926 (28.2) 695 (16.8)

4-y college graduate 2850 (30.7) 269 (30.3) 290 (29.9) 1040 (31.7) 1251 (30.2)

Continued
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Cohort entry was defined based on

participants’ date of birth, while cohort

exit was based on the age of the first

event (conversion practice) or the age

when participants completed their first

annual questionnaire (end of observa-

tion period). Since the use of age as the

time scale adjusts for age, we did not

include age as a covariate in the Cox pro-

portional hazard model. Furthermore,

the assessment of the proportional haz-

ard assumptions indicated that religious

upbringing was not consistent over age

(Appendix Table C); therefore, we con-

ducted time-dependent Cox models to

account for the dependencies between

age and religious upbringing. Specifically,

we allowed for the baseline hazard func-

tion to differ between 2 age groups

(<24 and ≥24years); this was defined

based on an exploratory assessment

of Schoenfeld residuals (Appendix

Figure A). Additional information regard-

ing model specification is presented in

TABLE 1— Continued

Total (n =9274),
No. (%),
or Mean,

Median 6 SD

Minoritized
Ethnoracial

Transgender and
Nonbinary

(n=888), No. (%)
or Mean,

Median 6 SD

Minoritized
Ethnoracial
Cisgender

(n=970), No. (%)
or Mean,

Median 6 SD

White
Transgender and

Nonbinary
(n=3280), No.
(%) or Mean,
Median 6 SD

White Cisgender
(n=4136), No.
(%) or Mean,
Median 6 SD

Advanced degree 2958 (31.9) 150 (16.9) 353 (36.4) 793 (24.2) 1662 (40.2)

Missing 868 (9.4) 107 (12.0) 100 (10.3) 280 (8.5) 381 (9.2)

Individual income, $

0–20000 3129 (33.7) 440 (49.5) 289 (29.8) 1426 (43.5) 974 (23.5)

20 001–50000 2411 (26.0) 209 (23.5) 247 (25.5) 853 (26.0) 1102 (26.6)

50 001–100000 1871 (20.2) 99 (11.1) 216 (22.3) 511 (15.6) 1045 (25.3)

> 100000 950 (10.2) 25 (2.8) 112 (11.5) 199 (6.1) 614 (14.8)

Missing 913 (9.8) 115 (13.0) 106 (10.9) 291 (8.9) 401 (9.7)

Survey year

2019 5341 (57.6) 419 (47.2) 530 (54.6) 1801 (54.9) 2591 (62.6)

2020 2553 (27.5) 327 (36.8) 298 (30.7) 939 (28.6) 989 (23.9)

2021 1380 (14.9) 142 (16.0) 142 (14.6) 540 (16.5) 556 (13.4)

US Census division of residence

East North Central 742 (8.0) 72 (8.1) 66 (6.8) 297 (9.1) 307 (7.4)

East South Central 1106 (11.9) 102 (11.5) 123 (12.7) 399 (12.2) 482 (11.7)

Mid-Atlantic 1199 (12.9) 114 (12.8) 83 (8.6) 450 (13.7) 552 (13.3)

Mountain 642 (6.9) 37 (4.2) 35 (3.6) 258 (7.9) 312 (7.5)

New England 1460 (15.7) 125 (14.1) 156 (16.1) 478 (14.6) 701 (16.9)

Pacific 302 (3.3) 22 (2.5) 14 (1.4) 126 (3.8) 140 (3.4)

South Atlantic 657 (7.1) 79 (8.9) 84 (8.7) 212 (6.5) 282 (6.8)

West North Central 639 (6.9) 46 (5.2) 61 (6.3) 232 (7.1) 300 (7.3)

West South Central 2194 (23.7) 241 (27.1) 310 (32.0) 703 (21.4) 940 (22.7)

Missing 333 (3.6) 50 (5.6) 38 (3.9) 125 (3.8) 120 (2.9)

Religious upbringing 7169 (77.3) 678 (76.4) 759 (78.2) 2429 (74.1) 3303 (79.9)

Lifetime exposure 533 (5.7) 76 (8.6) 44 (4.5) 207 (6.3) 206 (5.0)

Age of first exposureb 18.4, 16.068.2 16.8, 16.068.2 18.3, 16.066.4 18.5, 16.0610.0 18.9, 17.56 6.4

Age of last exposureb 21.4, 18.069.6 20.5, 18.069.7 22.6, 18.0610.9 21.8, 18.0610.8 21.2, 19.06 8.0

Years between first and last
exposureb

3.1, 1.06 6.1 3.7, 2.066.9 4.3, 1.068.8 3.3, 1.06 6.2 2.4, 1.064.7

aParticipants may select multiple options; thus, the sum of percentages will be greater than 100%.
bAmong participants who reported lifetime exposure to conversion practices (n5533).
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the “Model Specifications” section of the

Appendix.

We evaluated additive interaction for

each outcome by using the estimated

coefficients to calculate the relative ex-

cess risk due to interaction (RERI) that

tested whether minoritized ethnoracial

TNB experienced a disproportionate in-

crease in risk of conversion practices

(i.e., “excess risk”).29 RERI values range

from negative to positive infinity, and

estimates greater than 0 indicate the

presence of a positive additive interac-

tion. We obtained confidence intervals

(CIs) for all estimates by bootstrapping

more than 1000 resamples. We con-

ducted all analyses in R version 4.2.2,30

and we fitted the models by using the

stat, survival,31 and MASS32 packages.

RESULTS

In this study, we analyzed data from

9310 participants who completed life-

time and annual questionnaires be-

tween 2019 and 2021. Participants with

missing data on age (n52), conversion

practice recall (n522), gender identity

(n51), and religious upbringing (n54)

were excluded. Additionally, 7 partici-

pants were excluded who exclusively

identified as White and Two-Spirit. This

resulted in a final sample of 9274 parti-

cipants (Table 1). Among the sample,

10.5% (n5970) were minoritized eth-

noracial cisgender, 9.6% (n5888) were

minoritized ethnoracial TNB, 44.5%

(n54136) were White cisgender, and

35.4% (n53280) were White TNB.

Overall, 5.7% (n5533) of participants

recalled lifetime exposure to conversion

practices, and 77.3% (n57169) reported

a religious upbringing. Conversion

practices prevalence was highest among

minoritized ethnoracial TNB partici-

pants (8.6%; n576), followed by White

TNB (6.3%; n5207), White cisgender

(5.0%; n5206), andminoritized ethnora-

cial cisgender (4.5%; n544). The mean

age of first exposure to conversion prac-

tices was 18.4 years (SD58.2), and the

mean time from first to last episode was

3.1 years (SD56.1). Minoritized ethno-

racial TNB participants experienced

conversion practices at the youngest

age (mean516.8 years; SD58.2), while

minoritized ethnoracial cisgender parti-

cipants experienced conversion practices

for the longest period between the first

and last exposure (mean54.3years;

SD58.8).

Among minoritized ethnoracial

groups, lifetime recall to conversion

practices ranged from 0% to 6.7% for

cisgender participants and 5.4% to

19.0% for TNB participants (Table 2). The

highest prevalence was among Ameri-

can Indian or Alaska Native TNB partici-

pants (19.0%). Multiracial cisgender and

Middle Eastern or North African TNB

participants were exposed to conversion

practices at the youngest age, whereas

American Indian or Alaska Native TNB

participants had the longest period be-

tween their first and last exposure.

Adjusted log-binomial models indicat-

ed that minoritized ethnoracial TNB

(PR52.16; 95% CI51.62, 2.86) and

White TNB (PR51.57; 95% CI51.30,

1.92) participants had a higher conver-

sion practice prevalence compared with

White cisgender participants (Table 3).

However, there was no significant differ-

ence between White cisgender and

minoritized ethnoracial cisgender parti-

cipants. Within the gender identity stra-

ta, minoritized ethnoracial participants

had a higher conversion practice preva-

lence compared with White participants

(PR51.38; 95% CI51.04, 1.75). Similar-

ly, within the ethnoracial strata, TNB

participants had a higher conversion

practice prevalence compared with

cisgender participants (PR52.14;

95% CI51.51, 3.19). There was also

a positive additive interaction

(RERI50.58; 95% CI520.04, 1.20), in-

dicating that the joint effect of gender

and ethnoracial identity is greater than

the sum of their individual effects.

Kaplan-Meier curves are depicted in

Figure 1, illustrating the unadjusted

probability of not recalling exposure to

conversion practices across each inter-

sectional group. By age 18 years, the

estimated probability was highest for

minoritized ethnoracial cisgender

(97.2%) and White cisgender (97.1%)

individuals, followed by White TNB

(95.6%) and minoritized ethnoracial

TNB (93.5%) participants (log-rank

P< .001). Adjusted Cox proportional

hazard models indicated significant dif-

ferences in the age to first exposure to

conversion practices across intersec-

tional groups. Both minoritized ethno-

racial (HR52.04; 95% CI5 1.51, 2.69)

and White (HR51.48; 95% CI51.20,

1.82) TNB participants had increased

risk of conversion practices compared

with White cisgender participants.

There was no significant difference be-

tween White cisgender and minoritized

ethnoracial cisgender participants. Fur-

thermore, within the gender identity

strata, minoritized ethnoracial partici-

pants had increased risk of conversion

practices compared with White partici-

pants (HR51.38; 95% CI51.04, 1.78).

Within the ethnoracial strata, TNB parti-

cipants had increased risk of conver-

sion practices compared with cisgender

participants (HR52.13; 95% CI51.47,

3.21). Minoritized ethnoracial TNB par-

ticipants experienced an “excess” in-

crease in risk of conversion practices

attributable to the intersection of

gender and ethnoracial identity

(RERI50.60; 95% CI50.02, 1.21).

In the adjusted negative binomial

model among participants exposed to
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conversion practices, both minoritized

ethnoracial TNB (count ratio51.92;

95% CI51.14, 3.00) and White TNB

(count ratio51.80; 95% CI5 1.28, 2.46)

participants experienced significantly

longer periods between first and last

exposure to conversion practices. We

detected no significant differences be-

tween White cisgender and minoritized

ethnoracial cisgender participants or

within the gender identity or ethnora-

cial strata. Additionally, there was no

evidence of an interaction on the addi-

tive scale.

DISCUSSION

In this analysis of PRIDE participants,

we found that minoritized ethnoracial

TNB participants, particularly among

American Indian or Alaska Native

and Middle Eastern or North African

participants, reported a disproportion-

ate burden of conversion practice

exposure. Specifically, living under sys-

temic racism and cissexism, minoritized

ethnoracial TNB participants had the

highest conversion practice prevalence,

were more likely exposed to conversion

practices at a younger age, and experi-

enced conversion practices for longer

periods compared with cisgender parti-

cipants and TNB participants of higher

social privilege after adjusting for age,

survey year, US Census division of resi-

dence, and religious upbringing. In

addition, we observed heterogeneity

among minoritized ethnoracial groups

regarding the age of first exposure and

period between first and last exposure,

suggesting that gender and ethnoracial

identity alone were insufficient to ex-

plain the joint disparity in conversion

practices.18,33

Limited studies have evaluated

conversion practice exposure across

cross-stratified ethnoracial and gender

groups; most have reported conversion

practices among ethnoracial groups

and gender identity separately.4–6,8,11

For example, in the Generations study,

investigators reported that the preva-

lence of sexual orientation change

efforts among sexual minority partici-

pants was about 7% overall, which was

5.8% among White and 8.1% among

Black, Latinx, and other ethnoracial

groups.4 In the US Transgender Survey,

about 14% of transgender respondents

reported being exposed to gender

identity change efforts.6 In our study,

we found that 5.7% of PRIDE partici-

pants recalled ever experiencing

conversion practices. Across cross-

stratified ethnoracial and gender

groups, we found that conversion

TABLE 2— Conversion Practice Prevalence, Age of First and Last Exposure, and Time Between First and
Last Exposure Among Cisgender and Transgender or Nonbinary Participants From Minoritized
Ethnoracial Backgrounds: United States, 2019 to 2021

No.

Lifetime
Exposure,
No. (%)

Age of First
Exposure, Mean,
Median 6 SDa

Age of Last
Exposure, Mean,
Median 6 SDa

Years Between First
and Last Exposure,
Mean, Median 6 SDa

Cisgender

American Indian or Alaska Native 9 0 (0.0) NA NA NA

Asian, Native Hawaiian, or Pacific
Islander

166 3 (1.8) 20.3, 22.06 5.7 21.3, 22.06 4.0 1.0, 061.7

Black, African American, or African 142 9 (6.3) 19.6, 18.06 9.5 23.2, 21.06 10.2 3.7, 2.063.9

Hispanic, Latino, or Spanish 377 19 (5.0) 19.5, 17.56 6.2 22.4, 19.06 7.7 2.8, 1.064.9

Middle Eastern or North African 15 1 (6.7) NA NA NA

Multiracial 261 12 (4.6) 15.3, 15.06 2.7 19.5, 16.06 9.5 4.2, 1.067.6

Transgender and nonbinary

American Indian or Alaska Native 21 4 (19.0) 18.8, 13.56 14.5 28.8, 24.56 20.6 10.0, 9.0610.7

Asian, Native Hawaiian, or Pacific
Islander

112 6 (5.4) 16.4, 16.06 4.6 18.0, 16.06 6.3 1.6, 062.2

Black, African American, or African 82 7 (8.5) 18.3, 14.06 9.2 20.7, 16.06 8.4 2.4, 064.4

Hispanic, Latino, or Spanish 312 25 (8.0) 15.9, 16.06 7.3 18.6, 17.06 6.1 2.7, 1.563.6

Middle Eastern or North African 16 3 (18.8) 15.5, 15.56 2.1 17.5, 17.56 5.0 2.0, 2.062.8

Multiracial 345 31 (9.0) 16.7, 16.06 8.9 21.0, 18.06 11.3 3.9, 2.068.1

Notes. NA5not applicable.
aAmong participants who reported lifetime exposure to conversion practices (n5533).
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practice prevalence ranged between

0% and 19.0%. While these estimates

are somewhat comparable to those

from a recent systematic review,12 find-

ings from this study extend the current

literature by demonstrating how inter-

sectionality can be used to evaluate

the experiences with conversion prac-

tice of individuals at the intersection

of multiple social identities, which was

previously overlooked. These results

also emphasize the need for greater

attention in future research to how

structural inequities such as racism

and cissexism create adverse environ-

ments and contribute to the social

patterning of conversion practice

exposure and its harmful health

consequences.4–6,8,11,34

A key finding is that The PRIDE Study

participants first recalled exposure

to conversion practice at a mean age

of 18 years, which is younger than

previously reported.34 The results fur-

ther highlighted that minoritized ethno-

racial TNB participants also reported

the earliest age of initial exposure to

conversion practice, and that there was

a significant excess risk because of the

intersection of racialized and gendered

experiences. Further disaggregation by

ethnoracial identity among cisgender

and TNB participants suggested that

the mean age of first exposure was

15.3 and 15.5 for multiracial cisgender

and Middle Eastern or North African

TNB participants, respectively, while

American Indian or Alaska Native TNB

participants experienced the longest

average period between the age of first

and last exposure. The younger age of

exposure and longer duration could

negatively impact the mental health

and well-being of SGM participants, as

conversion practice has been associat-

ed with suicidality across different age

groups.4–8,11 In addition, these findings

suggest that researchers should con-

sider the contemporary and cumulative

exposure to conversion practices to ful-

ly understand the life course and cu-

mulative disadvantage associated with

exposure to conversion practices.

Study Limitations

The results should be interpreted with

consideration of several limitations.

First, self-reported ethnoracial and gen-

der identity may not fully encompass

the extent of systemic racism and cis-

sexism experienced by minoritized

ethnoracial TNB participants. Second,

White cisgender participants were

selected as the reference group to

be consistent with the theory of inter-

sectionality; however, alternative

approaches such as intersectional

multilevel analysis of individual

TABLE 3— Estimated Differences in Lifetime Exposure, Age of First Exposure, and Period of Exposure
for Conversion Practices by Ethnoracial Groups and Gender Identity: United States, 2019 to 2021

Cisgender
Transgender and

Nonbinary
Gender Identity Within

Ethnoracial Strata RERI (95% CI)

Lifetime Exposure,a,b PR (95% CI)

Minoritized ethnoracial 1.01 (0.70, 1.39) 2.16 (1.62, 2.86) 2.14 (1.51, 3.19) 0.58 (20.04, 1.20)

White 1 (Ref) 1.57 (1.30, 1.92) 1.57 (1.30, 1.92)

Ethnoracial groups within gender identity strata 1.01 (0.70, 1.39) 1.38 (1.04, 1.75)

Age of First Exposure,b,c HR (95% CI)

Minoritized ethnoracial 0.96 (0.65, 1.34) 2.04 (1.51, 2.69) 2.13 (1.47, 3.21) 0.60 (0.02, 1.21)

White 1 (Ref) 1.48 (1.20, 1.82) 1.48 (1.20, 1.82)

Ethnoracial groups within gender identity strata 0.96 (0.65, 1.34) 1.38 (1.04, 1.78)

Years Between First and Last Exposure,a,d CR (95% CI)

Minoritized ethnoracial 1.60 (0.95, 2.57) 1.92 (1.14, 3.00) 1.20 (0.63, 2.19) 20.48 (21.84, 0.67)

White 1 (Ref) 1.80 (1.28, 2.46) 1.80 (1.28, 2.46)

Ethnoracial groups within gender identity strata 1.60 (0.95, 2.57) 1.07 (0.64, 1.65)

Note. CI5bootstrap confidence intervals using 1000 resamples; CR5 count ratio; HR5hazard ratio; PR5prevalence ratio; RERI5 relative excess risk due
to interaction.
aModels were adjusted for age (continuous), survey year, US Census division of residence, and religious upbringing.
bAmong all participants (n59281).
cA step function was used to divide the data into 2 epochs for < 24 y and ≥24 y. Additional covariates adjusted in model included survey year, US Census
division of residence, and religious upbringing.
dAmong participants who reported lifetime exposure to conversion practices (n5533).
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heterogeneity have been shown to be

statistically efficient with smaller sam-

ples and do not require the selection of

a reference group.35 Third, our out-

comes were broadly defined and did

not differentiate between the various

forms of conversion practices, including

the involvement of mental health

professionals and religious leaders.

Relatedly, questions on frequency of

conversion practice exposure were not

available; thus, we could not evaluate

the actual duration of conversion prac-

tices over the observation period.

Fourth, the lifetime survey did not cap-

ture the age at which participants first

disclosed their gender identity or sexu-

al orientation. Younger disclosure ages

may increase the duration that partici-

pants are vulnerable to experiencing

conversion efforts. Fifth, we lacked ad-

ditional information regarding social

and cultural context of participants

who identified exclusively as White and

Two-Spirit; thus, we presented both

sets of results. Furthermore, our analy-

sis primarily focuses on Two-Spirit as a

gender identity, which may not accu-

rately reflect the multidimensionality

and spiritual traditions of Two-Spirit

identity. Last, The PRIDE Study is a con-

venience sample of predominately

White participants that relies on self-

reported data and, therefore, may be

subject to sampling, recall, and social

desirability bias.

Public Health Implications

The United States has witnessed a rise

in proposed and enacted antitransgen-

der and anti-SGM legislation. This

includes federal injunctions that pre-

vent enforcement of conversion

therapy bans and the absence of laws

prohibiting conversion practices in

22 states.10 Against this socio-political

backdrop, our findings suggest that

970 969 886 503 271 157 74 15 1

888 877 732 270 117 64 25
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FIGURE 1— Kaplan-Meier Curve of Age at First Exposure to Conversion Practices by Ethnoracial Groups and Gender
Identity: United States, 2019 to 2021
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TNB individuals, especially those from

minoritized ethnoracial backgrounds,

are more likely to experience prolonged

exposure to conversion practices that

occur at younger ages. This can exacer-

bate health disparities for individuals

who face multiple forms of marginaliza-

tion. Therefore, clinicians, researchers,

and advocates should consider how

conversion practice exposure and age

of first exposure relates directly to

health outcomes and differences in

associations within and between inter-

sectional groups. Finally, given the harm-

ful effects and unethical premise of

conversion practices, federal and local

policies banning these practices can

contribute to reducing the negative

consequences of conversion practices

in an equitable manner.
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Funding and Delivery of Syringe
Services Programs in the United
States, 2022

Shelley N. Facente, PhD, MPH, Jamie L. Humphrey, PhD, MPH, Christopher Akiba, PhD, MPH, Sheila V. Patel, PhD,
Lynn D. Wenger, MPH, MSW, Hansel Tookes, MD, MPH, Ricky N. Bluthenthal, PhD, Paul LaKosky, PhD, Stephanie Prohaska,
Terry Morris, Alex H. Kral, PhD, and Barrot H. Lambdin, PhD, MPH

Objectives. To describe the current financial health of syringe services programs (SSPs) in the United

States and to assess the predictors of SSP budget levels and associations with delivery of public health

interventions.

Methods.We surveyed all known SSPs operating in the United States from February to June 2022

(n5456), of which 68% responded (n5311). We used general estimating equations to assess factors

influencing SSP budget size and estimated the effects of budget size on multiple measures of SSP

services.

Results. The median SSP annual budget was $100000 (interquartile range5 $20159–$290000). SSPs

operating in urban counties and counties with higher levels of opioid overdose mortality had significantly

higher budget levels, while SSPs located in counties with higher levels of Republican voting in 2020 had

significantly lower budget levels. SSP budget levels were significantly and positively associated with

syringe and naloxone distribution coverage.

Conclusions. Current SSP funding levels do not meet minimum benchmarks. Increased funding would

help SSPs meet community health needs.

Public Health Implications. Federal, state, and local initiatives should prioritize sustained SSP funding

to optimize their potential in addressing multiple public health crises. (Am J Public Health. 2024;114(4):

435–443. https://doi.org/10.2105/AJPH.2024.307583)

Over the past decade, morbidity

and mortality among people

who inject drugs (PWID) has steadily

increased throughout the United

States. A total of 106699 unintentional

drug overdose deaths occurred in the

United States in 2021,1 with a 30% in-

crease from 2019 to 20202 and anoth-

er 14% increase from 2020 to 2021.1

Viral infections such as HIV and hepati-

tis C3 as well as skin and soft tissue

infections4 remain prevalent among

PWID. Syringe services programs (SSPs)

are an evidence-based, low-threshold

public health intervention designed to

reduce the risk of infections and fatal

overdose for PWID, if supported

adequately.5

SSPs were first implemented in the

1980s as a direct response to spread

of viral hepatitis and HIV among PWID

and, over time, have become recog-

nized as one of the most cost-effective

HIV prevention interventions.6 Over

the years, many US-based SSPs have

broadened their delivery to include

provision of equipment for safer snort-

ing or smoking of drugs, naloxone kits

and training to identify and reverse opi-

oid overdoses, drug checking services,

wound care, and education on safer

drug use and infection prevention.

Many SSPs also provide basic medical

care, infectious disease screening and

treatment, and linkage to psychosocial

care and support for basic needs such

as food and housing. SSPs are the

most common place for PWID to seek

substance use disorder treatment or

basic medical care.7,8 During the

COVID-19 pandemic, the US federal

government loosened regulations to
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allow buprenorphine treatment induc-

tions via telehealth, which many SSPs

implemented.9

SSPs provide services at no cost to

their participants and are not-for-profit

entities. As such, SSPs require funding

from individual donations, foundations,

or governmental agencies to operate;

many are set up as mutual aid colla-

boratives, and many are volunteer-

based before formally receiving funding.

When first implemented in the United

States, SSPs were often illegal and

depended solely on private funding.10

Some local health departments started

funding SSPs in the 1990s as they

gained legal status, and some state

health departments started funding

SSPs in the late 1990s.11 US federal

funding for SSPs was not available until

the past decade, has been limited, and

until the 2020s has included many

restrictions.12

In 2018, even before the COVID-19

pandemic led to costly supply chain dis-

ruptions and severe staffing challenges,

Teshale et al. at the Centers for Disease

Control and Prevention (CDC) estimat-

ed the minimum costs of running a

comprehensive SSP.13 They did this

accounting for costs of personnel (in-

cluding a program director, part-time

accountant, peer navigators, part-time

nurse, and counselors), operational

costs (i.e., lease or rent, insurance, utili-

ties, mail, and janitorial), prevention ser-

vices (i.e., syringes, injection equipment,

naloxone, sharps containers, and haz-

ardous waste management), onsite

medical or testing services (i.e., point-of

care testing for HIV and hepatitis C,

hepatitis A and B vaccination, wound

care, and pregnancy tests), and a mobi-

le van unit to serve people who cannot

or will not come to a fixed site (i.e., van

leasing, maintenance, registration, gas,

storage, and insurance). The estimated

costs for running a comprehensive SSP

ranged from US$400000 for a small

rural SSP (serving 250 clients) to

US$1.8 million for a large urban SSP

(serving 2500 clients).

Because governmental funding of

SSPs has been sparse and varies great-

ly by geography, broader development

of SSP organizational structures and

staff is often not properly optimized. In

turn, the public health benefits that

SSPs can confer are geographically dis-

parate, fluctuate over time, and do not

typically deliver the full continuum of

services that can improve the health

and well-being of PWID.14

After decades of SSPs operating un-

derground because of prohibitive laws

and lack of public support, since 2020,

the US government has officially sup-

ported SSPs as a critical public health

intervention.5 In December 2021, the

Substance Abuse and Mental Health

Services Administration announced it

would provide $30 million in grant

awards to harm reduction programs

through the American Rescue Plan,15

and, in 2022, the Biden administration

awarded another $1.5 billion in funding

for states and territories to address the

opioid epidemic.16 These shifts have

made it increasingly more common for

state and local governments to provide

funding for SSPs in their jurisdictions.

Most of the states that fund SSPs have

Democratic legislatures. Among states

with Republican legislatures, existing

laws often prevent operation of SSPs.17

To better understand the current

funding environment of SSPs in the

United States, we analyzed data from

the 2022 National Survey of Syringe

Services Programs (NSSSP) to (1) de-

scribe current funding levels, (2) assess

the factors related to annual SSP bud-

gets, and (3) understand how funding

levels are associated with the amount

and types of public health interventions

that SSPs provide.

METHODS

As part of a larger effort supported by

Arnold Ventures to understand the im-

pact of state-level policy initiatives on

service delivery from SSPs, RTI Interna-

tional conducted a study of all known

SSPs operating in the United States

from February to July 2022, which in-

cluded an online, cross-sectional survey

about the services the organization

provided in 2021. The survey was ad-

ministered using the Voxco platform

(Voxco, Montreal, Canada). Referred to

as the NSSSP, this survey has been re-

peated annually since 2019, following

consistent procedures previously

described.18

To recruit SSPs to participate, the

North American Syringe Exchange Net-

work (NASEN) emailed SSP contacts

from a database of SSPs operating in

the United States, continuously main-

tained for the last 30 years. To build

this SSP database, we proactively con-

tacted, searched, and followed up with

SSPs from a variety of different sources,

including NASEN’s online directory,

NASEN’s Buyers Club, state and county

public health department Web sites,

social media platforms, regional and

national networks of SSPs, webinars,

and conferences. SSP organizational

directors were e-mailed up to 3 times

asking them to participate, and for

those who did not respond, we con-

ducted additional follow-up with indi-

vidual programs via e-mail, phone calls,

or both. SSPs were offered a $75 hono-

rarium if they completed the survey.

Our target population was the total

number of known SSPs at the time of

the 2022 NSSSP (n5456), of which 311

(68%) completed our survey.
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Measures

The NSSSP included questions about

distribution of syringes, naloxone, fen-

tanyl test strips, and buprenorphine

treatment initiation, as well as other or-

ganizational characteristics, including

annual budgets, funding sources, and

organizational types. We identified 2

types of dependent variables. First was

the SSP’s 2021 annual budget, treated

as a continuous variable with budgets

rounded to the nearest US dollar. Each

SSP’s annual budget was ascertained

with the following question: “What was

your syringe services program’s annual

budget last fiscal or calendar year?

(Please estimate if records are not easi-

ly available.)” No specific instructions

were provided regarding the inclusion

or exclusion of in-kind costs. We also

asked SSPs “What were your syringe

services program’s sources of funding

for the last fiscal or calendar year?” and

SSPs could select funded or not from a

list of different funding sources.

For a separate set of analyses, we ex-

amined dependent variables from a se-

ries of questions about the (1) quantity of

equipment or services provided in 2021,

including the number of syringes distrib-

uted, the number of participant contacts

for syringe distribution, the number of

naloxone doses distributed, and the

number of participant contacts for nalox-

one distribution, and (2) whether the pro-

gram offered fentanyl test strips or

buprenorphine to their participants, ei-

ther in person or via telehealth.

For independent variables, we classified

SSPs as being operated by a city, county,

or state department of public health

(DPH-SSP) or as their own community-

based organization (CBO-SSP), defined as

a standalone community-based, nonpro-

fit organization with or without a fiscal

sponsor or a program within a larger

community-based, nonprofit organiza-

tion. Some CBO-SSPs received partial

funding from public health departments

but were still considered CBO-SSPs if they

were independently managed and

operated.

We also constructed a 3-tier, county-

level measure of urbanicity from the

National Center for Health Statistics

(NCHS) Urban-Rural Classification

Scheme, following guidance from the

Pew Research Center.19 Urban coun-

ties are located in 53 metropolitan

areas with at least a million people. In

the NCHS classification system, they

are called “large central metro” coun-

ties, where about 31% of Americans

live. Suburban and smaller metropoli-

tan counties, where about half of Amer-

icans (55%) live, include those outside

the core cities of the largest metro

areas, as well as the entirety of other

metropolitan areas. This group includes

“large fringe metro,” “medium metro,”

and “small metro” counties in the NCHS

classification system. Rural counties are

located in nonmetropolitan areas. With

a median population size of 16535,

only 14% of Americans live in rural

counties.19

Next, we assessed opioid overdose

mortality rates per 100000 population

as a standardized continuous measure

with a mean50 and standard

deviation51. We used opioid mortality

rates from 2020,20 the year before

NSSSP data, as a proxy for the level of

need in the community at the time

funding was allocated in 2021. We

obtained these data through the Na-

tional Vital Statistics System, following

details described previously.21

Finally, county-level data on percent-

age that voted for the Republican

presidential candidate in the 2020

presidential election was obtained from

the Massachusetts Institute of

Technology Election Data and Science

Lab County Presidential Election Return

2000–202022 and represented as a

continuous variable.

Data Analysis

We first summarized the data with

descriptive statistics, with missing

responses handled using listwise dele-

tion. We then assessed how the annual

budget of SSPs compared with mini-

mum benchmarks established by

Teshale et al. for small SSPs of 250

clients per year, as this was the most

conservative (lowest-cost) benchmark

against which to compare.13 We omit-

ted the start-up costs used by Teshale

et al. to compare annual operating

costs of SSPs that completed the

NSSSP with budget benchmarks for

annual operating costs of small SSPs.

In addition, we ranked SSP funding

sources from most common to least

common. To better understand the

characteristics associated with SSP

budget size, we then used generalized

estimating equations with SSPs nested

within counties, and an exchangeable

correlation structure.23 The outcome

variable was SSP annual budget in

2021. Independent variables were the

smoothed opioid-related mortality rate

per 100000 population for that SSP’s

county in 2020, urbanicity, SSP type,

and the percentage of voters who vot-

ed Republican in the 2020 election.

We then examined the effect of SSP

annual budget (scaled per $100000),

smoothed opioid-related mortality in

2020, urbanicity, SSP type, percentage

of voters who voted Republican in the

2020 election, and population obtained

from the American Community Survey

5-year estimates (2016–2020, scaled

to 100000)24 on the number of partici-

pant encounters where syringes were
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distributed, number of syringes distrib-

uted, number of participant encounters

where naloxone was distributed, and

number of naloxone doses distributed,

all scaled per 1000, using a negative bi-

nomial generalized estimating equation

with SSPs nested within counties and

an exchangeable correlation structure.

We then used a logit generalized esti-

mating equation in a similar way to look

at the effect of the same independent

variables on whether the SSP offered

fentanyl test strips or offered bupre-

norphine either in person or via tele-

health. We conducted sensitivity analy-

ses to assess the impact of nesting

SSPs within states rather than counties;

we observed no substantive

differences.

In the regression analyses, we consid-

ered all variables with P< .05 statistically

significant. We conducted data prepara-

tion and analyses in SAS Enterprise

Guide version 7.15 (SAS Institute Inc,

Cary, NC).

RESULTS

The median SSP annual budget was

$100000 (interquartile range

[IQR]5$20159–$290000). One hun-

dred thirteen responding organizations

(36.3%) were DPH-SSPs, either local or

state, and 198 (63.7%) were CBO-SSPs

(Table 1). The median budget for DPH-

SSPs was $50000 (IQR5$9336–

$150000) and for CBO-SSPs was

$149000 (IQR5$42000–$359890).

Data were missing for key variables

(annual budget, % voted Republican in

the 2020 presidential election) for 32

SSPs, creating an analytic sample of

n5279 SSPs. Sensitivity analyses found

that variables in Table 1 were not

meaningfully different between the full

(n5 311) and analytic sample (n5279).

We observed the following ranking

of most-to-least-common funding

sources: state health department

(63%); fundraising or donations from

individuals (42%); private foundations

(29%); city or county health department

(25%); other sources, including national

networks and coalitions (20%); out of

pocket, including staff donations (19%);

and federal government (11%). Funding

levels for SSPs also varied by urbanicity,

yet most SSPs operating in rural, subur-

ban, and urban environments had an

annual budget that met 5%, 23%, and

46%, respectively, of the minimum

benchmarks established by Teshale

et al. for a small-scale program13

(Figure 1).

SSPs operating in areas with higher

levels of opioid-related overdose mor-

tality in the previous year had higher

budget levels (adjusted mean differ-

ence [AMD]5 $77949; 95% confidence

interval [CI]5$7216, $146681; Table 2).

SSPs in urban environments also

reported significantly higher budget

levels compared with SSPs operating in

rural environments (AMD5$241965;

95% CI5$89664, $394265). SSPs oper-

ating in suburban environments had

similar budget levels to those operating

in rural environments. SSPs operating in

counties with a higher percentage of

voters who voted Republican in the

2020 presidential election reported sig-

nificantly smaller SSP budget levels

(AMD5 –$80890; 95% CI5 –$153821,

$7958). While, on average, CBO-SSPs

had higher budget levels than DPH-SSPs,

these differences were not statistically

significant.

When adjusting for the opioid-related

mortality rate per 100000 population

in 2020, urbanicity, total population

(per 100000), and percentage of voters

who voted Republican in 2020, the total

TABLE 1— Descriptive Characteristics of the 2022 National
Survey of Syringe Services Programs: United States

Characteristic No. (%) or Median (IQR)

Urbanicity

Rural 74 (24)

Suburban 154 (50)

Urban 81 (26)

Syringe services program (SSP) type

Department of public health run 113 (36)

Community-based organization run 198 (64)

Supplemental services offered at SSP

Fentanyl test strips 201 (65)

Buprenorphine 107 (34)

Annual budget, $ 100 000 (24000–296 583)

No. of syringe contacts 1 432 (306–5000)

No. of syringes distributed 125 000 (32741–457 963)

No. of naloxone contacts 500 (150–1873)

No. of naloxone kits distributed 1500 (396–4585)

Opioid-related mortality (per 100 000 population; smoothed), 2020 21 (13–32)

% of voters in the SSP catchment area who voted Republican during
the presidential election, 2020

40 (25–51)

Note. IQR5 interquartile range; SSP5 syringe services program. The sample size was n5311.
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SSP budget had a statistically significant

association with the number of partici-

pant encounters where syringes were

distributed (incidence rate ratio

[IRR]51.16 per $100000 budget in-

crease; 95% CI51.13, 1.20), the num-

ber of syringes distributed (IRR51.21;

95% CI51.18, 1.24), the number of

participant encounters where naloxone

was distributed (IRR51.09; 95%

CI51.06, 1.12), and the number of nal-

oxone doses distributed (IRR51.09;

95% CI51.06, 1.12; Figure 2). SSP bud-

get also had a positive association with

the offering of fentanyl test strips and

buprenorphine treatment, though

those adjusted odds ratios (AORs) were

not statistically significant (AOR51.27;

95% CI5 0.85, 1.92 and AOR5 1.13;

95% CI5 1.00, 1.29, respectively).

DISCUSSION

One of our most striking findings was

that the majority of SSPs’ actual annual

budget levels were far below minimum

benchmarks for a small-scale SSP. This

funding gap was even more evident

with decreasing levels of urbanicity.

This is particularly alarming given the

potential that SSPs hold for reaching

PWID and delivering evidence-based

public health interventions that can

prevent infectious diseases and over-

dose deaths. The unrealized potential

of SSPs is substantial; even though the

federal government has recently begun

funding these organizations, SSPs re-

quire substantially greater sustained

resources from local, state, and federal

sources to be optimally effective.

In our analysis, we found that most

SSPs had diverse funding sources,

with fundraising or donations from
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FIGURE 1— Minimum Benchmark andMedian Actual Annual Budgets in 2021 for Syringe Services Programs in
United States, by Urbanicity

aBenchmarks were taken from Teshale et al.13 omitting start-up costs and based on a small (250 clients per year) syringe services program using 2016 US
dollars.

TABLE 2— Association of Community and Organizational
Characteristics With Syringe Services Program (SSP) Budget Size in
the United States, 2021

AMD, $ (95% CI) P

Opioid-related mortality per 100000 population
(smoothed), 2020

77949a (7 216, 148 681) .031

Urbanicity (Ref5 rural)

Suburban 10856 (275 694, 97406) .81

Urban 241 965 (89664, 394265) .002

CBO-SSP (Ref5DPH-SSP) 64146 (210 136, 138428) .09

% of voters in the SSP catchment area who voted
Republican during the presidential election, 2020

280890a (2153 821, 7 958) .03

Note. AMD5 adjusted mean difference; CBO-SSP5 community-based organization–run SSP;
CI5 confidence interval; DPH-SSP5department of public health–run SSP.
aIn the case of continuous variables (which were standardized with mean50 and SD51), the AMD
is presented for a 1-SD increase.
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individuals the second-most-common

source of funding. Individual donations,

while beneficial, are typically not in

amounts comparable to large govern-

ment contracts and are typically incon-

sistent over time, creating an uncertain

climate in which to build staffing and

broader organizational structures. Pre-

vious research has shown that limited,

fragmented funding can be detrimental

to implementation of evidence-based

interventions.25 Many SSPs with small

budgets rely heavily on volunteer labor,

especially CBO-SSPs. While volunteer

support is welcomed, it increases insta-

bility for these underresourced pro-

grams, and civil society should not rely

on volunteerism to provide essential

public health interventions.

We also found that higher levels of

SSP funding led to greater distribution

of a variety of SSP services, regardless

of underlying community or organiza-

tional characteristics. SSPs have repeat-

edly been shown to be cost-effective,

life-saving public health interven-

tions,26–28 and public health depart-

ments have a responsibility to make

data-informed funding decisions.

Throughout the United States, we need

more institutional structures for people

with substance use disorders to receive

culturally sensitive treatment services

that aid recovery from problematic

use.29,30 As SSPs are a trusted, cultural-

ly sensitive source of care for many

PWID, they are ideal settings for build-

ing infrastructure to improve access to

treatment. Without increasing funding

for SSPs, it will be difficult for public

health institutions to meet the emerg-

ing and changing needs of PWID.14

We found many variables that were

significantly associated with SSP budget

size. SSP budget size was significantly

greater in counties with higher opioid-

related mortality in the previous year,

and, while encouraging, the level of

funding remains inadequate. Urban

SSPs had higher budgets than subur-

ban and rural SSPs, even after

Syringe contacts

     Budget (scaled per 100 000)

Syringe distribution

     Budget (scaled per 100 000)

Naloxone contacts

     Budget (scaled per 100 000)

Naloxone distribution

     Budget (scaled per 100 000)

1.16

1.21

1.09

1.09

1.13

1.18

1.06

1.06

1.20

1.24

1.12

1.12

Exposures by Continuous Outcome
a

b

IRR (95% CI)

IRR LCL UCL

Fentanyl test strips

     Budget (scaled per 100 000)

Buprenorphine (online or in person)

     Budget (scaled per 100 000)

1.27

1.13

0.85

1.00

1.92

1.29

Exposures by Dichotomous Outcome

AOR  (95% CI)

AOR LCL UCL

0.5 1.0 1.5 2.0

0.5 1.0 1.5 2.0

FIGURE 2— Relationship of Syringe Services Program (SSP) Budget Level and Service Scale, by (a) Continuous
Outcomes and (b) Dichotomous Outcome: United States, 2021

Note. AOR5 adjusted odds ratio; CI5 confidence interval; IRR5 incidence rate ratio; LCL5 lower confidence limit; UCL5upper confidence limit. The vertical,
blue dotted line represents 1.0, or the null. Outcomes are shaded in green. IRR and AOR point estimates for each exposure’s association with the outcome
above it are represented with black dots, and the 95% CI is demonstrated by the horizontal line. All models were adjusted for SSP annual budget (scaled per
$100000), smoothed opioid-related mortality in 2020, urbanicity, SSP type, percentage of voters who voted Republican in the 2020 election, and population
(scaled per 100000).

RESEARCH & ANALYSIS

440 Research Peer Reviewed Facente et al.

A
JP
H

A
p
ri
l2

02
4,

Vo
l.
11

4,
N
o.

4



accounting for opioid-related mortality

rates and voting history; as more than

two thirds of the US population live in

suburban and rural areas,19 there is a

clear need to improve SSP funding in

less densely populated areas.

Finally, while we found significantly

lower budget levels for SSPs in areas

where a higher percentage of voters

voted Republican in the 2020 presiden-

tial election, it remains unclear whether

the driving factors for less-resourced

programs in Republican districts are

unique to SSPs. For example, it could

also be that similar underlying factors

are driving findings from other recent re-

search showing Republican-dominated

districts in the United States have had

the lowest COVID-19 vaccine uptake31

and the highest COVID-19 mortality

rates.32 As long as the United States

remains highly politically polarized,

funding for SSPs among states with

Republican-dominant governments

may have little chance of increased sup-

port despite the evidence supporting im-

plementation. Further work is needed to

untangle and address partisan differ-

ences with regard to individual autono-

my, use of public resources, science-

based approaches, and morality-based

decision-making specific to SSP support.

One case study that highlights the

importance of adequate funding is the

California Harm Reduction Initiative, or

CHRI.33 CHRI was a state government–-

funded initiative that began in August

2020 and provided more than $15 mil-

lion to SSPs over 3 years through direct

funding and technical assistance from

the National Harm Reduction Coalition.

CHRI-supported SSPs in our study

had a median total annual budget

of $245000, which was $151080

more than the median annual budget

across non-CHRI SSPs.33 Though CHRI

represents the largest single

investment in harm reduction ever

made by the State of California before

2023, the median annual budget pro-

vided to California SSPs through CHRI

was $112500, which still remains far

below benchmarks set by Teshale et al.

SSPs that were funded by CHRI had sig-

nificantly more participant encounters

than non–CHRI-funded SSPs, and

provided significantly more syringes,

naloxone, fentanyl test strips, and

buprenorphine treatment than those

not funded through this initiative.

Moving forward, this type of evidence-

based investment in harm reduction

service provision is one that other

states can look to as a model to in-

crease funding levels for their pro-

grams. Future work should investigate

the impact of state-level funding initia-

tives on SSP operations in states other

than California.

Limitations

There are a number of potential limita-

tions to this analysis. First, we had a

survey response rate of 68%, which

may have contributed to some selec-

tion bias in the sample. It remains

possible that other SSPs exist that are

unknown to us and that our findings do

not represent those SSPs that did not

respond. Previous surveys have sug-

gested that SSPs that do not respond

to surveys like this one tend to be small

programs.34 This is unsurprising, as

smaller programs would likely have less

staff time available to fill out a survey. If

this were true for the 2022 NSSSP, our

study could be overestimating actual

budget levels for SSPs in the United

States.

Second, program budgets can be

complex, and while we estimated the

association of variables with budget

size, other unmeasured factors driving

annual SSP budgets in various commu-

nities could exist. This could vary by

region, which we did not attempt to

address in this analysis. Furthermore,

while this analysis used the number of

syringes distributed as 1 outcome,

many jurisdictions face legal barriers to

syringe distribution that limit distribu-

tion to a 1:1 ratio (only 1 sterile syringe

can be provided in exchange for every

used syringe returned). These and simi-

lar legal barriers were likely unmea-

sured confounders on the association

between SSP budget and number of

syringes distributed, and do not reflect

CDC recommendations.35

Third, we used county-level, smoothed

opioid mortality rates in the previous

year as a proxy for underlying need in a

community. Smoothed estimates may

over- or underestimate actual opioid

overdose death rates, may not match

drug overdose death rates obtained

from NCHS, and do not fully represent

community need, which would ideally

also include measures of substance use

disorder treatment accessibility and viral

infection rates.

Fourth, this analysis was not designed

for a detailed budget comparison of ac-

tual budget levels for specific services

versus benchmarks for that service as

put forward by Teshale et al. No data

were available to differentiate budget

and service outcomes for SSPs embed-

ded within organizations that provide

clinical services and those that are non-

clinical. In addition, we did not capture

information about SSP affiliations with

other organizations whose mission

includes delivery of clinical or other

types of billable services, nor did we cap-

ture information about in-kind contribu-

tions. Future work should assess alloca-

tion of SSP budget levels to different

services within SSPs.
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Public Health Implications

SSPs are well positioned to have an

impact on the health of PWID in ways

beyond prevention of HIV and hepatitis

C if they are funded and supported to

distribute naloxone, integrate fentanyl

test strips, and offer buprenorphine to

those who are interested. Higher fund-

ing levels could yield greater staffing

and supplies, better partnerships and

integration throughout the community,

improved workplace culture, and ability

for SSPs to reach those who are most

vulnerable to drug-related (and other)

harms. Increased local, state, and

federal funding must come with low

administrative burden to ensure that

SSPs retain organizational autonomy to

adapt as needed. Otherwise, SSPs will

need to carefully consider the trade-

offs of accepting funding from specific

sources.36

With financial and political support,

SSPs will be able to provide more ser-

vices to a population at high risk of

morbidity and mortality. Federal, state,

and local health departments must

issue more funding for SSPs—to at

least benchmarks described by Teshale

et al. and CDC colleagues—and provide

political support for them to do this life-

saving work.
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