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Play, Read, and Vote for Health

As American Public Health Association
president, I’ve traveled across the nation

to visit state public health associations and
educational institutions—such as Boise State
University, Idaho State University, and the Uni-
versity of Texas Medical Branch in Galveston—
and connect with community leaders and
students to share my three steps of playing,
reading, and voting for a healthier nation.

PLAY

I call on all of us, particularly those who have
worked tirelessly in public health during the
COVID-19 pandemic, to take a moment each
day to play. This is crucial to our mental and
physical health and will allow us to continue to
do the much-needed good work. Although busy
with our work, families, and communities, don’t
forget to take some time for yourself to reflect,
recharge, relax, and find moments of joy.

These can be solo or shared experiences
such as taking a walk, doing a puzzle, knitting,
or playing a board or online game. My family is
big into card and board games! Every day I’m
thankful for the opportunity to walk my dogs,
Oswald and Dolly, at least a few times a day.
Perhaps the greatest lesson that I’ve learned
from them is to be sure to take time outside
and “smell the roses.” They stop a lot to smell
pretty much everything, but it’s made a world
of difference in my life.

READ

With so much misinformation, disinformation,
and censorship and so many book-banning
efforts, I want us to get back to more reading, as
this is critical for combating misinformation. This
reading can be active. We can collaborate and
partner with other organizations to share our
ideas for healthier communities through op-eds
and letters to the editors in local news outlets; lo-
cal journalism is important and a great communi-
ty connector. Plus, reading can be fun and a
good way to “play” for health too. You can often
find me listening to an audiobook while out for a
walk with my dogs, when I’m not reading AJPH of
course. And sometimes, of course, I’m listening
to AJPH podcasts, too (shameless plug)!

VOTE

It’s critical that all eligible voters vote, especially
in local and state elections. Every day our local

and state governments make important deci-
sions that affect our community health. I be-
lieve that to truly make impactful change in the
public health and well-being of communities
across our nation, participation in local elec-
tions is key.

We need to focus on engaging and informing
local voters to elect candidates who prioritize
public health. Our elected officials need to under-
standhow they play a critical public health role in
the laws that they enact.We need them to under-
stand that affordable and safe housing is public
health, that access to safe and reliable transporta-
tion is public health, and that we don’t have amo-
ment towaste on addressing climate change.

Research shows that themajority of our nation
supports addressing climate change, the right to
abortion, and stronger gun control. Research also
shows thatmany of our state and federal elected
officials do not hold thesemajority views, nor do
they govern asmost of the nationwants.With this
glaring disconnect, I believe that if all eligible
voters voted, it wouldmake aworld of difference
towardmaking this a healthier andmore inclusive
world. Again, local electionsmatter.

With each affiliate visit (to Alaska, New Hamp-
shire, and many places in between), I am heart-
ened to hear the many ways that public health
practitioners are sharing their health informa-
tion with their policymakers and are doing their
level best to inform elected officials of the im-
portance of public health for their constituents.

I was thrilled to meet Aditi Bussells, an at-large
councilwoman representing Columbia, South
Carolina, and to hear her speak at the South Car-
olina Public Health Association’s annual confer-
ence about how she brings her education and
background in public health to her policymaking.
How incredible would it be if every policymaker
at every level of government had a grounding in
public health?

Perhaps as you read this, you will consider
running for office, too! Maybe I need to revise
my call to action? “Play, read, and vote (and pos-
sibly run) for health.”

Finally, as I head into being immediate past
president, know thatmy call to play, read, and
vote for health does not end here. It’s only just be-
ginning.We need to stay fierce and focused on
ourmission to create a healthier, more inclusive,
and kinder world. Bring this call to play, read, and
vote for health to every corner of our precious
planet—wedon’t have amoment to lose.

Chris Chanyasulkit, PhD, MPH

President

American Public Health Association

DOI: https://doi.org/10.2105/AJPH.2023.307491

50Years Ago
Desegregating Health Statistics

The separation of American health statistics into
basic categories of white and nonwhite is a reflec-
tion of our heritage of racial segregation. . . . The
white–nonwhite dichotomy is indefensible on sci-
entific grounds, since the groups included in the
nonwhite category have widely divergent mortality
rates. . . . [S]ome of these groups have lower death
rates than whites, while others have higher rates.
Why then are they lumped together? The confu-
sion is further compounded by the official designa-
tion, within the nonwhite group, of Chinese and
Japanese as separate races, a classification which is
difficult to comprehend since these are clearly not
races but nationalities. The designation of Mexicans
as nonwhites in 1932 through 1934 and the change
from “race” in the 1900-1940 volume on Vital Statis-
tics Rates in the United States to “color” in the
1940–1960 volume, indicate that the designations
and categories are shifting and unstable, reflecting
political pressures instead of scientific procedures.

From AJPH, June 1973, p. 478

61Years Ago
Social Implications Of
Race-Color Designations

In the history of vital statistics and public health

research, race has been a meaningful category.

The differentials between whites and nonwhites in

health status and in death rates at birth have been

analyzed and the findings employed to develop

programs for the improvement of life chances. . . .

In view of the advantages of including racial desig-

nation as an item on vital records, . . . it is not easy

to understand the movement to have this practice

discontinued in many geographic areas. . . . [T]he

opposition’s argument . . . “is that the inclusion of

racial designations on personal records violates

personal privacy and/or individual rights and may

lead to preferential treatment or discriminatory

action. . . . The real danger is in having no statistics,

rather than in having them as a basis of evaluation.

Rumors and prejudice are likely to thrive in those

areas which cannot be evaluated. In this connection

it can be stated categorically that reliable statistics by

race in those areas where discrimination and civil

rights violations are alleged afford the minority group

the best protection it can hope to have.”

From AJPH, April 1962, pp. 671–674.
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Supporting
Multicomponent Gun
Control Laws: A Need for
Valid and Comprehensive
Research
Etienne Blais, PhD

ABOUT THE AUTHOR

Etienne Blais is with the School of Criminology, University of Montreal, Montreal,
Quebec, Canada.

See also Karaye et al., p. 1309.

In their article in this issue of AJPH

(p. 1309), Karaye et al. assessed the

impact of the New York Secure Ammu-

nition and Firearms Enforcement Act

(NY SAFE Act) on firearm-related suicide

and homicide rates for the 1999 to

2019 period.1 Introduced in January

2013, the NY SAFE Act contains many

provisions going beyond the general fe-

deral requirements, such as increased

background checks before the pur-

chase of a firearm and ammunition,

prohibition of large-capacity magazines

and some semiautomatic weapons, a

red flag system, and safe storage condi-

tions. The authors’ results indicated

that the NY SAFE Act was associated

with a significant decrease in firearm-

related homicides, whereas firearm-

related suicides were not affected. Fur-

thermore, the authors did not observe

any substitution effect. Their findings

suggest that multicomponent gun con-

trol laws can prevent firearm-related

homicides.

Their article has two main contribu-

tions: (1) the method they used to

estimate the impact of the act, which

overcame several threats to internal

validity usually found in evaluations of

gun control laws, and (2) the implications

for future studies and public health policy

that emerge from their discussion. How-

ever, the authors seem to have struggled,

for instance, to provide strong hypothe-

ses to explain why the NY SAFE Act was

associated with a significant drop in

firearms-related homicides but not

suicide rates. Here I elaborate on both

contributions.

IMPROVING THE
INTERNAL VALIDITY OF
EVALUATION STUDIES

Laws such as the NY SAFE Act have

been introduced not only in the United

States but also in Canada, Australia,

and New Zealand.1 Several systematic

reviews have been conducted to esti-

mate the impact of multicomponent

laws.1–4 These reviews reached differ-

ent conclusions about the potential

of multicomponent laws to prevent

firearm-related deaths. However, they

all concluded that high-quality research

was needed. Although some evaluation

studies reported that the simultaneous

implementation of laws targeting multi-

ple elements of firearm regulations re-

duced firearm-related deaths in certain

countries, Santaella et al. mentioned

that “challenges in ecological design

and the execution of studies [limit] the

confidence in study findings and the

conclusions that can be derived from

them.”1(p152) Important threats to inter-

nal validity have been identified in sev-

eral evaluations of gun control laws.1,2,4

The evaluation of the NY SAFE Act

was based on an innovative quasi-

experimental approach to obtaining

results with strong internal validity.

Karaye et al. were among the first

researchers to use the synthetic con-

trol method to construct a counterfac-

tual that closely resembles the

“treatment” state. The authors used

data from a pool of donors—potential

control states—and from the pretreat-

ment period to predict what would

have happened without the introduc-

tion of the NY SAFE Act in 2013. They

were able to build a synthetic control

region that was similar to the actual

state of New York in terms of pretreat-

ment sociodemographic characteristics

and mortality rates. Their findings pro-

vide strong evidence about the preven-

tive impact of the NY SAFE Act on

firearm-related homicides, especially

given that no substitution effect was

detected. Their study paves the way for

future evaluations of gun control laws

based on strong quasi-experimental

designs.

PREVENTIVE MECHANISMS
TRIGGERED BY GUN
CONTROL LAWS

Karaye et al.’s discussion shows that

additional research needs to be con-

ducted to obtain a comprehensive un-

derstanding of the impact of the NY
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SAFE Act and other similar laws. As

suggested by the authors, future studies

could evaluate the effect of the act on

nonfatal firearm-related injuries and

consider individual data. In addition to

such suggestions, there is an urgent

need for studies that would provide an

understanding of the preventive mecha-

nisms that were associated with the de-

cline in firearm-related homicide rates.

There is, at best, scarce knowledge

on the cumulative effects of gun control

laws, on how provisions are enforced

by competent authorities, and on how

components of gun control laws inter-

act. To claim that a “treatment” is asso-

ciated with an outcome, one must not

only observe a significant relationship

but also be able to provide a credible

explanation. This is a basic rule of caus-

al inference. The explanations provided

by the authors in interpreting the im-

pact of the NY SAFE Act on suicides and

homicides could benefit from new evi-

dence. At least two claims can be chal-

lenged on the basis of actual scientific

evidence.

First, the authors stressed that the

provisions prohibiting some assault

weapons and large-capacity magazines

could partially explain the observed

decrease in firearm-related homicides.

These weapons can contribute to mass

shootings. The authors’ claims are

questionable. On one hand, the effect

of the NY SAFE Act on mass shooting

incidents or other indicators (e.g., the

number of victims per incident) was not

assessed. On the other hand, despite

some encouraging findings about the

preventive effects of banning large-

capacity magazines,5 systematic

reviews are not in agreement about the

impact of gun and ammunition bans.

Two systematic reviews were unable to

reach conclusions about the impact of

such measures because evaluation

studies lacked internal validity.1,2 One

review indicated that these measures

are ineffective6 and another that they

are in fact effective.7 Updating these

systematic reviews with recent evalua-

tion studies could lead to different

conclusions about the impact on gun

violence of banning large-capacity

ammunition magazines and semi-

automatic weapons.

Second, conversely to the homicide

rate, suicides did not decline after the

introduction of the NY SAFE Act.

According to the authors, the effects on

suicides could be delayed as suicide

prevention efforts involve comprehen-

sive strategies, including improved

access to mental health services, com-

munity support, and efforts to reduce

the stigma associated with mental

health issues. This claim is delicate and

debatable in it applies to homicide as

well. The authors’message may also be

misinterpreted: prevention of homicide

goes beyond mere gun control

strategies.

Several authors have stressed that

prevention of firearm-related homi-

cides needs to be multifaceted and

based on a public health approach.8

Accordingly, gun control strategies rep-

resent one approach among others.

Other prevention measures have prov-

en effective, including law enforcement

strategies such as programs based on

the focused-deterrence approach,9

prevention projects offered to at-risk

youths or youths in high-risk communi-

ties,10 education campaigns promoting

safe storage conditions,11 and place-

based measures such as greening

efforts.12 States should consider not

only multicomponent laws in their

strategy to reduce gun violence but

also programs supporting primary, sec-

ondary, and tertiary prevention efforts

directed at various targets (at-risk

youths, blighted vacant lands, potential

victims, guns). Considering the polariza-

tion of the gun control debate in the

United States, researchers and experts

need to promote a holistic and inter-

sectoral approach to the prevention of

firearm-related violence.8

In conclusion, the Karaye et al. evalu-

ation study provides convincing results

regarding the potential of multicompo-

nent gun control laws. Their discussion

highlights that there is an urgent need

for additional research to build a stron-

ger body of evidence about these laws.

More precisely, their discussion shows

that additional studies are needed to

pinpoint the preventive mechanisms

responsible for the decline in firearm-

related homicide rates. Similarly, knowl-

edge is scarce about the cumulative

effects of gun control laws and other vi-

olence reduction measures. Additional

knowledge on this latest issue would

help further support a multifaceted

approach to the prevention of gun

violence.
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The year 2022 marked a pivotal shift

in abortion rights in the United

States. In its ruling on Dobbs v Jackson

Women’s Health Organization, the Su-

preme Court overturned the constitu-

tional guarantee to abortion established

in Roe v Wade.1 In the wake of that deci-

sion, the need for temporary medical

housing has surged, as individuals are

now compelled to journey considerable

distances to “access states” where abor-

tion remains legal. These individuals of-

ten need overnight accommodations to

access abortion care.

Traveling for abortion care is not a

new phenomenon, but, since Dobbs,

additional tens of thousands of Ameri-

cans have been forced to leave their

home state to obtain abortion care.2,3

Veritably, individuals forced to travel for

abortion care are faced with unique

barriers to health care access, and the

distances individuals are traveling are

significant. In Texas, for example, pro-

gressively more restrictive bans have

impacted the average forced travel dis-

tance to the nearest abortion clinic,

and this is further compounded be-

cause of neighboring states restricting

abortion access. Before the Supreme

Court ruling, Texans seeking abortion

care traveled an average of 12 miles for

care. Now, as Texas and other states

have instituted abortion bans, indivi-

duals need to reach facilities in often

far-reaching access states, increasing

the average distance to 498.78 miles

and average travel time to more than

seven hours (https://bit.ly/46yvfbx).4

Because of this, the need to secure

housing for abortion care has amplified

considerably. Procedures previously

within a few hours’ drive may now re-

quire overnight stays or even extend

over multiple days in unfamiliar cities.5

This often involves securing a hotel or

comparable accommodations, a pro-

cess fraught with its own logistical and

financial challenges, such as identity

requirements, credit card usage, and

age restrictions. Furthermore, some

clinics require their patients to remain

nearby during their care, which adds

additional logistical complexity. This can

pose an overwhelming burden for

many individuals, highlighting housing

support as an essential social and prac-

tical need.

ABORTION
EXCEPTIONALISM TO
HEALTH EQUITY

Abortion, despite being an essential

component of evidence-based health

care, is uniquely subjected to distinct

legal, political, and social scrutiny be-

cause of abortion exceptionalism—the

treatment of abortion as a unique and

stigmatized issue setting it apart from

other forms of health care.6 This differ-

ent treatment, manifesting since the

Roe ruling, and further exacerbated af-

ter Dobbs, results in restrictive policies

and limited access to abortion services

even in states where it remains legal.7

By framing abortion as a morally

charged controversy instead of a rou-

tine medical intervention, it obstructs

the integration of abortion care into

mainstream health care systems and

social safety nets such as medical hous-

ing, exacerbating health disparities and

perpetuating social inequalities.6

To address these challenges and

inequities, it is crucial for clinicians,

health care leaders, and abortion care

advocates to join forces with policy-

makers to dismantle barriers confronting

individuals who must travel for abortion

care. However, this requires a critical

and strategic shift in perspective—from

the narrative of abortion exceptionalism

to the lens of health equity. This perspec-

tive recognizes health equity as an ethi-

cal and human rights principle that

inspires efforts to eliminate health dispa-

rities adversely affecting marginalized or

excluded groups.8 This shift would allow

for a systematic approach to measure

and document the negative conse-

quences of abortion exceptionalism,

such as social exclusion, marginalization,

decriminalization, and disadvantage.

The journey to access abortion care

presents other significant challenges,
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marked by aggressive protestors, safety

risks, and an alarming increase in

harassment and violence at clinics, as

reported by the National Abortion Fed-

eration in 2021.9 Coupled with geo-

graphical and environmental factors,

like some clinics’ locations being distant

from metropolitan areas or hospitals

where medical housing may exist, these

challenges directly affect the viability of

medical housing for abortion seekers.

For instance, after Dobbs, more clinics

have opened in smaller communities

that border ban states ranging from

Moorhead, Minnesota, to Carbondale,

Illinois, to Cumberland, Maryland.10–12

These challenges simultaneously un-

derscore the need for and difficulty

in implementing medical housing for

abortion patients.

MEDICAL HOUSING FOR
ABORTION IN PRACTICE

Medical housing has long been a recog-

nized social need for many other health

diagnoses, and numerous organiza-

tions address this need for specific

health conditions and populations.

Examples include the American Cancer

Society, providing housing for cancer

patients traveling for care, and the

Ronald McDonald House Charities,

which offers accommodations for chil-

dren and their families during medical

treatment. However, abortion care is

different in some key ways from other

forms of medical care for which medical

housing is already established. For

example, 95% of abortions in the United

States are performed in abortion clinics

as opposed to hospitals,13 in contrast

with other specialized medical care

such as cancer care. In further contrast,

individuals traveling for abortion care

typically require accommodation for

one to three days, wherein prolonged

housing stays may be necessary for

other health conditions. Furthermore,

housing for abortion care is often

arranged by grassroots practical sup-

port organizations (PSOs), which offer

housing support as part of an array of

assistance to patients, encompassing

transportation, lodging, financial back-

ing, childcare, emotional support, and

advocacy. The primary objective of

PSOs is to diminish logistical and finan-

cial obstacles that could impede indivi-

duals from obtaining abortion care.

Currently, more than 60 organiza-

tions provide practical support for

abortion care nationwide (https://bit.ly/

46NhVjj). Their scope ranges from

grassroots organizations, such as the

Haven Coalition in New York City, com-

prising volunteer housing hosts, to

more comprehensive organizations

like the Midwest Access Coalition and

Brigid Alliance. To manage their clients’

unique circumstances, PSOs prioritize

their interest and safety, often prefer-

ring hotels over volunteer housing for

privacy and anonymity. To streamline

the process and preserve client confi-

dentiality, PSOs often book lodging on

behalf of their clients. To further pro-

tect the privacy of clients, PSOs often

use work-arounds such as booking un-

der the names of companions or using

programs like SafeStays, which is a ser-

vice to anonymously book hotels for

abuse survivors and now is frequently

used for abortion care. This crucial sup-

port, in conjunction with coordinating

other needs such as travel, food, and

childcare, ensures that individuals can

access their appointments with a

secure place to stay.

There has been a call for clinicians

and health care leaders to collaborate

with advocates and policymakers to

reduce barriers for individuals traveling

for abortion and advocate proactive

policies to expand care, as well as fi-

nancially support abortion funds and

practical support organizations.14 To

better support adequate and sustain-

able medical housing for abortion see-

kers, we recommend the following:

Policy and Systems

� Incorporate a housing in health

strategy that recognizes medical

housing as a critical component of

public health.

� Develop policy frameworks that

protect and promote access to

medical housing for individuals

seeking abortion care.

� Audit current housing resources

and conduct needs assessments,

so health care and policy leaders

understand the medical housing

ecosystems in their area and

which resources are available to

support individuals traveling for

abortion care.

Human-Centeredness

� Center the needs of those traveling

for abortion care, keeping in mind

each person’s needs are different

and many may prefer an anonymous

and private setting as opposed to a

group setting model used by other

models of medical housing.

� Ensure continuity of care by ensur-

ing coordinated postprocedure

care and support, including housing

needs, especially those who have

traveled far from home.

� Conduct training programs for

health care staff on the specific

needs and concerns of individuals

traveling for abortion care.
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Partnership and
Collaboration

� Encourage leaders who support

medical housing for other diagno-

ses to partner with PSOs. Health

care leaders in all states should

form regional alliances and invite

medical housing experts to the

table to collaborate on ways to

reduce travel burdens for those

seeking abortion care.

� Fund organizations that provide

temporary housing for individuals

traveling for abortion care.

Given the current crisis in abortion

access, it is essential to meet the housing

needs of those traveling for abortion care

while simultaneously acknowledging the

unique factors introduced by abortion

exceptionalism and the politicized

environment surrounding abortion rights.

Advocates need to work toward creating

more comprehensive and supportive

policies that address the holistic needs of

people seeking abortion services.
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M ississippi consistently ranks as

one of the least healthy states

in the United States (https://bit.ly/

4647kAs). In 2017, Mississippi had the

highest death rate in the nation from

heart and kidney disease, and the

second highest from stroke, diabetes,

cancer, influenza or pneumonia, and

septicemia (https://bit.ly/3LIu5BR).

According to the America’s Health Rank-

ings 2022 annual report, approximately

12.4% of Mississippians have cardiovas-

cular disease and 15.2% have diabetes,

ranking Mississippi at 48th in the nation

on both measures. Compared with the

rest of the nation, Mississippians are

the most likely to be born at a low birth

weight (Mississippi: 11.8%; United States:

8.2% of infants weighing less than 2500

grams at birth; https://bit.ly/48sx9fh)

and die a premature death (Mississippi:

13781years; United States: 8659years

of potential life lost before age 75 per

100000 population annually; https://bit.

ly/3tcXPR1). In addition, Mississippi

had one of the highest rates of obesity,

with 39.1% of the state categorized as

obese.1 From health behaviors, like

smoking and physical activity, to lack of

health care access, Mississippians are

burdened with excess disease, much

of which is associated with factors that

are preventable and modifiable. These

poor health indicators are not confined

to Mississippi’s adults.

HEALTH STATUS AND
BEHAVIORS OF
MISSISSIPPI YOUTHS

Undeniably, when compared with

youths in other states, Mississippi

youths engage in and experience

significantly riskier health behaviors.

Data from the Centers for Disease Con-

trol and Prevention’s 2019 Youth Risk

Behavior Survey show that, compared

with youths in the rest of the country,

Mississippi youths report statistically

significant higher levels of rarely or

never wearing seatbelts (Mississippi:

9.9%; United States: 6.5%); sexual activi-

ty before age 13years (Mississippi: 5.4%;

United States: 3.0%); sexually risky beha-

viors, such as no condom use in last

sexual encounter (Mississippi: 51.6%;

United States: 45.7%); and attempted

suicide (Mississippi: 12.7%; United

States: 8.9%).2 In addition, Mississippi

youths have statistically significant

higher levels of reporting not eating

fruit (Mississippi: 10.7%; United States:

6.3%) or vegetables (Mississippi: 16.0%;

United States: 7.9%) in the past week,

not participating in 60minutes of physi-

cal activity on any day in the past week

(Mississippi: 20.4%; United States: 17.0%),

and drinking soda one or more times

per day (Mississippi: 24.7%; United

States: 15.1%).2

Despite efforts by state and commu-

nity agencies to promote healthy

behaviors through educational and

interventional programs over the past

20 years, there has been little evidence

that any of these initiatives have been

effective at reducing risky health beha-

viors among Mississippi’s youths. Trend

data show that rates of child and ado-

lescent obesity, suicidal behaviors,

unhealthy eating, physical inactivity,

sex without a condom, and carrying a

weapon have increased from 2003 to

2019.2 These unhealthy behaviors

contribute to the leading causes of

excess morbidity and mortality among

Mississippi’s youths—obesity, diabetes,

asthma, sexually transmitted infections,

motor vehicle accidents, homicide, and

suicide.3,4
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BARRIERS TO STEM
CAREERS FOR
MISSISSIPPIANS

Systemic inequities in access to health

care and quality educational opportunity

for the youth of Mississippi are powerful

forces that disengage students from

entering pathways toward science, tech-

nology, engineering, and mathematics

(STEM) careers. On nearly all indicators

related to STEM preparedness, Missis-

sippi consistently ranks as the worst or

nearly the worst in the United States.

Only 20% of Mississippi eighth graders

demonstrated science proficiency.5 In

2022, only 42.9% of Mississippi students

met the national standard for college

and career readiness.6 This impacts

the STEM pipeline. In 2021, the rate of

Bachelor’s degrees in science and engi-

neering conferred was only 17.96 per

1000 individuals aged 18 to 24years

compared with the national rate of

25.51 per 1000.5

Even more disheartening, the aver-

age undergraduate tuition at a public

four-year institution was 45.9% of dis-

posable personal income, one of the

highest rates in the nation.5 For most

Mississippi students, unless they are

aware of and have the ability to seek

out financial resources, the STEM path-

way ends before even entering college.

Of STEM degrees awarded from the

state’s public institutions of higher

learning in 2022, 27.8% were earned

by Black students, although approxi-

mately 38% of the state’s population is

Black.7,8 In 2020, Mississippi had the

lowest rates of individuals in STEM

occupations as a percentage of all

occupations in the nation (Mississippi:

2.69%; United States: 5.26%).5 Perhaps

most worrisome for the biomedical

workforce, in 2020, Mississippi had far

fewer individuals in the life (0.28%) and

social sciences (0.14%) fields than in

other STEM fields.5 These data indicate

there is a need to broaden the conver-

sation from STEM in general and war-

rants focus on public health, including

the life and social and behavioral

sciences.

OPPORTUNITIES TO
ENGAGE STUDENTS IN
PUBLIC HEALTH

Project SCORE (Student Centered

Outcomes Research Experience) is a

National Institutes of Health Science

Education Partnership Award project

that engages students from groups

underrepresented in STEM career tra-

jectories through a youth participatory

action research approach. Guided by

this approach, Project SCORE

leverages a near-peer mentor model

to engage and support underrepre-

sented students in an exploration of

the field of public health. Project

SCORE brings together underrepre-

sented high school and graduate

health sciences students within two

Mississippi communities (Oxford and

Jackson) that experience health dispa-

rities. Each of these sites participates

in a year-long weekly afterschool pro-

gram to develop health behavior re-

search questions, provide training in

research methods, and facilitate the

development of student-conducted

research projects mentored by near-

peer graduate health sciences stu-

dents and faculty. A student-centered

research agenda is being developed to

support future research initiatives. This

project seeks to increase awareness of

and interest in public health, science

engagement, and STEM careers, as

well as increase matriculation into

higher-education STEM programs to

enhance and diversify the future bio-

medical workforce.

However, this program, which aims

to introduce high school students to

public health and social determinants

of health (SDOH), was affected by

these very issues in implementation.

This article describes the SDOH that af-

fected the implementation of Project

SCORE and the adaptations made in re-

sponse to these implementation

challenges.

A NEED FOR EMERGENCY
PREPAREDNESS AND
BROADBAND ACCESS

COVID-19 impacted not only formal

education and learning but also infor-

mal afterschool learning opportunities,

like Project SCORE, which provides stu-

dents with individualized attention and

supplemental knowledge and experi-

ences. In August 2021, when Project

SCORE initially aimed to start, the Delta

wave of COVID-19 hit Mississippi.9

On August 12, 2021, the Mississippi

State Department of Health released a

statement on Twitter: “Today the state

has surpassed all previous highs in

Mississippians hospitalized for COVID-19.

Hospitals are operating at emergency

capacity to cope with the incoming flood

of COVID-19 patients.”10 While the

Mississippi governor extended the

public health emergency for another

30days, no mask mandates nor any

lockdown regulations were included

in the declaration.11 The Mississippi

Board of Education allowed for hybrid

schooling, but each county and district

chose how to implement this rule.

While hybrid and virtual education

options were needed, Internet access

in communities such as Jackson,
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Mississippi, were poor for many

residents. Approximately 20% of Mis-

sissippians do not have access to

broadband Internet, the highest with-

out broadband access compared with

Mississippi’s neighboring states of Ala-

bama (12.4%), Louisiana (11.6%), Ar-

kansas (19%), and Tennessee (6.3%).12

When schools transitioned to virtual

learning, informal education, such as

afterschool activities, halted. Project

SCORE was unable to operate because

the needed COVID-19 restrictions pre-

vented team members from physically

interacting with the community to re-

cruit participants. Informal learning op-

portunities are significant to adoles-

cent development, helping

adolescents develop social and emo-

tional learning.13 Social and emotional

competencies are important in adoles-

cent development of responsibility,

healthy relationships with others, and

achieving personal goals.13 Afterschool

activities also provide adolescents with

additional academic support, expose

them to opportunities they may not

have found on their own, and help

them to see themselves in roles they

may not have envisioned for

themselves.13

Because of safety concerns, the Pro-

ject SCORE team halted programing

for fall 2021. The team continued to

monitor the COVID-19 outbreak and

worked with community leaders to re-

set a goal to implement programming

in spring 2022. While the Project

SCORE team worked during fall 2021

to aim for a spring 2022 start to the

program, the shift to virtual communi-

cation because of the COVID-19 pan-

demic came with challenges of coordi-

nating with community leaders.

Because community leaders manage

the day-to-day operations of the com-

munity center in person, attempting to

reach community leaders by e-mail,

the method of communication most

used by academics, posed a challenge.

In-person interactions with community

leaders were most effective in planning

strategies to implement programming.

Community leaders can disseminate

information about programming with

community members and effectively

recruit participants into the program

by word of mouth. However, because

of the need to prioritize safety during

this time, SCORE team members

delayed in-person interactions until

COVID-19 cases in the community

were low.

After much planning and delibera-

tion, Project SCORE was able to start

programming in spring 2022. With

the aim of making public health tangi-

ble and actionable, on the first day

of Project SCORE, team members and

students built Corsi–Rosenthal boxes,

homemade air filters shown to

reduce exposure to COVID-19 trans-

mission.14 Team members taught stu-

dents how the Corsi–Rosenthal box

works to clean the air and the impor-

tance of protective measures such as

masking and air filters to reduce virus

transmission during the COVID-19

pandemic.

CLIMATE CHANGE AND
INCONSISTENT
ENGAGEMENT

In addition to navigating the uncertainty

of the pandemic, an unexpected chal-

lenge that arose during this time was

inclement weather. There were 76 tor-

nado warnings within five weeks in the

state, more warnings than were issued

by any other National Weather Service

office in the country.15,16

Implementing the first sessions of

Project SCORE, in which team members

were in the vital stage of building rela-

tionships with the high school partici-

pants and developing trust with the

community, was challenging. Sessions

were inconsistent because of storm

and tornado warnings that were issued

each week from March 22, 2022,

through April 17, 2022.15 Some of

these warnings led to school or after-

school closings, which canceled and

delayed sessions with the students.15

Because of the inconsistency of ses-

sions with the students, lessons were

unable to build upon each other each

week, which hindered engagement.

These challenges resulted in the Pro-

ject SCORE team revising lessons to

account for reviewing previous material

and incorporated games and physical

activity into lessons to improve engage-

ment and foster community with the

students.

WATER SYSTEM
INFRASTRUCTURE CRISIS
EFFECTS FOR STUDENTS

Jackson reached national headlines in

August 2022 when flood waters over-

whelmed the city’s water treatment

system, cutting off water pressure and

leaving 150000 Jackson residents with-

out access to safe drinking water for

weeks.17,18 Since 2018, the city has

been in violation of safe drinking water

standards.19 Jackson residents regularly

experience sewer line breaks, boil wa-

ter notices, and exposure to toxic bac-

teria in their water.19 For decades, it

has been known that the original water

infrastructure, laid out more than a

century ago, needed to be

replaced.19,20 However, the cost for

improvements is about $1 billion, and

infrastructure improvements have

been postponed because of increased

poverty associated with reduced
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revenue streams in the city.19 In addi-

tion, the city struggles to hire and retain

water and sewer operators and staff,

which contributes to the deterioration

of the water quality, another indication

of the need to build the STEM pipeline

in Mississippi.19

Because of the water crisis, Jackson

public schools were unable to operate

facilities, and students were switched

back to virtual learning in August

2023.21 Project SCORE’s Jackson com-

munity partner was unable to offer

afterschool programming for weeks.

During this time, when the Oxford

team launched programming, the Jack-

son team had to allocate their time to

figure out how to consistently obtain

clean water for the participants. The

Jackson team had no choice but to halt

afterschool programming until the

community partner was able to safely

reopen the building and services.

The Oxford team provided the Jackson

team with an excess supply of

bottled water, which was handed out

to the Jackson SCORE students each

session.

CONCLUSION

The implementation of an afterschool

program aimed at enhancing the STEM

pipeline and addressing health inequi-

ties in Mississippi was affected by some

of the very SDOH it aimed to mitigate.

Programs in which the immediate

results may not be actualized but are

nevertheless needed to address dispa-

rities in the long term must adapt and

overcome the same barriers that

caused the poor outcomes. In Missis-

sippi, these SDOH included broadband

Internet access, water infrastructure,

climate change, and public health,

which need to be addressed on differ-

ent levels—from government and poli-

cy to individual attitudes. Projects that

aim to highlight these issues to adoles-

cents, who have had to adapt to these

conditions and may not fully recognize

the severity of these SDOH, are need-

ed. These projects require resiliency

and support to achieve the long-term

results that will make a difference in

health inequities.
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In discussions about super-spreaders,

one figure who features prominently is

“Typhoid Mary”—the Irish immigrant cook

who was an asymptomatic carrier of

typhoid bacilli, infected 47 people, and

led to at least three deaths in early

20th-century New York State. In the past

three years, references to Typhoid Mary,

whose real name was Mary Mallon, as the

first, most prominent, or prototypical

example of a “super-spreader” are

common in scientific papers, blogs,

videos, podcasts, and articles in the popu-

lar press (see the Appendix, available as a

supplement to the online version of this

article at https://ajph.org).

Does the historical case of Mary

Mallon really qualify her for such a role?

The answer obviously depends on how

we define super-spreaders. Contempo-

rary applications of the term vary, but

most commonly it is used to refer to

individuals who instigated an “explosive

outbreak” of simultaneous infections,

or to the theoretical discussion of infec-

tiousness heterogeneity in shaping the

course of epidemics. Super-spreading,

in the sense of actual or potential

“extraordinary” infectiousness, is

described as caused by (1) biological,

physiological, or immunological

mechanisms or (2) as grounded in so-

cial or behavioral dynamics. At first

glance, Mary falls into the latter catego-

ry: she was an asymptomatic carrier of

Salmonella typhi who worked as a cook

and was characterized by health offi-

cials as lacking in personal hygiene.

Thus, she had all necessary qualifica-

tions to unknowingly and effectively dis-

perse pathogens. Nonetheless, I argue

that her story is hardly compatible with

our contemporary understanding of

super-spreading and that the tendency

to associate her with the term is

scientifically, historically, and morally

precarious.

THE FACTS ABOUT MARY

The story of Mary Mallon is well

researched and relatively familiar and

will, therefore, not be reproduced here

in great detail. What is important to

note is that contrary to how she is

sometimes portrayed, Mary did not

instigate any large epidemic. When, in

1908, she first received her notorious

nickname, the 22 infections traced back

to her were the sum of a collection of

small household outbreaks, discon-

nected in time and space, which

occurred over the course of no less

than seven years (1900–1907). Thus,

she became “Typhoid Mary” before she

caused any single “super-spreader

event.” To properly assess the singu-

larity of these infections, it is essential

to recall that at the time of Mary’s

arrest, typhoid fever was constantly

fluctuating between an endemic state

and occasional, often seasonal, epi-

demic outbursts. The annual toll of

typhoid fever infections in the United

States was in the scale of several hun-

dreds of thousands, and in New York

State alone amounted to 3500 new

cases each year.1(p49–50) Epidemiologi-

cally, what distinguished Mary from

many others was that, as a cook who

relocated with each new job, her “trail

of infections” could be reconstructed.

There was, however, one outbreak

that Mary caused that retrospectively

could be portrayed as a “super-spreader”

event—but only if under the term “event”

we include an occurrence lasting two

months. Five years after she had been re-

leased from enforced quarantine, in

1915, an additional 25 cases and two

deaths were added to her count. These

occurred during a period in which Mary

worked as a cook in Sloane Maternity

Hospital’s kitchen. The event attracted

professional attention in the medical

community, not so much because of its

magnitude, as much as because it hap-

pened in a place where most staff were

vaccinated.2,3 Physicians and journalists

perceived it as scandalous both because

of the vulnerability of those affected and

because it seemed to prove that Mary

was untrustworthy—that she had defied

her promise upon release that she would

cease working as a cook.1(p152)

From the perspective of the early

20th century, however, the Sloane

Hospital case was one among many
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food-poisoning incidents—and far from

the most devastating one. In 1920, for

example, newspapers throughout the

United States informed the American

public of a mystery “poison guest” that

turned a “merry luncheon party” held

by wealthy women from Cleveland,

Ohio, into a disaster. That guest

haunted this fashionable society

function like an angel of death, scat-

tering the disease germs that made

thirty-nine women seriously ill and

ha[s] already killed two victims.4

Eleven years later, in 1931, American

newspapers reported on

Death at the Wedding Feast: A kindly

friend of the bride’s family offers to

make the sandwiches and mix the

chicken salad—and unconsciously

she stirs into the bowl typhoid

germs which lay the young bride and

her sister and her aunt in their

graves and stretch 24 guests on

hospital beds.5

Mary’s case pales in comparison with

these horrific dramas, and, once again,

differs from them in its nonsimultaneity.

There is another principal distinction

between Mary’s story and super-

spreading: typhoid fever is not airborne,

whereas the term “super-spreader” and

the phenomenon of “super-spreading,”

are strongly related to respiratory dis-

eases and diseases that are transmitted

via the air. The first experimental

evidences for heterogeneity in infectious-

ness, which could make particular indivi-

duals especially dangerous or efficient

disease “transmitters,” were obtained in

the early 1960s with respect to tubercu-

losis aerosolization,6 influenza spread,7

and coxsackievirus coughs,8 and the

term “super-spreader” was itself first

coined in 1972 with relation to stochastic

models of influenza epidemics.9 The

term was later applied also to discuss

smallpox, measles, rubella, tuberculosis,

Middle East respiratory syndrome

(MERS), and severe acute respiratory syn-

drome coronavirus (SARS-CoV)-1 and -2.

Admittedly, scientists borrowed it to dis-

cuss other diseases such as gonorrhea,

AIDS, and Ebola. But it was in relation to

airborne transmitted diseases and the

epidemiological effects of aerosolization

that the phenomenon of super-spreading

was scientifically recognized and the term

defined and refined.

Against this background, choosing

Mary Mallon as an archetypal super-

spreader is indeed odd. From almost ev-

ery possible perspective—public health;

virology, bacteriology, and parasitology;

physiology; and epidemiology, as well as

sanitation and hygiene—airborne and

fecal–oral transmission belong in differ-

ent domains. One exception might be

network theory, which, through its math-

ematical models, tends to view all long-

tailed distributions as equivalent. Within

this latter framework, super-spreaders

are commonly defined as the 10% to

20% of the population who lead to 80%

to 90% of infections. Such a definition,

by making every fifth or tenth person a

super-spreader, trivializes this concept

to such an extent that it makes Mary’s

sensational story, once again, ill-fitted for

the job.

HOW DID MARY BECOME
A “SUPER-SPREADER”?

Neither a “patient zero” associated with

an emerging epidemic nor a crucial link

in maintaining such an epidemic, Mary

was nonetheless a person who infected

many others. But for medical scholars

of the early 20th century, what her case

stood for was very different from the

current concern with super-spreaders

and their role in epidemics. Mary

represented another problem, which,

incidentally, has been a nonissue in

the COVID-19 context: that of chronic

carriers, who may not be aware of

ever having been ill and seed repeated

small-scale outbreaks over years or

even decades. The milkman or food-

handler or waitress whose cousin

fell ill with typhoid 10 years earlier

and who has since unknowingly, slowly,

but continuously infected their

customers—that was the prototype

revealed and embodied by Mary’s

figure.10

The novelty of the concept of asymp-

tomatic carriers at that time brought

Mary’s story into focus and rendered it

a case in point. Her refusal to accept

her status quickly turned into a ques-

tion of authority. Portraying her as a

negative model-carrier served the inter-

ests of public health authorities—a

moral tale with educational goals, which

at the same time shifted the responsi-

bilities for maintaining public health

from governments and municipalities

to individuals. For certain public health

leaders, Mary’s story helped to convey

a new paradigm of public health, one

that focused less on public sanitation

and more on personal hygiene.11 Yet,

the factors that made it possible to

turn her into an emblem of disease

spread, while depriving her of her rights

and quarantining her indefinitely, had

to do more with her social attributes

than anything else. Her case touched

several sensitive nerves: some were

related to the supposed ignorance and

uncleanliness of Irish immigrants;

others were to women’s role in society

and the various epidemiological dan-

gers that purportedly stemmed from
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their dysfunctional performance as

housewives and mothers. As Judith

Leavitt and Priscilla Wald have shown,

Mary personified the “problem” of the

unmarried woman but also exemplified

the consequences of the mother-in-

absentia, who leaves it to a stranger to

cook for her children.1,12

From her 1915 reapprehension on-

ward, Mary’s story acquired mythical

dimensions, and her name has been

repeatedly brought up in relation to a

range of medical hazards. Fallaciously

boosting her morbidity toll, she has

occasionally been associated with a

devastating 1903 outbreak of typhoid

fever in Ithaca, New York, which

resulted in more than 1300 cases and

82 deaths. This attribution was based

on one of the accounts of George

Soper, the man who identified Mary

and led to her apprehension, in which

he mentioned his own experiences

from that 1903 outbreak.13 In the

hands of later readers, Soper’s

description morphed into an alleged

“subsequent study” that presumably

showed that

a person by the name of Mary

Mallon had been employed as a

cook in the vicinity of the place

where the first case [of the Ithaca

outbreak] appeared, and from which

contamination of the water supply

occurred.14(p724)

This latter description, which had ab-

solutely no known factual basis, was

printed in the 1921 edition of a defini-

tive and popular textbook, Preventive

Medicine and Hygiene (later titled Preven-

tive Medicine and Public Health),

authored by Milton Rosenau, director

of the Hygienic Laboratory of the US

Public Health Service, who earlier

gave Mary her infamous nickname.15

The same sentences were reproduced

verbatim in other academic venues,

appeared in subsequent editions (up

until 1956) of Rosenau’s textbook, and

were taken at face value in a 1967 sur-

vey on “The Scourge of Typhoid.”14,16

As said, this attribution is entirely false

and based on a misunderstanding.

In parallel, Mallon’s name has become

a must-mention in popular descriptions

of disease outbreaks. Thus, the 1920

writer on the “poison guest” called that

guest a “New Typhoid Mary”4; the wed-

ding feast report from 1931 also men-

tioned Mary and even attached her

photo.5 Such references gradually ex-

tended further. In 1939, New Jersey read-

ers learned about “Psittacosis Polly—

more menacing than Typhoid Mary.” “The

word may sound silly—but the danger is

real . . . Typhoid Mary is dead . . . but Psit-

tacosis Polly is very much alive and

squawking.”17 Less humorous in tone, in

1948, Memphis, Tennessee, had to cope

with “25 ‘Typhoid Marys’ [who] walk

streets laden with billions of germs.”18

The year 1963 saw the state of California

destroying “hundreds of ‘Typhoid Mary’

trees,” which were asymptomatic

“carriers of citrus killing virus.”19 Two

years later, back in New Jersey, the chair-

man of the Essex County Mental Health

In-Patient Planning Committee warned

that untreated mentally ill people could

become contagious and instigate a chain

of mental problems in their families and

communities, in a report that received

the title, “Psychotic Typhoid Mary’s Help

Spread Mental Disease.”20

As these examples demonstrate,

analogies to Typhoid Mary were not ini-

tiated only by sensation-seeking journal-

ists; then as now, it was often scientists

and medical professionals who raised

them in the first place and who used

them both in internal discussions as

well as in their communications with the

public. This was true, also, in relation to

the discussion of “super-spreaders.”

In 1982, 10 years after the term “super-

spreaders” began circulating among

New York medical scholars, Mallon’s

case was raised during a “Workshop on

Population Biology of Infectious Disease

Agents” held in Berlin. In the context of

the workshop, the term “super-

spreader” stood for the idea that

“certain individuals in the population

may be infected, and highly infectious,

for long periods of time but may exhibit

no overt signs of disease.”21(p165) In oth-

er words, in that workshop, “super-

spreader” was borrowed to describe an

asymptomatic chronic carrier. A report

in Nature on that conference named

“Typhoid Marys” as examples of such

super-spreaders.22

Similar references continued, while at

the same time, the meaning of “super-

spreaders” shifted back to where it had

begun—namely, at the acute rather than

the chronic pole, and in the air-related

rather than food-related domain. In the

cultural sphere, Mary’s story has in the

meantime become a small industry,

and the 1980s saw new novels and the-

atrical productions based loosely on her

story appearing almost annually, with

various moral lessons for society in the

era of AIDS.1(p202-227) As Richard McKay

and Priscilla Wald have shown, Mary’s

story also shaped the scientific and

popular characterization of the flight

attendant Ga€etan Dugas, crowned as

the “Patient Zero” of the AIDS epidemic.

Following the first SARS epidemic, one

scholar raised Mary to the status of

“patron saint of superspreaders.”23 Then

in 2008, an academic book on infectious

disease ecology reproduced the false
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accusation that Mary caused the Ithaca

outbreak, defining Mary as “one of the

most notorious superspreaders” and

claiming that “[b]etween 1900 and 1907

she initiated twenty-eight outbreaks

[should have been: cases] of typhoid

fever” as well as “one outbreak in Ithaca

[that] allegedly led to 1,400 people being

infected.”24(p358) Ten years ago, the same

claims were printed in an oft-quoted (in

this context, too-oft-quoted) academic

paper.25 During the COVID-19 pandemic,

this association has been repeated so

often that it seems self-evident.

CUI BONO, CUI MALO

Journalists have their own reasons for

mentioning Mary. Medical researchers, in

turn, might throw in her name as a histor-

ical seasoning to a paper, as a preemptive

step against the unavoidable request

from “Reviewer2” (“Mention Mary!”), or to

suggest that there is epidemiological evi-

dence, going back 110years, that some

people—or, people under certain

circumstances—can become especially

dangerous and efficient disseminators of

pathogenic agents. Public health officials

might also believe that reference to a

well-known story could help convey bet-

ter the idea that ignoring the instructions

of medical authorities might lead to disas-

trous consequences.

Educating the public on the need to

follow medical instructions, especially

during an epidemic, is in itself a noble

cause. Uncritically invoking Mary’s

name for that purpose, however, is

probably counterproductive. For what

Mary’s story truly brings to the surface

is a long legacy of stigmatizing people

by signaling them out as health dan-

gers. Invoking Mary means shifting the

focus, the responsibility, and perhaps

also the blame from the level of the

state or municipality to that of the

(unruly) individuals, or to the classes of

people to which they belong. In this

latter sense, too, the figure of Typhoid

Mary sets a very bad example for how

public health causes should be

advanced by medical professionals.

In other words, the greatest problem

with associating Mary with the concept

of super-spreader is not that it is anach-

ronistic (projecting contemporary con-

cepts and concerns into the past), nor

that airborne viruses and gastrointestinal

bacteria are different types of pathogens,

nor even that various mistakes creeped

into the description of Mary’s epidemio-

logical harm. The problem with this asso-

ciation is that references to Mary as a

super-spreader are inadvertently bidirec-

tional. They do not only imply that Mary

was a super-spreader but also that those

who are found today to have been

“super-spreaders” are “Typhoid Marys”—

human manifestations of disease, imma-

nent dangers to society, and at least

partially responsible, because of their

negligent hygienic behavior or ignorance,

for the infections that they cause.

During the COVID-19 pandemic, public

discussion on “super-spreaders” was all-

too-often accompanied by racial and reli-

gious antagonism, gendered stereotypes,

and hate speech directed at certain

groups—political opponents, minorities,

foreigners, or lower classes. Doctors

would do well to excise discriminatory

overtones from professional discourse.

Unless their explicit intention is to critical-

ly unpack Mary’s story, it might be a good

time to finally lay her to rest.
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A Medicaid-Funded Statewide Diabetes
Quality Improvement Collaborative:
Ohio 2020–2022
Shari D. Bolen, MD, MPH, Joshua J. Joseph, MD, MPH, Kathleen M. Dungan, MD, MPH, Elizabeth A. Beverly, PhD,
Adam T. Perzynski, PhD, Douglas Einstadter, MD, MPH, Jordan Fiegl, MS, Thomas E. Love, PhD, Douglas Spence, PhD,
Katherine Jenkins, MPH, Allison Lorenz, MPA, Shah Jalal Uddin, MS, MA, Kelly McCutcheon Adams, MSW, LICSW,
Michael W. Konstan, MD, and Mary S. Applegate, MD, on behalf of the Diabetes Quality Improvement Collaborative

We used a collective impact model to form a statewide diabetes quality improvement collaborative to

improve diabetes outcomes and advance diabetes health equity. Between 2020 and 2022, in

collaboration with the Ohio Department of Medicaid, Medicaid Managed Care Plans, and Ohio’s seven

medical schools, we recruited 20 primary care practices across the state. The percentage of patients

with hemoglobin A1c greater than 9% improved from 25% to 20% over two years. Applying our model

more broadly could accelerate improvement in diabetes outcomes. (Am J Public Health. 2023;113(12):

1254–1257. https://doi.org/10.2105/AJPH.2023.307410)

To improve hemoglobin A1c (A1c)

levels and reduce the rate of com-

plications and costs for Medicaid

enrollees with diabetes,1 the Ohio De-

partment of Medicaid partnered with

the Ohio Colleges of Medicine Govern-

ment Resource Center, Medicaid

Managed Care Plans (MCPs), and the

seven Ohio medical schools to develop

a statewide diabetes collaborative

focused on improving diabetes out-

comes and advancing diabetes health

equity.

INTERVENTION AND
IMPLEMENTATION

Partners participated in a planning year

using the collective impact model as a

mechanism for shared power to ad-

dress complex challenges.2 The collec-

tive impact model2 has five key

elements:

1. a common agenda (i.e., shared

vision, mission and project aims),

2. shared measurement (i.e., electron-

ic health record [EHR] data queries),

3. mutually reinforcing activities (i.e.,

intervention and implementation

strategies),

4. continuous communication (i.e.,

routine steering committee meet-

ings every two weeks), and

5. backbone support (i.e., organiza-

tional structure and roles for all

partners).

During this year, we also developed a

key driver diagram and toolkit to

reflect the theory for improvement and

guide the quality improvement (QI)

activities.3

Partners recruited 20 primary care

practices across 11 health systems to

participate in the QI project. All partici-

pating practices served a high volume

of Medicaid patients, and health sys-

tems were given $25000 in stipends to

submit EHR data. The overall aim of

the QI project was to decrease the per-

centage of adults with diabetes with

A1c greater than 9% from 25% to 21%

overall. To supplement the QI activities,

the Ohio Department of Medicaid

requested that the six MCPs align their

QI projects with the activities of the QI

practices to catalyze improvements in

outcomes over time. In response to

barriers to diabetes care voiced by

providers and patients, Medicaid

payers added coverage for Diabetes

Self-Management Education and Sup-

port, three payers removed prior

authorization requirements for contin-

uous glucose monitors, and all payers

aligned quantity limits on diabetes sup-

plies and piloted home A1c testing.

These MCP interventions enhanced

equity to Medicaid enrollees by making
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it easier to obtain and afford diabetes

supplies and resources, especially dur-

ing the COVID-19 pandemic.

Implementation strategies included

audit and feedback, peer-to-peer learn-

ing, QI coaching, and subject matter ex-

pert consultation. After the planning

year, a half-day virtual kick off was held

with the participating primary care

practices, Medicaid MCPs, and other

partners. This was followed by monthly

QI coaching calls with each of the prac-

tices and monthly one-hour webinars

or “action period calls” with the prac-

tices and MCPs to share aggregate

practice-level data, discuss evidence-

based best practices, and promote

peer-to-peer learning. In addition, there

were two virtual learning sessions held

to increase peer-to-peer learning. Last-

ly, we held monthly one-hour collabora-

tive calls with the MCPs and a subset of

clinical practices and partners to en-

hance their collaborative planning.

Practices submitted EHR data every

two weeks to the Ohio Colleges of Med-

icine Government Resource Center,

which developed an online dashboard

for practices to monitor progress when

conducting continuous QI. Key inter-

ventions tested by the practices includ-

ed (1) A1c testing for those with no test

within the last 12 months, (2) timely

follow-up in team-based care—defined

as follow-up scheduled virtually or in

person with a primary care provider or

team member (e.g., a clinical pharma-

cist, dietitian, or diabetes educator) at

least every 30days until the glucose lev-

el was at goal, (3) outreach to

re-engage patients with A1c greater

than 9% and no upcoming appoint-

ment, and (4) social drivers of health

interventions (e.g., community health

worker engagement, referrals to

resources for healthy food, mobile

vans, or virtual care).

PLACE, TIME, AND
PERSONS

The QI project started in June 2020,

with the previous 12 months consid-

ered the preintervention period (June

1, 2019, to May 31, 2020). Hence, year

1 of the QI project extended from

June 1, 2020, through April 2021, and

year 2 extended from May 1, 2021, to

June 30, 2022. We included a total of

35151 patients with type 2 diabetes.

We included patients with type 2 diabe-

tes identified from the EHR using Inter-

national Classification of Diseases, Ninth

Revision, Clinical Modification (Hyattsville,

MD: National Center for Health Statis-

tics; 1980) codes 250.0–250.9, 357.2,

362.0, and 366.41 and International

Classification of Diseases, 10th Revision

(Geneva, Switzerland: World Health Or-

ganization; 1992) codes E10.0–E14.9.

The mean age of patients with diabetes

was 56.7 (SD514.7) years, 52.8% were

female, 48.4% had hypertension, and

25% had baseline A1c greater than 9%.

Self-reported race/ethnicity was 47.0%

White, 38.9% non-Hispanic Black, 7.4%

Hispanic, and 6.7% other, and the

primary insurance type was 39.6%

Medicare, 27.4% Medicaid, 31.1%

commercial, and 1.9% uninsured or

self-pay.

PURPOSE

Our primary aim was to align primary

care practices and MCPs to improve di-

abetes health outcomes, with a specific

initial focus on improving A1c levels.

EVALUATION AND
ADVERSE EFFECTS

We evaluated the QI project impact us-

ing the following aggregated measures:

(1) A1c tested in the last 12 months for

all patients with diabetes, (2) follow-up

visit scheduled virtually or in person if

A1c was greater than 9%, and (3) most

recent A1c greater than 9% (primary

outcome). We measured outcomes lon-

gitudinally using repeated cross-

sections of EHR data and presented

results as statistical process control

charts with upper and lower confidence

limits. We placed a shift in the mean

when eight consecutive points were

above the upper confidence limit on

the control chart, and this corre-

sponded to a new intervention imple-

mented at the practices according to

the methodologies set forth in The

Health Care Data Guide.4 We used three

times the standard deviation as the

confidence limits.

We did not have a balancing measure

to determine adverse effects because

all other EHR measures had some rela-

tion to diabetes care, although these

measures like depression screening im-

proved or stayed the same indicating no

clear adverse effect (data not shown).

Figure 1 demonstrates that adults

with diabetes and A1c greater than 9%

seen at the primary care practices im-

proved from 25% at baseline to 20% by

the end of the intervention. A1c levels

worsened initially during the COVID-19

pandemic, returned to baseline, and

then improved beyond baseline as the

practices were able to implement pro-

tocols to improve glycemic control in

the context of COVID-19. Figures A and

B (available as supplements to the on-

line version of this article at https://

ajph.org) demonstrate the process

improvements in A1c testing and

scheduled follow-up in team-based

care. We were unable to measure pro-

cesses related to social drivers of

health interventions and MCP interven-

tions because of the challenges in cap-

turing these data.
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SUSTAINABILITY

As a mechanism for sustaining gains

and for larger spread across Medicaid

enrollees, the Ohio Department of

Medicaid is currently funding regional

QI hubs at each of the seven medical

schools and encouraging recruitment

of 10 to 25 practices initially in each re-

gion, with an eventual goal of reaching

at least 50% of Medicaid enrollees in

each of the seven regions. Data on

whether practices were able to main-

tain gains were not captured and were

outside the scope of this project. How-

ever, similar implementation strategies

within the context of a regional QI col-

laborative led to sustained improve-

ments in blood pressure control for

more than two years.5,6

PUBLIC HEALTH
SIGNIFICANCE

At a time of great chaos within health

care associated with worsening of

chronic conditions because of COVID-

19,7 we succeeded in establishing a

statewide diabetes QI collaborative to

improve A1c control in patients with dia-

betes at primary care practices with a

high volume of Medicaid enrollees

throughout Ohio. Using evidence-based

data-driven interventions tailored to the

practice and patient is essential for suc-

cessful large-scale QI efforts in primary

care. While many QI efforts for diabetes

have been successful, there are no

statewide models for diabetes improve-

ment. A statewide model avoids policy

barriers that may exist across states for

payers and health care systems and has

the potential for larger benefit than re-

gional approaches within a state. This

model for statewide health improve-

ment for populations with a high

volume of Medicaid enrollees could be

expanded within a state by using medi-

cal schools or other trusted clinical and

QI organizations.
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FIGURE 1— Percentage of Adults With Diabetes WhoseMost Recent Hemoglobin A1c Was Greater Than 9% for All
Sites Combined byMonth: Ohio, 2020–2022

Note. AP5 action period call or webinar; LCL5 lower confidence limit; PDSA5plan, do, study, act; POC A1c5point of care A1c testing; QI5quality improvement;
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Countering Mpox Vaccination
Disparities in Los Angeles County,
California, May–December 2022
Auguste Brihn, DVM, MPH, Nava Yeganeh, MD, MPH, Sonali Kulkarni, MD, MPH, Olivia Moir, MSc, Saloniki Madrid, MA,
Mario Perez, MPH, Rita Singhal, MD, MPH, and Andrea A. Kim, PhD, MPH

Providing equitable access to vaccines for individuals at risk for mpox was critical for containing the

2022 mpox outbreak in Los Angeles County, California. Eligible non-Hispanic Black/African American and

Latinx individuals had lower vaccine uptake than did non-Hispanic White individuals, despite having

higher mpox case rates. Strategies to address disparities in vaccine uptake included using familiar

messaging technology to reach individuals at risk for mpox, using partnerships with community-based

organizations to raise mpox awareness, and bringing vaccines to locations convenient to at-risk

individuals to improve access. (Am J Public Health. 2023;113(12):1258–1262. https://doi.org/10.2105/

AJPH.2023.307409)

On May 19, 2022, the first case

of mpox was identified in Los

Angeles County (LAC), California.1 In

response to the outbreak, the LAC

Department of Public Health (LACDPH)

implemented a phased strategy to man-

age the limited vaccine supply made

available through the Federal Strategic

National Stockpile for persons at risk for

mpox.2 The combination of low supply

and high demand for vaccines revealed

inequities in vaccine access and uptake,

with lower vaccine rates among Latinx

and non-Hispanic Black/African Ameri-

can individuals despite having higher

mpox case rates than did non-

Hispanic White individuals.

INTERVENTION AND
IMPLEMENTATION

To address these disparities, we imple-

mented interventions that were guided

by lessons learned from the COVID-19

vaccine response in Los Angeles County.

These interventions included (1) increas-

ing access for individuals with recent

sexually transmitted infections through

text-messaging campaigns (per Title 17,

California Code of Regulations, section

2500(b), syphilis and gonorrhea are re-

portable to LACDPH); (2) establishing vac-

cine partnerships with a geographically

dispersed network of community provi-

ders (i.e., HIV Pre-Exposure Prophylaxis

Centers of Excellence and Ryan White

Program–supported HIV specialty fed-

erally qualified health clinics, hospitals,

LACDPH public vaccination sites, and

pharmacies); (3) bringing vaccines to

convenient locations, including pop-up

clinics at community events for non-

Hispanic Black/African American men

who have sex with men (MSM), Latinx

MSM, and the transgender community;

Pride events celebrating Lesbian, Gay,

Bisexual, Transgender, Queer or Ques-

tioning, Asexual, Intersex, and Others

(LGBTQAI1) culture and rights; MSM

nightclubs; and commercial sex

venues; and (4) communicating with

providers through weekly office hours

and recurring situational update meet-

ings with Latinx MSM, non-Hispanic

Black/African American MSM, and

transgender community stakeholders

(i.e., activists, clinical staff, community-

based organizations, and academic

partners). These meetings included a

discussion of strategies to address vac-

cine confidence in these communities.3

PLACE, TIME,
AND PERSONS

LAC has a population of nearly 10 million

residents,4 spans more than 4000

square miles, and is marked by diversity

in race/ethnicity, language, culture, and

socioeconomic status, making wide-

spread and equitable access to vaccines

challenging.

At the outbreak onset, an estimated

120 000 residents were at risk for

mpox. We defined the population at
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risk as persons at increased risk for

mpox exposure and recommended to

receive the vaccine. We applied a stan-

dardized Centers for Disease Control

and Prevention formula to estimate

the size of the at-risk population.5 This

included the number of MSM living

with diagnosed HIV and the estimated

number of MSM eligible for HIV preex-

posure prophylaxis. We increased the

sum of these by 25% to account for

additional vaccine-eligible people not

captured in these two groups. We esti-

mated vaccine coverage by dividing the

number of people vaccinated with one

dose and two doses by the estimated

size of the at-risk population. Despite

the large number of residents who

could benefit from vaccination, LAC’s

strategy required phased expansion of

vaccine eligibility to balance limited sup-

ply and reach the highest risk groups

(Table A, available as a supplement to the

online version of this article at http://

www.ajph.org). Initially, vaccines were pri-

oritized for persons confirmed to have ei-

ther a high- or intermediate-risk contact

to an mpox case. Vaccine eligibility ex-

panded as more vaccines became avail-

able through phases 1 through 4 of the

National Monkeypox Vaccine Strategy.

Phase 1 supply enabled vaccines to be

offered to persons confirmed to have

attended large social events also

attended by persons with confirmed in-

fection; however, this supply could only

potentially reach an estimated 5% of the

at-risk population. Phases 2 and 3 vac-

cines allowed greater coverage of at-risk

individuals by expanding access to per-

sons who self-attested to being gay, bi-

sexual, or other MSM or transgender

persons and had (1) rectal gonorrhea or

early syphilis in the past three months,

(2) multiple or anonymous sex partners

in the past 14 days, or (3) skin-to-skin

contact at a large venue or event in the

past 14 days. Phase 4 vaccination pro-

vided sufficient supply to widen vaccine

eligibility to any man or transgender per-

son who had sex with men or transgen-

der persons, persons of any gender or

sexual orientation who engaged in com-

mercial or transactional sex, persons liv-

ing with HIV, sexual partners of people

listed, and any person who anticipated

being in any of the groups listed. By

December 22, 2022, we removed all eli-

gibility requirements, and the vaccine be-

came available to anyone requesting it.

PURPOSE

As phase 1 launched, LACDPH partnered

with HIV Pre-Exposure Prophylaxis Cen-

ters of Excellence and RyanWhite

Program–supported HIV specialty clinics

to offer vaccines to patients whomet

phase 1 eligibility criteria. Beginning July

17, 2022, LACDPH supplemented these

efforts by offering vaccines at LACDPH-

operated mass vaccination sites (Figure A,

available as a supplement to the online

version of this article at http://www.ajph.

org). However, accessing vaccines at these

larger public sites required access to

high-speed Internet to preregister for vac-

cine, a cellphone that received texts to

confirm vaccine availability, and transpor-

tation to vaccination sites, which favored

individuals living with more resources. By

the end of July 2022, disparities in vaccina-

tion uptake began to emerge. Although

40% of mpox cases were among Latinx

individuals, only 31% of doses were ad-

ministered to Latinx individuals. Similarly,

non-Hispanic Black/African American

individuals represented 11% of cases

but only received 8% of doses. By con-

trast, 46% of vaccines were administered

to non-Hispanic White individuals, al-

though they only comprised 29% of

cases. These disparities in vaccine uptake

challenged LACDPH to identify barriers

faced by Latinx and non-Hispanic Black/

African American MSM and improve vac-

cination opportunities for these groups.

EVALUATION AND
ADVERSE EFFECTS

By December 2022, LAC providers ad-

ministered 116629 doses of vaccine,

covering an estimated 60% of the

at-risk population with partial vaccina-

tion (one dose) and 35% with full vacci-

nation (two doses). With the arrival of

more vaccines in phase 2, eligibility was

updated to enable more people to be

vaccinated. Simultaneously, provider

vaccine capacity at “fixed sites” (e.g.,

clinic and pharmacy locations) and mo-

bile vaccine pop-up clinics in the com-

munity expanded. In phase 2, LACDPH

implemented an online vaccine regis-

tration portal allowing individuals to

sign up for vaccines starting on July 20,

2022. Immediately following these

activities, we observed a sevenfold in-

crease in vaccines administered from

the week of July 11 to July 25 (Figure A),

including a ninefold increase among

Latinx residents and a sevenfold in-

crease among non-Hispanic Black/

African American individuals.

Despite improved vaccine access, we

observed disparities in vaccination rates

among non-Hispanic Black/African

American and Latinx individuals,

prompting rapid interventions to be

designed for these groups. Starting in

September 2022, LACDPH implemen-

ted a series of targeted pop-up vaccine

clinics and promotional events in part-

nership with community organizations

that serve Latinx and non-Hispanic

Black/African American at-risk indivi-

duals. By year-end 2022, 40% of newly

vaccinated persons each week were

Latinx and 12% were non-Hispanic

Black/African American (Figure 1).
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FIGURE 1— Racial/Ethnic Distribution Among Persons Who Received a First Dose of JYNNEOS Vaccine byWeek: Los
Angeles County, California, July–December 2022

Note. JYNNEOS is the brand name used in the United States for Bavarian Nordic’s (Hellerup, Denmark) MVA-BN (modified vaccinia Ankara–Bavarian Nordic)
vaccine.

TABLE 1— Weekly Distribution of Race/Ethnicity Among Persons Receiving One or More Doses of
JYNNEOS by First-Dose Provider: Los Angeles County, California, May–December 2022

Race/
Ethnicity

First-Dose Vaccine Provider Type

Public Health,a

No. (%)
Mobile Vaccine Team/
Pharmacy,b No. (%)

Community
Clinic,c No. (%)

Health System,d

No. (%)
Unknown,
No. (%)

Total,
No. (%)

Latinx 10091 (29.7) 3 448 (25.5) 7 331 (36.9) 1 860 (40.6) 18 (36.0) 22730 (31.6)

Asian 3932 (11.6) 1 437 (10.6) 1 638 (8.3) 414 (9.0) ≤5 (. . .) 7 421 (10.3)

Non-Hispanic
Black/African
American

2844 (8.4) 932 (6.9) 2 261 (11.4) 576 (12.6) ≤5 (. . .) 6 613 (9.2)

Non-Hispanic
White

13828 (40.7) 5 998 (44.4) 6 725 (33.9) 1 319 (28.8) 19 (38.0) 27870 (38.7)

Othere 1 617 (4.8) 617 (4.6) 818 (4.1) 228 (5.0) ≤5 (. . .) 3 280 (4.6)

Unknown 1705 (5.0) 1 077 (8.0) 1 080 (5.4) 186 (4.1) ≤5 (. . .) 4 048 (5.6)

Total 34017 (100.0) 13509 (100.0) 19853 (100.0) 4 583 (100.0) 50 (100.0) 71962 (100.0)

Note. LAC5 Los Angeles County. Sample size was n571962. JYNNEOS is the brand name used in the United States for Bavarian Nordic’s (Hellerup,
Denmark) MVA-BN (modified vaccinia Ankara–Bavarian Nordic) vaccine. Percentages may not add to 100% because of rounding.

aVaccines administered at the Department of Public Health points of distribution or mass vaccinations sites.
bDepartment of Public Health mobile vaccine teams or providers contracted by mobile vaccine teams. Pharmacies were included in this category
because they administered most of their doses at pop-up clinics and were funded by LAC Department of Public Health as mobile vaccine teams.
cAny non-LAC Department of Public Health clinic providing public mpox vaccinations, including community providers.
dGroup health care organizations and hospital systems in LAC.
eOther race includes American Indian/Alaska Native, Native Hawaiian/other Pacific Islander, multiracial, and persons reporting other race. Unknown race
includes persons who reported they preferred not to state their race/ethnicity and other persons with unknown race/ethnicity.
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Importantly, HIV and sexually transmit-

ted infection community clinics that

offered mpox vaccines demonstrated

that they could reach higher percen-

tages of Latinx and non-Hispanic

Black/African American at-risk indivi-

duals than could other vaccine provi-

ders (Table 1), most likely because they

were trusted entities in the LGBTQIA1

community.

SUSTAINABILITY

At the outbreak’s onset, LACDPH

recruited providers at trusted commu-

nity locations to administer vaccines.

Using lessons learned from the local

COVID-19 vaccine response, these pro-

vider efforts were supplemented with

mass public vaccination sites to meet

the large community demand. The

longstanding relationships between

LACDPH and LGBTQIA1 community

partners helped to rapidly establish a

robust vaccine provider network that

was accessible to persons who would

benefit most from vaccination. In addi-

tion, engagement of community lea-

ders and providers through regular

stakeholder briefings provided a space

to exchange information on outbreak

trends, transmission risk, and vaccine

updates as the outbreak evolved.

Prompt access to information helped

address common misconceptions and

concerns about vaccination. It also

allowed familiar and entrusted commu-

nity partners to message mpox vaccine

information to help reduce stigma and

misinformation. Maintaining these

community-driven partnerships across

LAC was needed for LACDPH to re-

spond effectively to the mpox outbreak

and is a sustainable and equitable

model for responding to future vaccine

preventable disease outbreaks in high-

ly affected groups.

PUBLIC HEALTH
SIGNIFICANCE

Ensuring that all individuals have access

to vaccines is a priority for preventing a

resurgence of mpox. Strategic engage-

ment with a diverse range of communi-

ty providers, agile vaccine clinic models,

and familiar information technology

tools are needed to reach the right

populations and address disparities in

vaccine access. A strong public health

partnership with public and private

health care providers should be main-

tained to ensure a rapid, accessible,

and equitable response to public

health emergencies.
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Reversing Inequity in Mpox Vaccine
Distribution, Fulton County, Georgia,
June–September 2022
Joshua O’Neal, MA, Jessica Lopes da Rosa, PhD, MPH, Meka Astin, MPH, David Folkes, MD, Dewayne Crowder, and
David P. Holland, MD, MHS

Racial/ethnic disparities in the administration of mpox vaccine in Fulton County, Georgia, threatened to

undermine the effectiveness of the response. To counteract this inequity, the Fulton County Board of

Health partnered with local agencies serving Black and Latino men who have sex with men to coordinate

efforts and reserve blocks of time for clients of these agencies to receive a vaccine. The disparities were

reversed and approached equity with case rates. (Am J Public Health. 2023;113(12):1263–1266. https://

doi.org/10.2105/AJPH.2023.307416)

On June 17, 2022, the Fulton

County Board of Health (FCBOH)

began offering expanded postexposure

vaccination (“PEP11”) for mpox in

accordance with guidelines issued by

the Centers for Disease Control and

Prevention (CDC), although supplies

were extremely limited and did not

meet the demand. Per guidelines, we

offered two doses four weeks apart. Ini-

tial events showed large racial/ethnic

disparities in vaccine administration

favoring White participants, despite the

fact that the majority of mpox diagnoses

occurred among Black men (Figure 1).

To correct these disparities, the FCBOH

partnered with community-based orga-

nizations (CBOs) serving Black and Latino

men who have sex with men to prioritize

these constituents.

INTERVENTION AND
IMPLEMENTATION

To implement the plan, one day (of

three vaccine administration days) per

week was reserved for the equity inter-

vention. Each CBO was allocated a

number of vaccine appointments on

that day based on the size of the CBO

and the number of vaccine doses avail-

able. The CBOs were responsible for

identifying clients meeting vaccine eligi-

bility criteria and notifying them of vac-

cine availability. Clients were given time

periods of availability; strict appoint-

ment times were not required. CBOs

were also asked to send a representa-

tive to the vaccination location to help

greet their clients and assist them

through the intake process.

Additionally, other measures were

taken. Other appointments were re-

leased once per week, with an an-

nouncement broadcast on social media

sites (Instagram, Facebook, Twitter).

The time for the release was set at 6 PM

to avoid conflict with work hours, and a

preannouncement was made earlier in

the day when appointments would be

released to reduce bias toward those

with more access to social media.

PLACE, TIME, AND
PERSONS

The intervention included Black and

Latino individuals residing in Georgia

(not exclusively in Fulton County) meet-

ing the current criteria for expanded

postexposure vaccination to mpox (es-

timated at 27499). For the majority of

the intervention, this included cisgen-

der men or transgender women who

had multiple male sexual partners in

the preceding 14days. It also included

those with a known exposure to some-

one diagnosed with mpox.

PEP11 began on June 17, 2022. We

concluded the intervention on Septem-

ber 6, 2022, after which time vaccine

supply exceeded demand.

PURPOSE

In the first two weeks of vaccine admin-

istration, over 70% of the disease bur-

den occurred in non-White persons,

whereas over 90% of the vaccines went
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to White men. The purpose of the inter-

vention was to correct racial/ethnic

disparities in vaccine administration

and attempt to match vaccine distribu-

tion to disease burden.

EVALUATION AND
ADVERSE EFFECTS

During the intervention period, a total

of 4794 first dose mpox vaccines were

administered, with 2851 (59%) given to

non-White individuals and 1865 (39%)

given to White individuals; 78 (2%) had

race unknown. Ninety-nine percent of

the recipients were men.

Figure 2 shows the vaccine distribution

in two-week intervals and cumulative

distribution by race/ethnicity, respective-

ly. A reversal of the disparity occurred by

July 26, with a greater number (cumula-

tive) of total vaccines going to Black and

Latino recipients by August 2, a trend

that was sustained through the end of

the intervention.

No serious adverse events occurred

as a result of the intervention. However,

during the intervention period, the CDC

guidelines recommended switching

from subcutaneous to intradermal vac-

cine administration.1 As a result, many

individuals with darker skin experi-

enced hyperpigmentation at the site of

intradermal administration, which was

considered cosmetically unappealing.

In response to feedback from the com-

munity, the FCBOH published a fact

sheet on hyperpigmentation with guid-

ance on alternative sites of administra-

tion (in advance of CDC guidance) and

suggestions on minimizing present

lesions.2

SUSTAINABILITY

Although the formal intervention ended

in early September, partnerships with

the CBOs to provide mpox vaccina-

tions, primarily through venue-based

outreach, continue to the present. The

FCBOH plans to expand these partner-

ships to include support for comprehen-

sive sexual health and health service

engagement for persons who use drugs

that have been brought into the vaccina-

tion clinic.

PUBLIC HEALTH
SIGNIFICANCE

Nationwide, mpox disproportionately

affected Black and Latino men,3 where-

as vaccines disproportionately went to

White men.4 Imbalances such as this

in public health response result in

both an ineffective overall response

and a worsening of disparities. Recog-

nizing the situation with mpox, the

CDC supported two major initiatives

for vaccine equity over the Labor Day

weekend5,6 and later launched the

Mpox Vaccine Equity Pilot Program.7

Our equity intervention is the only

one that we are aware of that was able

to reverse the inequality in vaccine
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distribution early in the epidemic and

maintain equity until case rates

dropped substantially.

Although our intervention addressed

inequities in mpox vaccine distribution,

the principles can easily be incorporat-

ed into other public health responses.

Reserving appointment times and

vaccine doses for individuals in the

priority populations was the most basic

component of the intervention. Howev-

er, the intervention achieved its success

through the close collaboration with

organizations serving these dispropor-

tionally affected communities. These

partnerships enabled messaging to be

quickly and accurately disseminated to

individuals most likely to benefit from

the vaccine. Furthermore, these organi-

zations served as a trusted messenger,

which increased the effectiveness of

the messaging even further. The com-

munication was two-way, as this chan-

nel was the major route by which the

FCBOH became aware of the concerns

with hyperpigmentation. Such colla-

borations should be routine across all
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Note. Percentages may not add to 100% because of rounding.
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jurisdictions, as they are essential when

addressing concerns in marginalized

communities.

During the intervention period, the

FCBOH began to add other sexual

health services into the vaccine clinic,

including HIV testing, preexposure

prophylaxis evaluation and initiation,

immediate referrals to care for indivi-

duals living with HIV but not currently

on antiretrovirals, and comprehensive

sexually transmitted infection screen-

ing. Because these diseases also dis-

proportionately affect Black and Latino

men who have sex with men, the vac-

cine initiative had a secondary effect

of increasing sexual health services in

these populations.
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Evaluating e-Connect: Mitigating Race by
Gender Disparities in Behavioral Health
Referral Among Youths on Probation,
Northeast United States, 2019
Margaret E. Ryan, MPH, Katherine S. Elkington, PhD, Casey Sarapas, PhD, Corianna Sichel, PhD, Faye Taxman, PhD,
Michael L. Dennis, PhD, and Gail A. Wasserman, PhD

Addressing the behavioral health needs of youths involved in the justice system is key to reducing

recidivism risk and preventing long-term system involvement. However, rates of treatment referral and

initiation remain low, especially among minoritized youths and boys. The e-Connect System, a digital,

clinical decision support system, addresses this problem by increasing rates of behavioral health

treatment referral and initiation rates among youths on probation. In this study, we examine whether

e-Connect helps improve equity in referral and treatment initiation outcomes. (Am J Public Health.

2023;113(12):1267–1270. https://doi.org/10.2105/AJPH.2023.307417)

e-Connect, first implemented in 10

county juvenile probation depart-

ments in a northeastern state in August

2019, addresses common interagency

bridging difficulties between probation

and community behavioral health (BH)

agencies that contribute to low referral

and treatment initiation among youths

on probation.

INTERVENTION AND
IMPLEMENTATION

e-Connect is a Web-based clinical deci-

sion support system, guided by the Gate-

way Provider Model,1 designed to help

probation officers identify and address

youths’ BH needs by systematizing

evidence-based screening, need identifi-

cation, referral, and treatment linkage.

Compared with baseline (standard pro-

bation practice before e-Connect),

e-Connect improves BH referral and

treatment initiation rates by 11-fold and

16-fold, respectively.2 However, whether

e-Connect addresses or reinforces and

exacerbates existing race and gender

disparities in these outcomes3,4 remains

unclear. Thus, we examined whether

there were disparities in referral and

initiation outcomes by race, gender, and

their intersection, and if any disparities

were reduced during e-Connect. Defining

disparities as demographic differences in

treatment not justified by the underlying

health conditions or treatment prefer-

ences,5 we focused on youths identified

with unmet BH treatment need (similar

“underlying conditions”) and examined

BH referral and initiation separately

(as the latter might reflect patient prefer-

ences, among other factors).

PLACE, TIME, AND
PERSONS

We collected administrative records from

all new adjusted juvenile delinquent

intakes in 10 participating counties from

June 1, 2018, through July 31, 2021. Ad-

justed juvenile delinquents are youths

who, following arrest, are assigned

to informal probation supervision (as

opposed to detention, etc.). This investiga-

tion focuses on adjusted juvenile delin-

quents identified with untreated BH

needs via screening at probation intake

because it is within probation officers’

responsibilities to refer and link them to

treatment. Data were split into two com-

parison groups: baseline (standard proba-

tion practice; August 1, 2018–May 31,

2019) and e-Connect (August 1, 2019–July

31, 2021; see Elkington et al.2 for more

details).

e-Connect provides probation offi-

cers with automated, standardized,

and locally tailored clinical decision

support for referring and linking youths

to BH treatment. A figure demonstrat-

ing the steps of the e-Connect System,

including screening, risk classification,
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referral, and cross-systems linkage, is

available online (https://bit.ly/48tqZLQ).

The e-Connect screen measures

internalizing disorder, substance use

disorder, suicidal thoughts and

behaviors, and nonsuicidal self-injury

symptoms.2 The e-Connect System

automatically scores youths’ responses,

assigns them to a suicide risk category

(Class I, II, III, and Below Threshold [no

BH need]) using an algorithm developed

by the research team,2 and presents

the predetermined, county-specific BH

referral pathway. Each county’s Class I,

II, and III referral pathway is developed

via an iterative strategic planning pro-

cess with local probation and BH lead-

ership and details specific referral steps

for probation officers to complete.6

e-Connect generates a referral form

summarizing the youth’s screening

responses and suicide risk level, which

the probation officer sends to the desig-

nated BH provider. Per the referral path-

way, probation officers confirm the

youth’s treatment attendance with BH.

PURPOSE

Youths in the justice system, most of

whom are under community supervi-

sion (e.g., probation; 425000 vs 55100

in secure care7), experience a dispro-

portionately high burden of suicide

behaviors and BH needs compared

with general population youths.8 BH

treatment helps reduce risk for recidi-

vism and long-term justice involve-

ment.4,9 Probation officers act as

“gatekeepers” to BH care by screening

youths for BH need and referring them

to community-based treatment ser-

vices when necessary.1 However,

among probation youths identified with

BH need via screening, only one in five

are referred to BH and one in 10 initi-

ate treatment.10 Moreover, minoritized

youths and boys in the justice system

are historically less likely than others to

be referred for care or to initiate care,

increasing their risk for long-term jus-

tice involvement.3,4

Investigators have attributed low re-

ferral and treatment initiation rates

to probation’s unsystematic referral

practices and lack of coordination be-

tween probation and BH,10–12 which

e-Connect addresses via standardized

and coordinated cross-systems referral

and linkage procedures. Zeola et al.4

and Lopez-Willams et al.3 suggest that

consistent, standardized BH referral

practices may mitigate treatment dispa-

rities related to a youth’s race and gen-

der, which we investigate in the present

analysis.

EVALUATION AND
ADVERSE EFFECTS

We collected records from 405 adjust-

ed juvenile delinquents with untreated

BH need (n5180 baseline, n5 225

e-Connect). The baseline and

e-Connect samples were similar in

terms of gender (62% and 57% male,

respectively), race (58% and 63%

White), and offense category (51% and

56% property offense). e-Connect

youths were slightly older than baseline

youths (mean516.51 vs 15.39; t(404)5

26.7; P< .05), and the distribution of

youths per county differed between

samples (x2(2)58.8; P< .05).

We used moderated logistic regres-

sions to examine whether there were

disparities in rates of BH referral or initia-

tion by race, gender, or their interaction,

and whether this changed from baseline

to e-Connect implementation, controlling

for county, offense category, and age.

Analyses revealed a race by gender

by period interaction for BH referral,

indicating differential referral practices

across race and gender groups during

the baseline versus implementation peri-

ods (odds ratio [OR]5 21.55; 95% confi-

dence interval [CI]51.55, 619.42).

Follow-ups within each study period

revealed disparities at the intersection of

race and gender during the baseline peri-

od (race by gender interaction OR50.23;

95% CI50.06, 0.88). Specifically, planned

contrasts showed that non-White girls

with identified BH need were less likely to

be referred to treatment than White girls

(OR50.24; 95% CI50.06, 0.92), whereas

there was no such disparity between

non-White and White boys (OR51.32;

95% CI50.50, 3.47). However, this dis-

parity in referral was mitigated following

e-Connect implementation, as neither

the race by gender interaction nor main

effects for race or gender were significant

during the e-Connect period. Table 1 pre-

sents rates and relative odds of referral

by subgroup.

Among those referred, there were no

differences in BH initiation by race and

gender, either generally or within either

study period. Table 2 presents rates

and relative odds of treatment initiation

by subgroup.

These results indicate that e-Connect

not only improves referral overall but

is also associated with improved equity

in referral outcomes, supporting the

premise that use of consistent, stan-

dardized BH referral practices can alle-

viate treatment disparities among

youths in the justice system. The differ-

ence in referral at the intersection of

race and gender at baseline (non-

White girls vs White girls) is especially

noteworthy, considering that most

research exploring these topics has

examined race and gender indepen-

dently, overlooking the possibility that

race- and gender-based inequities may

be intersectional rather than merely

additive.
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SUSTAINABILITY

e-Connect is tailored to existing proba-

tion and BH system workflows, and it

streamlines standard screening,

referral, and treatment linkage prac-

tices. All 10 sites still use e-Connect,

and implementation strategies for scal-

ing up e-Connect are currently being

tested in another state.

PUBLIC HEALTH
SIGNIFICANCE

We expand prior literature by demon-

strating that systematic use of a clinical

TABLE 1— Behavioral Health Referral by Study Period and Demographic Group: Northeast United
States, 2019–2021

Subgroup Period Race Gender No. Referred (%)
Overall OR
(95% CI)

Period-Specific
OR (95% CI)

Baseline

White boys 0 0 0 31 (44.3) 1 (Ref) . . .

White girls 0 0 1 22 (62.9) 2.17 (0.91, 5.36) . . .

Non-White boys 0 1 0 23 (54.8) 1.76 (0.74, 4.27) . . .

Non-White girls 0 1 1 12 (36.4) 0.91 (0.34, 2.39) . . .

e-Connect

White boys 1 0 0 75 (91.5) 13.50 (5.44, 37.74) 1 (Ref)

White girls 1 0 1 53 (89.8) 11.78 (4.49, 35.64) 1.38 (0.39, 5.19)

Non-White boys 1 1 0 41 (89.1) 14.83 (5.18, 50.37) 2.01 (0.49, 8.90)

Non-White girls 1 1 1 37 (97.4) 66.42 (12.30, 1242.31) 10.73 (1.45, 224.97)

Note. CI5 confidence interval; OR5odds ratio. Subgroups are based on (1) period (05baseline [i.e., before e-Connect was implemented, when
probation departments followed standard practice procedures for identifying behavioral health need and referring and linking youths to care],
15e-Connect [i.e., after e-Connect was implemented]); (2) gender (05male, 15 female); and (3) race (05White, 15non-White). Thus, “Overall OR”
represents each subgroup’s adjusted odds of receiving a behavioral health referral relative to the odds for White boys during the baseline period.
“Period-Specific OR” represents each subgroup’s adjusted odds of referral during the e-Connect period relative to the odds for White boys during the
e-Connect period. ORs are adjusted for age, county, and offense type.

TABLE 2— Behavioral Health Initiation by Study Period and Demographic Group: Northeast United
States, 2019–2021

Subgroup Period Race Gender No. Initiated (%)
Overall OR
(95% CI)

Period-Specific
OR (95% CI)

Baseline

White boys 0 0 0 11 (35.5) 1 (Ref) . . .

White girls 0 0 1 7 (31.8) 1.08 (0.31, 3.67) . . .

Non-White boys 0 1 0 2 (8.7) 0.32 (0.04, 1.53) . . .

Non-White girls 0 1 1 3 (25.0) 1.71 (0.29, 8.79) . . .

e-Connect

White boys 1 0 0 66 (88.0) 17.35 (6.03, 54.94) 1 (Ref)

White girls 1 0 1 46 (86.8) 22.53 (6.96, 83.14) 1.13 (0.38, 3.59)

Non-White boys 1 1 0 31 (75.6) 14.44 (4.56, 50.51) 0.56 (0.17, 1.8)

Non-White girls 1 1 1 32 (86.5) 34.39 (9.08, 154.18) 1.26 (0.32, 5.29)

Note. CI5 confidence interval; OR5odds ratio. Subgroups are based on (1) period (05baseline [i.e., before e-Connect was implemented, when
probation departments followed standard practice procedures for identifying behavioral health need and referring and linking youths to care],
15e-Connect [i.e., after e-Connect was implemented]); (2) gender (05male, 15 female); and (3) race (05White, 15non-White). Thus, “Overall OR”
represents each subgroup’s adjusted odds of initiating behavioral health treatment relative to the odds for White boys during the baseline period.
“Period-Specific OR” represents each subgroup’s adjusted odds of treatment initiation during the e-Connect period relative to the odds for White boys
during the e-Connect period. ORs are adjusted for age, county, and offense type.
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decision support system (e-Connect)

may mitigate existing race by gender

referral disparities in standard proba-

tion practice. Considering the elevated

suicide risk among youths in the justice

system, within the context of the na-

tional youth mental health crisis, effec-

tive and equitable strategies for linking

youths to BH care are critical. Interven-

tions that improve treatment linkage

among minoritized youths, who are

overrepresented in the juvenile justice

system and less likely to make it to care

therein, may prevent recidivism4 and

break generational cycles of systemic

racism and protracted justice involve-

ment. e-Connect may be useful in other

youth-serving settings (e.g., schools,

foster care, child welfare) where BH

needs are identified in one system and

treated in another, necessitating cross-

system linkage. Future research should

continue to explore the use of e-Connect,

and clinical decision support system tech-

nology, in facilitating youths’ equitable

linkage to BH care.
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Child Safety Seat–Use Behavior
Among Parents of Newborns:
A Trans-Theoretical Model–Guided
Intervention in Shantou, China, 2021
Yixiang Peng, MD, Feng Wu, MD, Jingzhen Yang, PhD, and Liping Li, PhD

We evaluated the effect of a trans-theoretical model–based intervention on child safety seat (CSS)–use

behaviors among parents of newborns in Shantou, China. Parents’ knowledge, attitude, and self-efficacy

scores on CSS use were significantly higher at one, three, and six months after the intervention

compared with scores at baseline. Parents’ stage of CSS use also advanced as the intervention

progressed. The trans-theoretical model–based intervention and evidence generated from this study

may provide guidance for future individualized interventions to improve CSS use. (Am J Public Health.

2023;113(12):1271–1275. https://doi.org/10.2105/AJPH.2023.307415)

In China, more than 20000 children

are killed or injured in motor vehicle

crashes (MVCs) each year, with more

than one third occurring during car

rides.1 Child safety seat (CSS) use can

reduce the risk of MVC-related injury by

71% to 82%, and MVC-related death by

28%.2,3 However, the rate of CSS use in

China is only about 20%, considerably

lower than that in other developed

countries.4,5 Implementing effective in-

tervention strategies is urgently needed

to increase CSS use. Furthermore, pre-

vious interventions promoting CSS use

often applied “one-size-fits-all” strate-

gies without accounting for motivation-

al and individual differences.6,7

The trans-theoretical model (TTM)

emphasizes the importance of under-

standing each individual’s needs, inten-

tions, and readiness for behavior

change, as well as the respective stage

of behavior change that each individual

is in before implementing individualized,

targeted interventions to produce a

series of continuous and progressive

behavior changes.8 To date, TTM-based

interventions have been widely used to

promote health behaviors, including

physical activity and chronic disease

management, and have allowed greater

sensitivity in measuring behavior

change progression than traditional

interventions.9,10 Thus, TTM-based

interventions may help to improve CSS

use among parents of newborns.

INTERVENTION AND
IMPLEMENTATION

We designed and implemented a TTM-

based intervention that targeted parents

of newborns (“parents”), aiming to ad-

vance parents’ stage of change regard-

ing CSS use and, ultimately, to increase

the use of CSSs. We used a pre- and

posttest study design. We provided a

baseline survey to each parent following

their written informed consent that in-

cluded a question to assess the stage of

change in CSS-use behavior (Table A,

available as a supplement to the online

version of this article at https://ajph.org).

We then implemented the intervention

components of motivational interviewing

tailored to one of five stages of change

that parents were in (Table 1).

All parents participated in both an

onsite intervention and an online inter-

vention via WeChat that lasted six

months. However, the intervention was

delivered with different strategies, con-

tent focus, and frequency based on

parents’ stage of change in CSS-use

behavior (Table 1). We collected study

outcome data at baseline as well as at

one, three, and six months after the

intervention by phone, WeChat, or on-

line survey. We used 41 questions to

collect data on demographics, stage of

change, knowledge, attitudes, self-

efficacy, and behaviors regarding CSS
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use (Tables A to E, available as supple-

ments to the online version of this arti-

cle at https://ajph.org). The content of

the questionnaire was the same at

baseline and at follow-ups, and it took

parents 15 to 20minutes to complete.

We used SPSS 21.0 (IBM, Somers, NY)

to carry out statistical analyses. We

used a repeated measures one-way

analysis of variance to compare contin-

uous outcome data before and after

the intervention, followed by the Bon-

ferroni posttest. We used the x2 test

for trends to compare count data be-

fore and after the intervention.

PLACE, TIME,
AND PERSONS

The study included parents in five ran-

domly selected confinement centers

(postnatal rehabilitation institutions

that provide postnatal care, postnatal re-

covery, and health training for mothers

and their babies who have just been

discharged from hospital) located in

Shantou, China. The program was imple-

mented from April 1 to November 31,

2021. We assessed and analyzed the

stages of change in CSS use after a

baseline survey (April–June 2021) and

then implemented a TTM-based inter-

vention. Parents were eligible if they

TABLE 1— Program Characteristics, Interview Content, and Strategies for Changing Child Safety Seat
(CSS)–Use Behavior in Each Stage of Change: Shantou, China, 2021

Stages of Change Characteristics Interview Content Strategies

Precontemplationa Not considering the use of CSS Relevance Understand reasons for parents’ reluctance to use CSSs and
their feelings and opinions on using CSSs.

Introduce and describe some cases of road traffic accidents
involving children.

Guide the parents to recall their own car riding experience.
Provide information on the current situation of child road

traffic injuries and misconceptions about riding.

Contemplationa Beginning to consider using CSS
but do not want to take action
yet and have no clear plan

Risk Identify the complex psychology of parents who plan to use
CSSs but are reluctant to take some immediate actions.

Analyze the impact of rides without CSSs on child passengers
and how CSSs protect child passengers.

Introduce CSS types and options.
Provide information on case studies of children’s road traffic

accidents and proper car riding practices.

Preparationa Intending to take action to make
changes and to start building a
usage plan

Reward Understand CSS-use plans made by parents.
Identify the problems and obstacles that can occur in CSS-use

behavioral change.
Provide alternative solutions and techniques.
Provide information about the benefits of using CSSs and the

risks of nonuse.
Guide parents to make a public commitment to using CSSs

regularly.

Actionb Have started using CSS regularly
but for ≤6mo

Roadblock Recognize and encourage the use of CSSs.
Provide materials such as posters related to the proper use of

CSS.
Encourage parents to insist on using the CSS even if their

child refuses or find it troublesome to install and
dismantle, rather than complete nonuse.

Uncover the reasons why parents who have tried to use CSSs
before could not persist.

Assess the detrimental factors that impede CSS-use behaviors
and discuss strategies to address these issues.

Maintenancec Have been using CSS for > 6mo,
with relatively stable behavior

Repetition Give parents positive affirmation to use CSSs regularly and
encourage them to persist.

Strengthen the links among CSS use and child passenger
safety (e.g., reducing head impacts, supporting the baby’s
body and spine).

Note. The duration of onsite and WeChat interventions was 6 months. The WeChat intervention was implemented one or two times per week at each
stage of change.
aThe onsite intervention occurred once for 10 to 15minutes per person.
bThe onsite intervention occurred once every two weeks for 10 to 15minutes per person.
cThe onsite intervention occurred once per month for 10 to 15minutes per person.
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1. were parents of newborns,

2. had no serious postpartum compli-

cations for the newborn or

mother,

3. owned a private car,

4. had WeChat, and

5. agreed to participate in the study

through signed consent.

All participants completed the study

voluntarily and were not compensated.

PURPOSE

CSS use has been proven to be the

most effective tool for protecting child

occupants in MVCs. However, com-

pared with developed countries, CSS

use is considerably lower in China. The

aim of this study was to evaluate a

TTM-based intervention approach for

improvement of knowledge and beha-

viors of CSS use among parents of

newborns.

EVALUATION AND
ADVERSE EFFECTS

A total of 180 parents were eligible and

enrolled in the study; 27 were lost to

follow-up after six months of the inter-

vention. There was no difference be-

tween study participants and dropouts

at baseline. The demographic charac-

teristics of participating parents and

children are shown in Table F (available

as a supplement to the online version

of this article at https://ajph.org). Of

180 parents enrolled, 51.7% were fe-

male, and 43.3% were aged 26 to

30 years. The distribution of the stages

of change in parents before the inter-

vention was 54.4%, 22.8%, 11.1%, 6.7%,

and 5.0% in precontemplation, contem-

plation, preparation, action, and main-

tenance stages, respectively.

Improving Knowledge
and Practice

Parents’ knowledge, attitudes, and self-

efficacy scores were significantly

higher after the intervention compared

with scores at baseline (Table 2). Par-

ents’ knowledge score, attitudes score,

and general self-efficacy score at six

months after the intervention was 3.07

(95% confidence interval [CI]52.85,

3.29), 7.24 (95% CI56.41, 8.08), and

5.78 (95% CI54.68, 6.88) points higher

than that at baseline, respectively

(Table G, available as a supplement to

the online version of this article at

https://ajph.org). Moreover, parents

showed greater improvement in be-

havior after TTM-based intervention,

especially in purchase of CSS and CSS-

use behavior (frequency, installation

location, orientation, whether it is

checked before use and after children

are put into it and the seat belt is fas-

tened). Compared with baseline, the

purchase rate of CSS increased six

months after the intervention (47.7%

vs 26.8%; P5 .001). The percentage of

parents who always used CSS in-

creased (28.8% vs 14.6%; P5 .038).

Among parents who used CSS, more

parents installed CSS in the back row

middle position (46.3% vs 4.8%;

P5 .011), used backward-facing instal-

lation (48.1% vs 19.0%; P5 .036), and

checked the CSS before use (66.7% vs

28.6%; P5 .011) six months after the

intervention compared with their base-

line before the intervention.

Advancing Stage of Change

The distribution of stages of change in

parents at one month following the in-

tervention was not significantly differ-

ent from that at baseline (x254.199;

P5 .380). However, as the intervention

proceeded, the stages of change

showed a trend toward advanced

stages (x2533.246; P< .001). Com-

pared with the baseline stages of

change, the stage span of CSS use

among parents increased as the inter-

vention progressed.

SUSTAINABILITY

The lack of national legislation mandat-

ing CSS use, coupled with low parental

awareness and misconceptions about

child passenger safety, may have con-

tributed to the considerably low CSS

usage in China. In this study, the TTM-

based intervention utilized five different

approaches appropriate to parents in

each of five stages of change, which

were shown to significantly improve

parents’ CSS-use behaviors. Moreover,

in this study, we made a guideline post-

er on the implementation of interven-

tions based on the TTM and explained

it to the researchers, which facilitated

the formation and continuity of best

practices for increasing CSS use. Given

participants in this study were not

evenly distributed across the five stages

of change, future studies should ex-

plore effective strategies that target

specific stage(s) of change for improv-

ing CSS use.

PUBLIC HEALTH
SIGNIFICANCE

To the best of our knowledge, this

study is the first to apply a TTM-based

intervention to improve the CSS-use

behavior of parents of newborns. To

better understand the context of this

study, it is important to note that TTM

divides individual behavior change into

five stages of change, and each stage

corresponds to different readiness

and intention to change a behavior,
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providing effective guidance for chang-

ing individual behavior. This study pro-

vides in-depth and new insights for

interventions aimed at improving the

use of CSS. The TTM-based interven-

tion, which demonstrated improved

knowledge and increased CSS use in

the current study, could be further ap-

plied to promote the use of CSS.
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TABLE 2— Comparative Analysis of Knowledge, Attitudes, and Self-Efficacy Scores and Child Safety Seat
(CSS)–Related Situations of Parents: Shantou, China, 2021

Items

Intervention Time Points, Mean 6 SD or No. (%)

F or x2 PT0 T1 T3 T6

Knowledge scores 2.606 0.83 3.7560.89 5.0460.97 5.6760.79 576.983 < .001

Attitudes scores 19.0563.35 22.3062.58 25.3663.42 26.296 3.18 336.338 < .001

General self-efficacy scores 21.4963.36 23.7862.10 25.9563.70 27.276 5.08 127.459 < .001

Purchased CSS 14.384 .001

Yes 41 (26.8) 60 (39.2) 73 (47.7)

No 112 (73.2) 93 (60.8) 80 (52.3)

Frequency of CSS usea 16.324 .038b

Always 6 (14.6) 11 (18.3) 21 (28.8)

Often 11 (26.8) 24 (40.0) 25 (34.2)

Sometimes 2 (4.9) 7 (11.7) 8 (11.0)

Seldom 2 (4.9) 0 0

Never 20 (48.8) 18 (30.0) 19 (26.0)

Installation location in back row 13.020 .011

Left 12 (57.1) 16 (37.2) 17 (31.5)

Middle 1 (4.8) 12 (27.9) 25 (46.3)

Right 8 (38.1) 15 (34.9) 12 (22.2)

Installation orientation 6.654 .036

Forward 17 (81.0) 31 (72.1) 28 (51.9)

Backward 4 (19.0) 12 (27.9) 26 (48.1)

Whether CSS is checked before use and
after children are put into CSS

8.939 .011

Yes 6 (28.6) 23 (53.5) 36 (66.7)

No 15 (71.4) 20 (46.5) 18 (33.3)

Note. The sample size was n5153.
aTake 10 travels as a unit: always ≥9 times; often56–8 times; sometimes53–5 times; seldom51 or 2 times.
bBased on Fisher exact test.
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HUMAN PARTICIPANT PROTECTION
This study was conducted strictly based on the
Declaration of Helsinki and approved by the
Ethics Committee of the Shantou University
Medical College (No. SUMC-2021-86).
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The renewed attention to health

equity highlights the importance

of ensuring that everyone, regardless of

their social position, resources, or cir-

cumstances, can attain optimal health.

To achieve health equity, high-quality

equity research is needed to produce

evidence for effective policy and pro-

grammatic decision-making. Much has

been written about how health research

can be conducted more equitably. For

instance, to be equitable, research

should reject the notion that research

can be culture free,1 should require that

researchers have a deep understanding

of the history and consequences of

power and racism in their fields,2 and

should account for the differences in

biases and assumptions between

researchers as the standard position

and communities as mere participants.3

To support equitable research, public

health data need to be more equitable,

but the topic of equitable public health

data has received less attention. Trans-

forming public health data systems to

become more equity centered is the fo-

cus of a recent Robert Wood Johnson

National Commission to Transform

Public Health Data Systems Foundation

report titled “Charting a Course for an

Equity-Centered Data System.”4 The

commission presents recommendations

on what is needed to transform the

data narrative (i.e., a way of seeing the

world that can reinforce social norms

and expectations) in the United States.

Public health data are frequently

used to track community problems and

rationalize investments after the fact,

sometimes to the detriment of histori-

cally underrepresented and marginal-

ized communities. To transform this

data narrative, key sectors must ensure

that the current elements of data (e.g.,

measures and indicators) do not per-

petuate systemic inequities. If public

health data systems cannot collect

more precise demographic measures

of race and ethnicity, disability status,

sexual orientation and gender identity,

and language-bridging needs effective-

ly, it becomes difficult to address health

equity. At the heart of the commission’s

message of transformation is the need

to develop governance structures that

value equity, use the diversity of data

across sectors, and include new princi-

ples of data stewardship.

This special section of AJPH furthers

the discourse on how we can build

more equitable public health data and

data systems. The approaches entail

creating better data content, process-

es, and infrastructures. Public health

data should include elements for

identifying health inequities and track-

ing our progress toward greater health

equity locally and nationally. There

needs to be more standardized data

on structural and perceived racism and

other forms of discrimination and ex-

clusion using validated measures, more

representative data with sufficient sam-

ple sizes to disaggregate and identify

the experiences and needs of marginal-

ized communities, and more ongoing

data collection to monitor progress to-

ward health equity.

Additionally, the processes by which

public health data are collected, ana-

lyzed, disseminated, and translated

need to be equitable, diverse, inclusive,

and accessible. For instance, there

needs to be more effective approaches

using data across multiple sectors and

disciplines beyond public health and

medicine, greater data transparency

and broader public data accessibility,

and more meaningful community en-

gagement that does not overburden

disadvantaged communities.

Finally, public health data that are

stored and maintained should be us-

able by, viable for, and trustworthy to

all people. There needs to be greater

data standards and interoperability

across different systems, more funding

and resource opportunities to sustain

these systems, and greater data securi-

ty and privacy to reduce disclosure risk

and potential harm to communities.

The articles in this special section pro-

vide insights and examples from feder-

al, state, and local perspectives and

experiences on how our nation’s public

health survey and surveillance pro-

grams can become more equitable.

O’Hara and Rhodes (p. 1278) share

examples of how federal agencies are

building capacity to produce equitable

data, such as requiring data definitions

to reflect changes in our society,
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changing practices that historically have

disadvantaged certain groups, and

investing in new methods and technolo-

gies to use population data sets.

Sheingold et al. (p. 1301) propose a

framework on upstream structural fac-

tors and downstream consequences

associated with the distribution of social

determinants of health and discuss the

public health data needed to evaluate fe-

deral policies and their progress toward

health equity under the framework.

Sharma et al. (p. 1283) discuss how

California is advancing infrastructure to

support data sharing and data analytics

between the state’s Medicaid and public

health programs to understand andman-

age the health of specific populations, ad-

dress racial/ethnic biases in public health

data, and advance health equity.

Gundanna et al. (p. 1296) describe

their advocacy work involving commu-

nity building and budget allocations to

champion the first-ever data disaggre-

gation law for Asian Americans, Native

Hawaiians, and Pacific Islanders in New

York City and State.

Baker et al. (p. 1287) discuss the bar-

riers to interoperability and use of sex-

ual orientation and gender identity

data in electronic health records across

health care institutions, which limit the

ability to support evidence-based inter-

ventions and further sexual and minori-

ty population health improvement.

These articles provide proof of concept

for equity-centered data across diverse

sectors and perspectives. We hope this

special section inspires action and spurs

progress toward achieving more equita-

ble public health data systems. Further-

more, this special section follows two

previously published special sections in

AJPH building on the central theme of

establishing more accurate, reliable, eq-

uitable, and resilient surveillance and sur-

vey data systems in the wake of the

COVID-19 pandemic: reinventing and

reestablishing public health surveillance

and survey programs in the United

States (https://ajph.aphapublications.org/

toc/ajph/111/12) and addressing public

health data gaps to better understand,

track, and reduce the disparate effects of

COVID-19 among disadvantaged popula-

tions (https://ajph.aphapublications.org/

toc/ajph/112/10).
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The COVID-19 pandemic illustrated

the US government’s inability to

effectively respond to a public health

emergency in a timely manner. Data

quality and availability issues hindered

efforts to understand disparities in

health outcomes, such as the dispro-

portionate impact of the pandemic on

Black and Latino populations. Despite

the Centers for Disease Control and

Prevention’s temporary authorization

to gather and share data, inadequate

capacity and infrastructure resulted in

delayed detection and response, which

cost millions of American lives.

The public health data ecosystem

lacked methods to normalize and syn-

thesize information from thousands of

outdated systems and standards to aid

in that normalization. Legal, political,

and cultural barriers prevented infor-

mation sharing. However, efforts to ad-

dress these obstacles are underway,

with multiple agencies working to reme-

dy the lack of relevant and timely data

for all socio-demographic groups. We

highlight a selection of federal initiatives

that are investing in equitable data.

IMPROVING
DEMOGRAPHIC DATA

Many federal agencies are actively

working on equity issues and

complying with executive orders1,2 to

advance racial equity and support for

underserved communities. This section

focuses on federal initiatives involving

data collection, particularly activities in

the US Department of Health and Hu-

man Services (HHS), Census Bureau,

and Office of Management and Budget

(OMB) to improve demographic data

collection and standardization.

Through the Equitable Data Working

Group,3 chaired by the OMB, agencies

are improving methods to collect data

that can be disaggregated across popu-

lation groups and relevant geographies.

For the first time since 1997, OMB

plans to revise Statistical Policy Direc-

tive No. 15: Standards for Maintaining,

Collecting, and Presenting Federal Data

on Race and Ethnicity to ensure that fe-

deral agencies are collecting compara-

ble, representative data. As OMB notes,

there have been “large societal, politi-

cal, economic, and demographic shifts

in the United States” during the last

25 years, necessitating a review of the

standards4 to reflect increased racial

and ethnic diversity in the United States

and to accurately depict growing num-

bers of people who identify as more

than one racial or ethnic category.

The Census Bureau has collected

data on race since the first census in

1790 and on Hispanic or Latino origin

since 1970. The Census Bureau regu-

larly assesses the quality and complete-

ness of its data. Nine million people

reported multiple race groups in 2010;

that number rose to 33.8 million in

2020. Under the current standards,

race is collected separately from ethnic-

ity. Research indicates that a growing

number of Hispanic respondents are

not selecting a race or choosing “Some

Other Race.” This was confirmed in the

2020 Census, when nearly 50 million

people identified as “Some Other Race”

(45.3 million people of Hispanic or

Latino origin were classified as “Some

Other Race” either alone or in combina-

tion, compared with only 4.6 million

people who were not of Hispanic or

Latino origin). Census Bureau research

has demonstrated that more specific

and accurate responses are obtained

when using a “combined question” that

asks what categories describe a per-

son. Such question changes can ensure

that our increasingly diverse population

is accurately reflected in data.

Statistical Policy Directive No. 15 re-

view is also considering adding a new

minimum race category for Middle

Eastern or North African (MENA). Add-

ing a MENA race category5 will give peo-

ple descending from 22 Arab countries,

three non-Arab MENA countries, and

three transnational communities visibil-

ity in data. MENA data could then be

used in health and social science re-

search, including research to improve

immigrant and language services, and

hate crime reporting.

Administrative data and electronic

health records also have data collection

problems for race and ethnicity. In the

public health sphere, 70% of fields for

race and ethnicity are missing on elec-

tronic health records.6 State data sys-

tems are missing race and ethnicity

data for large fractions of their client
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records as well. For example, data on

race and ethnicity are regularly missing

in state eligibility and claims systems,

limiting the Centers for Medicare and

Medicaid Services’ (CMS’s) ability to as-

sess program utilization and character-

istics of Medicaid enrollees. A recent

Census Bureau study found that 19%

of Medicaid beneficiaries were missing

race data overall, but the missingness

varied widely by states. This report,

“Enhancing Race and Ethnicity Informa-

tion in Medicaid Data,”7 illustrated how

decennial census and American Com-

munity Survey data can fill in the miss-

ing information to produce statistics,

reducing the percentage with missing

information from 19% to 7%. Such

efforts will address a growing data

gap: a 2022 CMS report noted that in

2016, seven states reported missing

race/ethnicity information for 50% or

more of their beneficiaries.

Neglecting to correctly measure and

capture an increasingly diverse popula-

tion undermines ongoing federal efforts

to achieve health equity. For example, a

recent Kaiser Family Foundation study8

found that when Asian subcategories are

aggregated, the population may appear

to fare better than White populations

across various indicators. The report

highlights the variation in the uninsured

rate between Asian and Native Hawaiian

and other Pacific Islander (NHOPI) sub-

groups, finding that NHOPI subgroups

are more likely to be uninsured com-

pared with the Asian population—a

finding that is lost when the Asian subca-

tegories are combined. Broad racial

aggregation can also distort other varia-

tions in economic and health outcomes,

which can lead to federal programs and

policies inadvertently misallocating in-

vestment into less needy groups.

Improvements to demographic data

extend beyond race and ethnicity, with

important work underway regarding

sexual orientation and gender identity

(SOGI). Building on a decade of work

across federal agencies,9 best prac-

tices10 have emerged to capture data

beyond male and female designations.

SOGI research and testing are under-

way on various data collections across

agencies. The Collaborating Center for

Questionnaire Design and Evaluation

Research at the National Center for

Health Statistics (NCHS) is currently

leading efforts to design, test, and im-

plement various SOGI questions for fe-

deral surveys and other government

agency data collections, such as a sin-

gle, nonbinary gender question for fe-

deral health surveys.11 Collecting SOGI

will enable research on health dispari-

ties suffered by lesbian, gay, bisexual,

transgender, queer or questioning, in-

tersex, and asexual individuals, such as

differential cancer rates and risks of

anxiety and depression.

Beyond these efforts to improve de-

mographic data collections, efforts are

also underway to improve other data

elements sought by equity assess-

ments. The Census Bureau is blending

data from surveys, censuses, and ad-

ministrative records to improve data on

earnings, addressing missingness and

underreporting by using multiple

sources of data, illustrated in the Na-

tional Experimental Wellbeing Statis-

tics12 project. More accurate income

data will lead to better studies of in-

equality and economic mobility. The

Census Bureau is exploring methods to

measure citizenship using administra-

tive data,13 a worthy (and politically

charged) project since self-response

rates on that variable have dropped

steadily in the American Community

Survey.14

These efforts are likely to transform

how we measure our population. The

Equitable Data Working Group recom-

mended capacity building to assess eq-

uity within and across data sources.15

Researchers should encourage trans-

parency in these assessments and

ensure that agencies consider how

data collections impact measures of

disparities and outcomes and support

resources across agencies to maintain

complete, comparable data.

IMPROVING EQUITABLE
ACCESS TO DATA

Data access has not been equitable; in

too many cases, access relied on per-

sonal connections and unwritten rules.

Federal agencies have publicized their

data inventories and learning agendas

as directed by the Foundations for

Evidence-Based Policymaking Act16 (the

“Evidence Act”). The Evidence Act

requires agencies to name a chief data

officer, evaluation officer, and statistical

official to improve the collection, man-

agement, analysis, and use of data

across agencies and departments.

These requirements are already show-

ing tangible impacts for data users and

researchers. For example, the HHS Sta-

tistical Official has led efforts to im-

prove metadata and apply consistent

tagging and digital object identifiers to

their data sets, increasing the discover-

ability and usability of their data assets.

The Evidence Act also required OMB

to establish “one front door” leading

users to government data assets. In

launching Researchdatagov.org, with

its growing index of government data

sets available for research, agencies

have taken a big step forward in democ-

ratizing data access. Before this site

launched, those seeking federal govern-

ment data sets had to contact individual

agencies and navigate their separate

application processes. The catalog in
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Researchdatagov.org further helps

researchers and policymakers under-

stand where current data gaps exist.

Agencies are also helping research-

ers discover data equity resources. For

example, the HHS Assistant Secretary

for Planning and Evaluation highlights

demographic and economic character-

istics to support analyses of health dis-

parities, as seen in the inventory17 of

products resulting from the Patient-

Centered Outcomes Research Trust

Fund and the HHS-wide inventory18 of

federal data for conducting patient-

centered outcomes research on eco-

nomic outcomes.

Addressing the recommendation of

the Equitable Data Working Group to

provide tools that help users analyze

and navigate data, the Census Bureau

has released multiple data equity tools19

that illustrate digital equity, economic

mobility, community resilience, and

more. The Census Bureau has also de-

veloped data products that inform stud-

ies about social determinants of health,

including demographic portraits20 of

Supplemental Nutrition Assistance Pro-

gram recipients, an interactive tool for

analyzing small-area income and poverty

estimates by age,21 and My Community

Explorer,22 which provides economic, so-

cial, race and ethnicity, and business pro-

files through a user-friendly, interactive

map. These resources, data inventories,

and tools alike enable users to more eas-

ily find, explore, and compare data—

making access to data more equitable.

The pandemic compelled federal agen-

cies to reevaluate data infrastructures to

address pressing policy challenges. New

laws, including the Evidence Act de-

scribed previously, and the Creating

Helpful Incentives to Produce Semicon-

ductors and Science Act of 202223 (CHIPS

Act) facilitate the collection, maintenance,

and evaluation of federal, state, local,

territorial, and tribal data to strengthen

capacity-building efforts. Specifically, the

CHIPS Act establishes a National Secure

Data Service (NSDS) demonstration pro-

ject to show how a government-wide

data linkage and privacy protection strat-

egy could evolve and support research-

ers and equity assessments.

The Advisory Committee on Data for

Evidence Building report,24 released in

October 2022, generated recommenda-

tions for how an NSDS could expand

access to data, enable robust, accurate

data linkages, and develop privacy-

preserving techniques. The Committee

recommended that the NSDS consider

potential harms to vulnerable and mar-

ginalized populations when their data

are used, specifically assessing the value

of linkages and analyses relative to priva-

cy concerns. An NCHS pilot (https://bit.ly/

3Fltv9G) has been launched to deter-

mine promising uses for interoperable vi-

tal statistics, given the variation in unmet

measurement needs across federal,

state, and local levels. These needs are

difficult to address because of chronic

underinvestment in data infrastructure.

Federal agencies are investing in sys-

tem modernizations to enable real-time

data sharing with other federal agen-

cies, state and local governments, and

private and nonprofit data collectors.

HHS has made strides toward interop-

erability at scale by establishing gover-

nance models within health information

networks. HHS leadership on the

Trusted Exchange Framework and Com-

mon Agreement (https://bit.ly/3tCgru5)

focuses on transparency and privacy,

which are critical for health data equity.

ADVANCING EQUITABLE
METHODS

Federal agencies are actively exploring

how artificial intelligence (AI) and

machine learning can be used respon-

sibly to ensure more ethical and equita-

ble uses of federal health data. Current

efforts include HHS’s development of a

Trustworthy AI (https://bit.ly/46t7Ubc)

playbook to reduce risks and build pub-

lic trust when applying AI in federal

activities and the National Cancer Insti-

tute’s encouragement of greater atten-

tion to data bias (https://bit.ly/46zTeHg)

when employing AI. NCHS is also in-

creasing its use of AI; they currently em-

ploy AI tools in survey operations for

nonresponse detection, to code cause

of death using text strings (https://

www.cdc.gov/nchs/nvss/medcoder.

htm), and to identify and replace per-

sonally identifiable information provid-

ed in interviews using speech-to-text

software. These efforts result in greater

efficiency and better data quality.

HHS also leads in research on using

privacy-enhancing technologies that

reduce risks of disclosure for groups

and individuals in data sets. Privacy-

preserving data linkages have been

tested and implemented in the Nation-

al COVID Cohort Collaborative (https://

ncats.nih.gov/n3c), National Institutes

of Health’s All of Us25 program, and

NCHS’s linkage (https://bit.ly/3QkEoig)

of the National Hospital Care Survey

with Medicaid data. Federal investment

in high-risk, high-reward projects is de-

veloping through the Advanced Re-

search Projects Agency for Health

(ARPA-H; https://arpa-h.gov). Following

other ARPAs, ARPA-H will invite both

public and private organizations to de-

sign innovative solutions to complex

problems. This represents a major shift

in how federal agencies fund medical

research, supporting the next genera-

tion of moonshots for health, advanc-

ing both science and the awareness

of diversity and equity issues. We look

forward to seeing how ARPA-H can
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accelerate secure, responsible health

surveillance and AI-enabled solutions

to reduce disease burdens and find

cures.

It is also worth noting where federal

policies spur changes among providers

and health information systems. In

2024, CMS (https://bit.ly/48Yt4je) and

many states will require hospitals to

implement SDOH screenings for all

patients aged 18 years and older, there-

by creating a consistent collection of

standardized data that various agencies

can use. Many vendors offer the ability

to collect data on these social factors

(https://bit.ly/3Q20B38) that influence

health status but are not directly medi-

cal, through standardized, structured

data fields (i.e., Z-codes). SDOH indica-

tors range from housing stability to so-

cial connectedness. Information can be

collected during clinical encounters by

providers, social workers, community

health workers, case managers, patient

navigators, and nurses through health

risk assessments, screening tools, and

self-reporting. The Joint Commission

(https://bit.ly/3S28CIc) and the National

Committee for Quality Assurance creat-

ed requirements and reimbursement

incentives to collect richer SDOH data.

Federal agencies could incentivize

SDOH data collection—especially across

Medicare Advantage, Medicaid, and

commercial payers. Some providers are

concerned about asking patients about

their unmet housing, food, and safety

needs without having adequate

resources to provide them. To mitigate

some of these concerns, the Centers for

Disease Control and Prevention has

provided grants (https://www.cdc.gov/

populationhealth/sdoh/index.htm) to

state, local, territorial, and tribal jurisdic-

tions to implement cross-sector inter-

ventions that impact many of these

social needs.

SUMMARY

We have highlighted numerous, ongoing

federal initiatives and activities, including

large-scale investments, major changes

in data collection and access, and subtle

but meaningful changes in processes.

Were you aware of these activities? If

not, consider tracking research coming

out of the Federal Committee on Statisti-

cal Methodology (https://www.fcsm.gov)

and the NSDS demonstration project

(https://ncses.nsf.gov/about/national-

secure-data-service-demo#card1896)

to stay informed on data standards and

methods that improve equitable data

access and uses.

Researchers and public health pro-

fessionals need to engage with federal

agencies to achieve a public health

data system with complete and accu-

rate data to identify and address

inequities. We need to acknowledge

the need to collect and use demo-

graphic characteristics that reveal

unique aspects of our population. It is

critical that all groups are visible, as

they grow or shrink in number, and as

they disperse across regions or cluster

together. Among federal statistical

agencies, there is tension between visi-

bility and privacy for these groups. We

need a constructive, open dialogue on

resolving this tension to find balance

between data privacy and utility.
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Driving health equity and eliminat-

ing health disparities has been a

core tenet for California’s public pro-

grams. With more than 15 million peo-

ple in California covered by Medi-Cal,

the state’s Medicaid program, there are

approximately one in three individuals

and one in two children and youths

who receive health care through Medi-

Cal.1 The California Department of

Health Care Services (DHCS), which

administers Medi-Cal, has historically

worked closely with state and local pub-

lic health departments, including the

California Department of Public Health

(CDPH), to support data sharing and

data infrastructure.

In January 2022, the DHCS embarked

on a multiyear transformational set of

initiatives called California Advancing

and Innovating Medi-Cal (CalAIM)

to transform health care, including

launching a statewide population

health management (PHM) program to

introduce new benefits and services to

promote whole-person care.2 We high-

light the existing DHCS and CDPH

partnerships for data processes and

infrastructure, key lessons learned,

and how the collaboration will further

support the CalAIM PHM program.

DATA SHARING

Although the scope of work done by

DHCS and CDPH is different, both state

departments form critical components

of California’s complex health care sys-

tem. DHCS is the backbone of Califor-

nia’s health care safety net and helps

millions of low-income and disabled

Californians with access to affordable,

integrated, high-quality health care, in-

cluding medical, dental, mental health,

and long-term care and substance use

treatment services. CDPH’s fundamen-

tal responsibilities are comprehensive

in scope and include infectious disease

control and prevention, food safety, en-

vironmental health, laboratory services,

patient safety, emergency prepared-

ness, chronic disease prevention and

health promotion, family health, health

equity, and vital records and statistics.

Despite the two distinct focuses of

these departments, there are signifi-

cant interactions and areas of synergy

between them. These commonalities

have formed the basis for establishing

data-sharing frameworks between

DHCS and CDPH to ensure data com-

pleteness and to improve outcomes for

Medi-Cal members. We highlight two

specific examples: blood lead screening

and COVID-19 vaccinations.

DHCS and CDPH work together to

monitor blood lead screening of chil-

dren and the treatment of children

with positive results for blood lead. For

example, Medi-Cal and CDPH both

conduct blood lead monitoring and

interventions for children. CDPH, in col-

laboration with the local public health

departments, conducts environmental

assessments as well as testing and

care coordination for children with

lead exposure identified in blood tests.

Consequently, CDPH focuses on the

health of communities by identifying

and mitigating exposure to lead and

making sure treatment occurs. The

Medi-Cal program requires all children

to have blood lead screening tests at

ages one and two years in accordance

with federal and California regulations.3

DHCS reports these screening rates as

part of annual federal Centers for Medi-

care andMedicaid Services (CMS) report-

ing requirements (form CMS-416) for the

early and periodic screening, diagnostic,

and treatment benefit.4,5 Historically,

the blood lead screening rate on the

CMS-416 for children younger than six

years who are covered by Medi-Cal has

been less than the national average for

children in Medicaid programs.6 DHCS

reporting through the CMS-416 is based

Editorial Sharma et al. 1283

TOWARD MORE EQUITABLE PUBLIC HEALTH DATA
A
JP
H

D
ecem

b
er

2023,Vo
l113,N

o
.12



strictly on claims and encounter data

submitted to DHCS. Recognizing that

there may be limitations in claims and

encounter data, DHCS partnered with

CDPH, which maintains a statewide reg-

istry of blood lead tests and results for

all children, to do an in-depth analysis.

The departments were able to use the

Interagency Data Exchange Agreement

as the data-sharing agreement to sup-

port this work.7

After the execution of the data-

sharing agreement, the departments

were able to share and link data to as-

sess a more accurate screening rate.

A point-in-time analysis using Medi-Cal

claims or encounters reported that ap-

proximately 55% of Medi-Cal members

who were younger than three years

were screened for blood lead levels

in 2016.8 When combined with CDPH

registry data, DHCS reported approxi-

mately a 10% higher screening rate for

Medi-Cal members compared with us-

ing Medi-Cal claims data alone.8 In ad-

dition to identifying more accurate

screening rates for Medi-Cal members,

using the combined data reduces

unnecessary duplicate testing for

Medi-Cal members. Based on the initial

analysis, the departments have contin-

ued to share data for monitoring and

outreach, including sharing data with

Medi-Cal managed care plans to im-

prove screening and treatment of chil-

dren in Medi-Cal. Lessons learned from

this example include the importance of

combining data sources to have a more

complete understanding; data-sharing

agreements, such as the Interagency

Data Exchange Agreement; and rela-

tionships between departments to

serve common populations.

Based on the lessons learned from

the blood lead screening example in

addition to other data sharing between

DHCS and CDPH, the departments had

processes for data sharing in place

that could be used in response to the

COVID-19 public health emergency.

Specifically, DHCS and CDPH were able

to use the existing data processes to

quickly share COVID-19 vaccination

data in a similar manner. Information

from the California Immunization

Registry, which CDPH maintains, were

matched for Medi-Cal members for

COVID-19 vaccinations. Similar to blood

lead screening data, DHCS data included

data only fromMedi-Cal claims for the

administration of the vaccine. Given the

extensive federal funding for the vaccine,

this resulted in claims representing a

very small number of vaccinations for

the Medi-Cal population. California Im-

munization Registry records included

vaccination information from almost all

locations that were providing COVID-19

vaccinations. Supplementing DHCS data

with California Immunization Registry

data demonstrated that Medi-Cal vacci-

nation rates were significantly lower,

sometimes as much as 30%, than the

general population’s rates.9

The data informed DHCS, and efforts

were immediately redirected to improve

vaccination rates among Medi-Cal mem-

bers. Additionally, other disparities were

analyzed, including using the vaccine eq-

uity metric developed by CDPH. Based

on the shared data analysis, DHCS part-

nered and shared member-level infor-

mation for COVID-19 vaccination uptake

with managed care plans and other

partners to facilitate improved and equi-

table outreach and accountability for

COVID-19 vaccination services.9 The

shared COVID-19 vaccination rate data

also informed state policies, and more

than $350 million was allocated to equi-

table COVID-19 vaccination efforts

across the state from 2021 through

2022 through a managed care plan in-

centive payment program.10,11

The incentive program encouraged

managed care plans to track vaccina-

tion rates among their members

through outreach efforts to under-

served communities, establishment of

data systems, and collaboration with

state and local partners to ensure equi-

table access to COVID-19 vaccines.

With this funding, the managed care

plans conducted baseline assessments

and follow-ups and identified targets

and gaps for vaccination programs.

At the conclusion of the incentive

program, many managed care plans

reported higher rates of vaccinations,

some up to 18%, for their members.12

Lessons learned from this example in-

clude the importance of building on

previous experience, having compre-

hensive data to inform policy, and con-

tinued monitoring to document the

impact of the policies.

POPULATION HEALTH
MANAGEMENT PROGRAM

In DHCS, CalAIM is a set of initiatives

with goals to (1) identify and manage

the health care needs of Medi-Cal

members through whole-person care

approaches and social drivers of

health; (2) improve quality outcomes,

reduce health disparities, and trans-

form the delivery system through

value-based initiatives, modernization,

and payment reform; and (3) decrease,

for the enrollees, the complexity of nav-

igation through the Medi-Cal system.2

One of the key initiatives in CalAIM is

the PHM, which provides an approach

that includes processes such as data-

driven risk stratification, predictive ana-

lytics, identification of gaps in care, and

standardized assessment to identify

Medi-Cal members’ health needs and

promote wellness.
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The data are also used to prevent

illness by understanding the risk of

poor physical, behavioral, and social

outcomes and providing appropriate

services and supports. Through the

program, members have efficient ac-

cess to not just physical health care but

also behavioral and oral health, long-

term services and supports, and devel-

opmental and intellectual disabilities

services. Given that close to 90% of

Medi-Cal members are served by man-

aged care plans, the CalAIM PHM pro-

gram focuses on managed care plans

to provide whole-system and person-

centered services across the continu-

um of care.1

Managed care plans have previously

evaluated the population’s health and

social needs in a fragmented manner

that has resulted in siloed and incom-

plete data practices. Since the success-

ful implementation of CalAIM, the PHM

program requires the integration of

data from various health and social

departments. Lessons learned from

data-sharing practices between DHCS

and CDPH will be used. First, the man-

aged care plans are directed to conduct

a systematic and equitable population

needs assessments in collaboration

with the local health departments, in-

cluding CDPH. Data from these assess-

ments will be provided to DHCS on a

regular basis and will be used for con-

ducting data-driven risk stratification

and predictive analytics to standardize

health program assessment and identi-

fy community needs and gaps in care

management, care coordination, and

care transitions.

In addition, DHCS has been working di-

rectly with public health partners to ad-

dress key components necessary for

PHM program implementation, including

new requirements effective January

2024 for shared responsibilities between

managed care plans and local public

health programs in memoranda of un-

derstanding, data-sharing processes for

critical public health preventive services,

and guidance to synergize analogous

efforts of local managed care plans and

public health departments.

Under the PHM program, DHCS and

CDPH are working together to build on

the existing data infrastructure and cre-

ate new data integration opportunities

for Medi-Cal members with public pro-

grams to address social drivers of

health. This includes the development

of memoranda of understanding tem-

plates that managed care plans will be

able to use with local health depart-

ments and local Special Supplemental

Nutrition Program for Women, Infants,

and Children (WIC) program depart-

ments to maximize the enrollment of

eligible individuals into WIC programs

as early as possible during pregnancy.

In the context of CalAIM, DHCS has re-

ceived approval from CMS to fund

health-related social needs through the

Medi-Cal program with the condition

that individuals eligible for other social

programs, such as WIC, be served by

those programs.13

This dual approach to data sharing

and collaboration under the CalAIM

PHM program decreases the duplica-

tion of data collection and increases

the efficiency of health and social ser-

vices programs in the various state

departments. Furthermore, managed

care plans, health care organizations,

and the state will use these data to ad-

dress whole-person health and social

needs and to respond appropriately

and in a data-driven manner to popula-

tion health needs, including outbreaks

and threats.

By supplementing traditional claims

and encounter data with public health

data (e.g., immunization registries, vital

records, blood lead screening, and oth-

er registries), DHCS can get a more

comprehensive picture of population

gaps in care that do not rely on health

care utilization alone, which is known to

favor those who receive services. The

data generated, including those for

social drivers of health, will thus be

comprehensive, equitable, and tar-

geted toward measuring performance

and quality metrics while complying

with federal and state requirements.

DHCS will further use the data to in-

form policies on health and social

programs, public and stakeholder edu-

cation, and quality improvement pro-

grams, including those designed to

promote health equity among its mem-

bers and increase the state’s focus on

health equity data.

CONCLUSIONS

DHCS and CDPH have collaborated for

years to share data to improve services

and health outcomes under specific pre-

ventive and public health programs for

Medi-Cal members. In the process, the

two departments have established a

data-sharing infrastructure that can be

quickly repurposed, as demonstrated by

its recent use for COVID-19 vaccination

record sharing during the pandemic.

DHCS’s CalAIM PHM program will now

use and build on the existing data infra-

structure to evaluate and improve popu-

lation health outcomes for Medi-Cal

members and to address disparities

and health equity.
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The importance of sexual orienta-

tion and gender identity (SOGI)

data in identifying and reducing health

disparities has received increasing na-

tional attention in the United States

over the past 10 years, resulting in

more widespread collection of these

data in population surveys, public

health surveillance, administrative data

systems, and electronic health records

(EHRs).1–3 These data have helped

identify disparities related to sexual ori-

entation and gender identity pertaining

to critical public health concerns, such

as mental and behavioral health condi-

tions, exposure to violence, COVID-19

incidence, HIV prevention and treat-

ment needs, cancer-screening rates,

and tobacco use.1

These health inequities require

evidence-informed public health inter-

ventions at the local, state, and national

levels to protect and promote the

health of sexual and gender minority

(SGM) populations nationwide. They

also point to the need for comprehen-

sive data sets that permit data

disaggregation to further investigate

SGM disparities in relation to age and

specific SGM identities (e.g., people

who identify as queer, asexual, or pan-

sexual) and robust intersectional analy-

ses of inequities affecting SGM people

with multiple marginalized identities,

such as SGM people with disabilities

and SGM people of color.4

The SGM population in the United

States is growing: as of 2022, a little

more than 7% (roughly 14 million peo-

ple) of US adults identified as LGBTQ

(lesbian, gay, bisexual, transgender/-

sexual, queer or questioning). Still,

however, few public health surveys and

other data collection instruments con-

sistently include SOGI measures.4,5

These data gaps demand innovative

approaches to gathering, analyzing,

and using SOGI data for public health

purposes. At the same time, particularly

in the ongoing aftermath of the COVID-

19 pandemic, jurisdictions across the

United States are increasingly aware of

the need to enhance the quality, avail-

ability, and utility of a broad array of

public health data. Many of these

efforts, including electronic case report-

ing and the Data Modernization Initia-

tive through the Centers for Disease

Control and Prevention, focus on EHRs

as a rich potential source of

information about individual- and

population-level demographics, expo-

sures associated with health risks,

treatment and care utilization patterns,

and health outcomes. These initiatives

have the ability both to make public

health surveillance timelier and more

comprehensive and to help bridge the

lingering chasm between public health

and clinical medicine.

Achieving the full promise of EHR

data for both US public health pur-

poses and SGM population health

improvement requires addressing the

many obstacles that remain in the col-

lection and use of valid SOGI data in

EHRs. A baseline challenge is that many

health care institutions historically do

not collect SOGI data or attempt to

identify SGMs among their patient

populations. This is changing as under-

standings of health disparities have

evolved, and barriers to SOGI data col-

lection have now increasingly shifted

toward operational challenges related

to the collection of these data in prac-

tice. Another key challenge is missing

or inadequate data caused by factors

such as data collectors’ refusal to ask

SOGI questions; respondents choosing

not to respond, particularly when limit-

ed response options do not reflect

their identities; and inaccurate or vague

SOGI categories, such as “other,”

“something else,” or “not sure.”2,5,6

But even when SOGI data are avail-

able at individual institutions, inconsis-

tent definitions of key terms across

health care organizations and EHR sys-

tems limit the ability to consolidate and

harmonize data from multiple
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institutions, reducing the sample size

and power of data from aggregate SGM

cohorts that can be used to support

evidence-based interventions. To ad-

dress this limitation, federal and public

health agencies must take greater ac-

tion to understand and enhance SOGI

data interoperability. Interoperability—

that is, ensuring that EHR systems can

communicate with each other, ex-

change data, and use data that have

been exchanged—is essential for the

creation of data sets with sufficient

SGM patient numbers to permit mean-

ingful population and public health

usage.7

CURRENT GUIDELINES
FOR DATA
INTEROPERABILITY

The US Department of Health and Hu-

man Services has developed and main-

tains two guidelines that facilitate EHR

data interoperability across the US

health care industry: the Interoperabili-

ty Standards Advisory and the US Core

Data for Interoperability (USCDI), both

overseen by the Office of the National

Coordinator for Health Information

Technology. The Interoperability Stan-

dards Advisory, first issued in 2015,

provides a list of standards and imple-

mentation specifications to facilitate in-

teroperability among health entities for

clinical, public health, and research pur-

poses.8 It is intended to help health in-

formation technology system designers

and implementers identify broadly

accepted data standards that promote

the easy exchange of information

between entities.

First implemented in 2020, the USCDI

is a curated set of health data classes

and elements that establishes a base-

line for which data must be exchange-

able between entities for a wide range

of uses.9 Version 1 of the USCDI had no

SOGI data elements; however, SOGI

data have been included beginning

with version 2 in 2021.9 In effect, the

USCDI lays out the requirement that

SOGI data collected in EHRs can be ex-

changed, whereas the Interoperability

Standards Advisory provides an over-

view of the terminology that can be

used to effectuate that requirement.

The USCDI and Interoperability Stan-

dards Advisory, which are frequently

updated, provide clear direction for the

standardized electronic exchange of

EHR data, including SOGI data, and lay

a foundation for systemized capture

and use of these data.9

The Bureau of Primary Health Care in

the Health Resources and Services Ad-

ministration also provides standardized

guidance on SOGI data collection. The

bureau funds more than 1500 federally

qualified health centers and look-alike

clinics in underserved communities

around the country through its Health

Center Program.10 Health centers in

the program are required to provide

Health Resources and Services Admin-

istration with standardized information

about important metrics, such as pa-

tient characteristics, services provided,

and health outcomes, on a yearly basis

via the Uniform Data System.10 The

Uniform Data System began including

SOGI data elements as a reporting re-

quirement in 2016, and the Health

Resources and Services Administration

provides definitions for each SOGI cate-

gory to guide how data should be

reported; the definitions were most re-

cently updated in 2018.11

CHALLENGES AND
OPPORTUNITIES

Although progress has been made in

recent years to improve the collection,

analysis, and reporting of SOGI data to

shape clinical and public health inter-

ventions, we are now at an especially

critical juncture for this work. In 2022, at

the behest of the National Institutes of

Health, the National Academies of

Sciences, Engineering, and Medicine re-

leased a report outlining the methodo-

logical evidence for measuring sexual

orientation, gender identity, and sex.

The report provides recommendations

for best practices and specific measures

to be used in surveys and research, ad-

ministrative, and clinical and other

health settings.5 The Indian Health Ser-

vice recently announced that it will add

SOGI fields to its EHR system, and states

are increasingly enacting laws to incor-

porate SOGI measures into public

health data systems.12,13

Additionally, the Biden–Harris Admin-

istration has provided policymakers

across all levels of government with a

suite of tools that can be used to im-

prove SOGI data collection in health

care settings and beyond. For instance,

Executive Order 14075, issued in June

2022, requires federal agencies to pro-

mote inclusive and responsible SOGI

data collection and resulted in the 2023

Federal Evidence Agenda on LGBTQI1

Equity.14 The executive order also

requires federal agencies to develop

and implement SOGI data action plans

detailing how they will use SOGI data to

advance equity for LGBTQI1 (lesbian,

gay, bisexual, transgender/-sexual,

queer or questioning, intersex, and all

subsects) populations as outlined by

the Federal Evidence Agenda.14

As the federal government continues

to expand SOGI data collection require-

ments that promote evidence-based

policymaking and advance health equi-

ty for SGM communities, there are

multiple opportunities for the Depart-

ment of Health and Human Services in
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particular to take action to enhance

SOGI data interoperability. For exam-

ple, as the Office of the National

Coordinator for Health Information

Technology continues to update the

USCDI, it can maintain the requirement

that certified EHR systems use a speci-

fic standard (e.g., SNOMED CT) to

capture SOGI data. To ensure that the

required standard includes up-to-date

terminology and does not retain out-

dated and potentially offensive terms

such as “homosexual,” “female-to-

male,” or “male-to-female,” standard

developers can look to examples such

as the Gender Harmony Project’s col-

laborative efforts to update health level

7 terminology to align with both clinical-

ly useful and culturally appropriate con-

cepts of sex and gender.15

The National Institutes of Health has

released notices of funding opportuni-

ties to explore methodological

advances in the collection of SOGI data;

more research efforts should look spe-

cifically at SOGI data capture and ex-

change in and across EHR systems. As

part of the Centers for Disease Control

and Prevention’s Data Modernization

Initiative, it is also critical that the De-

partment of Health and Human

Services and state public health depart-

ments work together to enhance SOGI

data collection, which may require mi-

grating legacy data systems to partici-

pate in new data-sharing systems or

the creation of new data infrastructure.

Interoperable SOGI data are key to

building a more equitable public health

system that effectively addresses

health disparities for SGM populations.

Consolidating and harmonizing data

from multiple health care institutions

offer the ability to increase the sample

size and power of SGM cohorts that

can drive investigations of health risks,

needs, and outcomes in these

communities. Public health agencies

must take further action to address

barriers to the interoperability and use

of SOGI data in EHRs to realize the full

potential of these data for both US

public health purposes and SGM

population health improvement.
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Health equity is defined as “attain-

ment of the highest level of health

for all people” and encompasses fair and

just opportunities for everyone to be as

healthy as possible.1 Health equity re-

search examines the existence of health

disparities and their underlying factors,

which can be categorized into broad

determinants of health, including genet-

ics, behavior, environmental influences,

medical care, and social factors.2 The last

category, also known as social determi-

nants of health (SDOH), includes social

and structural factors, such as racism

and discriminatory practices and poli-

cies.3 Healthy People 2030 categorizes

SDOH into five domains4: education ac-

cess and quality, economic stability,

health care access and quality, social

and community context, and neighbor-

hood and built environment. Evidence

shows that SDOH influence a wide range

of health outcomes5,6 and nutritional

status.7 Exposures to adverse SDOH,

such as food deserts and unsafe neigh-

borhoods, are inequitably experienced

by subgroups that vary by race and eth-

nicity, socioeconomic status, and other

characteristics historically associated

with discrimination or exclusion. Varia-

tion among groups in access to

resources and their differential vulnera-

bility to adverse exposures result in

health disparities.8

Collecting high-quality data on SDOH

is an important part of the US Depart-

ment of Health and Human Services’

strategy for achieving health equity.9 To

identify health disparities, the National

Center for Health Statistics (NCHS) prior-

itizes advancing health equity research

through data collection and analysis re-

lated to social factors associated with

health inequities. Conducted by NCHS,

the National Health and Nutrition Exam-

ination Survey (NHANES) is a series of

cross-sectional surveys that collect na-

tionally representative data for adults

and children in the United States.10

NHANES data are used to produce

national estimates on disease preva-

lence, nutritional status, and environ-

mental exposures. Distinct from other

national surveys, NHANES collects mul-

timode data through interviews, health

examinations, and laboratory testing

using a complex sampling design.11

Since 1999, NHANES has operated

continuously and released public use

files for each two-year cycle with data for

approximately 10000 participants. An

exception is the 2017 to March 2020

prepandemic data release, which com-

bined the 2017 to 2018cycle with the

subsequent cycle that was suspended in

March 2020 because of the COVID-19

pandemic. A full description of NHANES

is available at www.cdc.gov/nchs/nhanes.

Given the importance of understanding

the role of SDOH in health outcomes, we

discuss the content and utility of NHANES

as an important source of nationally rep-

resentative data for supporting health eq-

uity research, especially studies examining

SDOH. Specifically, we describe NHANES

data collected on determinants of health

related to genetics, behavior, and environ-

mental influences, while emphasizing

data captured on SDOH-related factors.

Additionally, we describe NHANES’ socio-

demographic characteristic data, which

can be used to characterize population

subgroups with inequitable exposure to

SDOH as well as NHANES’ links to external

data sources to expand contextual

SDOH-related data. Finally, we discuss

future opportunities that could enhance

NHANES’ capacity to contribute to SDOH

research.

GENETICS, BEHAVIOR,
AND ENVIRONMENT

NHANES has provided essential data

for tracking our nation’s progress to-

ward meeting Healthy People and other

public health objectives and measuring

disparities in exposures, health condi-

tions, and outcomes. NHANES data

from dietary and health interviews,

health examinations, and biospecimen

testing (e.g., measurement of metabo-

lites, inflammatory markers, antibody
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levels) are used to identify chronic con-

ditions, infectious diseases, food intake

and nutritional status, and toxic sub-

stance exposures.

Regarding genetics data, DNA was

purified from blood collected in

NHANES 1999 to 2002 and 2007 to

2012 and stored for future studies. The

breadth of data collected in NHANES

affords opportunities to assess associa-

tions among genetics, health condi-

tions, disease, and SDOH.12 Concerning

behavioral determinants of health,

since 1999, NHANES has collected self-

reported data on diet behavior, physi-

cal activities, lifetime and current sexual

behaviors, vaccination schedules,

smoking and tobacco use, and alcohol

and other drug use.10

Regarding environmental determi-

nants of health, earlier cycles of NHANES

collected household samples of dust

and water as objective measures of

housing characteristics. From 1999 to

2006, dust samples were obtained to

determine the presence of lead and in-

door allergens.13 From 1999 to 2010,

household tap water samples were test-

ed for volatile organic compounds and,

in 2013 to 2016, for fluoride. Besides

household sample collection, NHANES

continuously collects blood and urine

samples of respondents to test for a

multitude of chemicals to determine en-

vironmental exposures at the individual

level. In addition, respondents reported

subjective measures of housing condi-

tions and work environments during

household interviews. Additional data on

environmental exposures can be linked

to NHANES from external data sources.

RELATED FACTORS

Although SDOH encompass social,

economic, and political factors that in-

fluence people’s access to resources,

individual characteristics are important

for stratifying populations to examine

the exposure to and impact of SDOH.

NHANES collects data about individual

characteristics that are related to

SDOH. The NHANES household inter-

view collects self-reported data on per-

sonal characteristics that are related to

the Healthy People 2030 SDOH frame-

work4: education access and quality,

economic stability, health care access

and quality, social and community con-

text, and neighborhood and built envi-

ronment. Appendixes A to C (available

as a supplement to the online version of

this article at http://www.ajph.org) sum-

marize key SDOH-related data that have

been collected and publicly released for

each NHANES cycle from 1999 to 2000.

To determine educational attainment

of adults and children aged 6 years and

older, NHANES asks participants the

highest education level they have com-

pleted (Appendix A). Regarding econom-

ic stability, NHANES asks respondents

about their annual and monthly family

income. NHANES provides the ratio of

family income to poverty level by divid-

ing family income by the federal poverty

threshold.14 Since 1999, respondents

reported income received from govern-

ment financial subsidies such as Social

Security or disability pensions. Respon-

dents are asked about their homeow-

nership, occupation, work schedules,

and reasons for unemployment.

Since 1999, NHANES has collected in-

formation on food security status using

the US Food Security Survey Module;

however, questions at the individual

level were added from 2003 to 2010

asking about personal experience with

not having enough money to buy food.

Since 1999, respondents in all cycles

reported whether they recently re-

ceived or were currently receiving ben-

efits from the Supplemental Nutrition

Assistance Program; the Special Sup-

plemental Nutrition Program for Wom-

en, Infants, and Children; or school

meal assistance. Since 2003, respon-

dents reported meals received from

home-delivery programs or other

emergency meal sources.

The NHANES interview gathers detailed

data on health care access (Appendix B).

From 1999 to 2004, respondents

reported whether their health insurance

covered dental care and, since 2005,

whether prescription drugs were cov-

ered. Respondents reported their usual

source of health care. Unmet need for

dental care was collected in the 2003 to

2004 and again in the 2011 to 2012

cycles.

Regarding social and community

context, from 1999 to 2008, NHANES

asked adult respondents whether they

could count on someone for emotional

or financial support (Appendix C), who

provided this support, and whether

they could have used more support.

Additionally, respondents provided in-

formation on their neighborhood and

built environment. From 1999 to 2018,

respondents reported the number of

rooms in their home and the number

of people residing in the household,

which could be used to evaluate crowd-

ing. Earlier cycles of NHANES asked

respondents about the condition of

paint (1999–2004) and the presence of

mildew and cockroaches and other

pests inside the home (2005–2006).

Since 2007, exposure to volatile organic

compounds from household products

was reported. All survey cycles collect-

ed information on respondents’ recent

exposures to secondhand smoke at

home and the workplace, with ques-

tions about exposures to tobacco

smoke in cars and restaurants since

2013 and e-cigarettes since 2017. All

cycles, except 2013 to 2014, contained
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questions on noise exposure and use

of protective hearing devices at work.

From 2007 to 2012, respondents were

asked about their exposures at work to

dusts, exhaust, and other fumes.

SOCIODEMOGRAPHIC
CHARACTERISTICS

NHANES collects data on respondents’

sociodemographic characteristics that

can be used to stratify populations to

examine inequitable exposure to

SDOH (Box 1).8 Since 1999, NHANES

has collected data on race and Hispanic

origin using the following categories:

Mexican American, non-Hispanic Black,

non-Hispanic White, Hispanic other,

and other racial groups. An “all

Hispanic” category including Mexican

American and other Hispanic groups

was added in 2007, and a non-Hispanic

Asian category was added in 2011.

Questions on sexual orientation have

been included since 2001. Respon-

dents’ country of birth (nativity) was col-

lected and publicly released as “born in

the 50 states” (i.e., 50 states and Wash-

ington, DC) or “outside of the 50 states,”

originally separating only Mexico as an

option, then expanding in 2007 to all

Spanish-speaking countries, and finally

simplifying in 2011 to “outside the 50

states.” Other acculturation data includ-

ed citizenship (until 2018), language

spoken, and number of years living in

the United States. Until 2018, respon-

dents’ physical functioning in activities

of daily living were collected. Questions

on disability status, such as difficulty in

seeing, hearing, and walking, were

added in 2013.

NHANES oversampled certain subpo-

pulations to increase the reliability of

estimates for subgroups. The increased

reliability of estimates supports the ex-

amination of inequitable distribution

of SDOH among subpopulations.11,15

Appendix D (available as a supplement

to the online version of this article at

http://www.ajph.org) summarizes over-

sampling in NHANES from 1999 to

March 2020. In 1999 to 2006, Mexican

American and non-Hispanic Black

populations were oversampled. Over-

sampling changed from 2007 to 2010,

with the entire Hispanic population be-

ing oversampled rather than only the

Mexican American subgroup. This over-

sampling approach made it possible to

BOX 1— Sociodemographic Characteristics Interview Items in the National Health and Nutrition
Examination Survey Public Use Data Files by Survey Period: United States, 1999–March 2020

Race and Hispanic origin 1999–2006: Mexican American, non-Hispanic White, non-Hispanic Black, other Hispanic, other race (including
multiracial).

2007–2010: All Hispanic category added (Mexican American, other Hispanic); beginning of oversampling of all
Hispanic people.

2011–March 2020: Non-Hispanic Asian category added; beginning of oversampling of non-Hispanic Asian
people.

Sexual orientation 2001–2016: Sexual orientation.

Marital/relationship status 1999–March 2020: Categories: married, widowed, divorced, separated, never married, living with partner.

Nativity 1999-2006: Born in the US, Mexico, or another country.
2007–2010: Born in the US, Mexico, a Spanish-speaking country (not Mexico), or a non–Spanish-speaking

country outside the US.
2011–March 2020: Born in or outside the US.

Citizenshipa 1999–2018: US citizenship status.

Language 1999–2004: Language read and spoken, used as child, used to think, and used with friends.
2003–March 2020: Languages respondent used and interpreter used during interviews.
2005–March 2020: Usual language spoken at home.

Years living in the US 1999-March 2020: Length of time in the US.

Disability status/physical functioninga 1999–2018: Physical functioning questions on limitations in instrumental activities of daily living (e.g., balancing
a checkbook, grocery shopping) and activities of daily living (e.g., getting in and out of bed).

2013–2018: Disability questions on difficulty with seeing, hearing, walking, dressing, concentrating, and running
errands.

Note. Periods are 1999–2000, 2001–2002, 2003–2004, 2005–2006, 2007–2010, 2011–2012, 2013–2016, and 2017–March 2020. The National Health and
Nutrition Examination Survey (NHANES) data collected 1999–2018 have been released in two-year cycles. Cycles with the same survey content are
combined in the same columns. In addition to data released for the 2017–2018 cycle, a separate nationally representative sample of NHANES
2017–March 2020 prepandemic data were released, which combined data collected from the 2017–2018 and 2019–March 2020 cycles. Beginning in
2017, data on sexual orientation have been available only in the National Center for Health Statistics Research Data Center.
aData on citizenship and on disability status/physical functioning were released in public use data files through the 2017–2018 cycle, but these data from
the 2017–March 2020 prepandemic files are available only through the Research Data Center.
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produce reliable estimates for the en-

tire Hispanic population since 2007.

From 2011 to March 2020, NHANES

also oversampled the non-Hispanic

Asian population. Oversampling also

has been based on age and income

status.10

To improve language access for

some racial and ethnic minorities,

NHANES is conducted in English or

Spanish based on respondent prefer-

ence, with translators available for

other languages. In 2011 to 2018, to fa-

cilitate oversampling of Asian indivi-

duals, selected survey materials were

translated into Mandarin Chinese,

Korean, and Vietnamese.16

DATA LINKAGE
WITH NHANES

Data sources linked to NHANES

through the NCHS Data Linkage Pro-

gram expanded the availability of vari-

ables for SDOH research by providing

additional information on SDOH and

other exposures and outcomes. Only

survey participants who have provided

consent and have the necessary per-

sonally identifiable information are in-

cluded in person-level links. NHANES

data have been linked to data from the

Centers for Medicare & Medicaid Ser-

vices; the US Renal Data System; the

Department of Housing and Urban De-

velopment; and the Department of

Veterans Affairs.17 A sample of publica-

tions using linked data is available on

the NCHS Web site. Additionally,

NHANES data have been linked to mor-

tality data from the National Death In-

dex. Information from NHANES and

death certificates of survey participants

can support research on the associa-

tion between SDOH and mortality.18,19

Linking data sources increases the in-

formation available for analysis and

adds a longitudinal component to the

surveys by providing multiple years of

administrative data. For example, linked

NHANES and Centers for Medicare &

Medicaid Services data add information

on health care use and cost over

time.20 To protect respondents’ confi-

dentiality, most NHANES linked data

files must be accessed through the Re-

search Data Center. However, public

use files are available for 1999 to 2018

NHANES data linked with mortality data

through 2019 (https://bit.ly/46WrooF).

Although the Data Linkage Program

develops files that directly link survey

respondents with administrative data,

researchers can also examine SDOH by

merging external sources of contextual

data with NHANES data using geograph-

ic information.21 Merged data can offer

insights into respondents’ community

context, such as availability of grocery

stores and health care providers, public

safety of the built environment, and en-

vironmental characteristics. Examples of

contextual-level data sources are avail-

able in the Agency for Healthcare Re-

search and Quality SDOH Database

(https://bit.ly/46zgLrQ). Merging contex-

tual data with NHANES data files must

be done through the Research Data

Center.

FUTURE OPPORTUNITIES

Future opportunities to increase

NHANES’ capacity to advance SDOH re-

search include adding new or removed

SDOH-related items and biomarkers,

including indoor samples related to

housing quality, and expanding data

links. For each survey cycle, NHANES

considers input from external stake-

holders on new or expanded content

based on respondent burden, available

funding, and public health signifi-

cance.10 As the current NHANES cycle

completes its fielding in fall 2023, the

next iteration of the survey is being

redesigned.

New or removed SDOH-related items

are being considered for inclusion on

the household interview survey. For ex-

ample, NCHS recently added perceived

discrimination, social support, and

loneliness measures to the National

Health Interview Survey. NHANES could

add these questions to assess their

relationships with measured biological

factors and other health indicators.

NCHS is also evaluating approaches to

better assess gender identity in future

NHANES cycles and other surveys. Ad-

ditionally, increasing the number of bio-

markers of stress, such as allostatic

load measures, is being evaluated.

However, adding SDOH-related ques-

tions to NHANES creates challenges,

such as balancing respondent burden

and decreasing response rates. Many

SDOH-related measures have not been

psychometrically validated or tested in

national surveys.

Indoor sample collection could be

evaluated for future cycles to objectively

measure home environmental expo-

sures, water quality, and housing quality.

Challenges to indoor sample collection

include increased survey costs and

resources as well as participants’ privacy

concerns. Besides household sample

collection, blood and urine samples of

respondents that NHANES continuously

collects are analyzed for various environ-

mental chemical exposures at the indi-

vidual level.

Because NHANES has a relatively

small sample size owing to operational

costs, generating reliable estimates for

small subgroups remains a challenge.

NHANES has oversampled subgroups

by race, Hispanic origin, age, and in-

come to increase their sample sizes

and thereby improve the statistical
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reliability of estimates for subgroups.

However, oversampling subgroups may

not guarantee sufficient sample sizes.

One implementation challenge of over-

sampling is increased survey costs.

Additionally, concerted efforts to build

trust, address barriers to participation,

and value community expertise are

warranted to help ensure meaningful

engagement with subgroups,

especially those who have historically

been disadvantaged.22

Causal research studies are challeng-

ing because of NHANES’s cross-sectional

design. To enhance trend assessment

and causal inference of SDOH’s impact

on health disparities, NHANES could

consider longitudinal follow-up with sur-

vey participants. However, implementing

a longitudinal survey design leads to re-

source constraints and attrition rates in

sequential survey waves.

The NCHS Data Linkage Program is

working to expand the number and

types of external data sources linked to

NHANES and to increase researcher ac-

cess to linked data files while still pro-

tecting participant confidentiality. For ex-

ample, the Data Linkage Program is

evaluating the use of privacy-preserving

record linkage as a strategy to expand

the data sources that could be linked to

NHANES. NCHS is launching its virtual

data enclave to increase researcher ac-

cess outside the Research Data Center

by allowing remote access to restricted

use data, including linked data files.

CONCLUSIONS

Nationally representative data collected

during NHANES interviews, health

examinations, and biospecimen collec-

tion support health equity research, in-

cluding studies examining SDOH.

NHANES collects data on determinants

of health related to genetics, behavior,

and environmental influences, as well

as SDOH-related data, including educa-

tion, economic stability, health care, so-

cial and community context, and neigh-

borhood or built environment. Survey

design elements such as oversampling

may allow the expanded analyses of

subgroups disproportionately exposed

to adverse SDOH. Linking to external

data sources increases contextual in-

formation to enable additional analy-

ses. Future opportunities to increase

NHANES’ capacity to contribute to

SDOH research include additional

SDOH-related items, indoor sampling,

and data linkage expansion. For the op-

portunities identified, implementation

challenges will need to be evaluated,

such as increased costs, limited validat-

ed measures, and increased respon-

dent burden.
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Racial and ethnic data aggregating

Asian American and Native Hawai-

ian and Pacific Islander (AA and NH/PI)

individuals into one or two categories

do not provide an accurate picture

of social needs or health outcomes

among communities that identify as

such.1–4 Addressing these gaps in data

is part of advancing data equity, which

Lee et al. define as “a transparent,

critically grounded approach to race

and ethnicity data (dis)aggregation . . .

necessary to document, understand,

and address the health effects of

racism.”5(p262) Despite the long-

standing acknowledgment of the gaps

in AA and NH/PI population data, the

passage of laws and changes in govern-

ment data practices to correct these

gaps have been slow.4,6 New York City

and State have taken important steps

in collecting better data on the full

range of AA and NH/PI populations. But

the work to generate fully descriptive

data that provide complete insights

into health outcomes and social deter-

minants and to support data equity

remains incomplete.

In this article, we highlight the chal-

lenges of achieving data equity by

advocating policies to fully disaggregate

data, especially those that render invisi-

ble populations with heritage in Asia,

Hawaii, and the Pacific Islands, through

a detailed discussion of the Coalition

for Asian American Children and Fami-

lies (CACF) Invisible No More (INM)

campaign in New York. Led by CACF,

the decade-long INM campaign for AA

and NH/PI data disaggregation led to

the first-ever data disaggregation law in

New York City in 2016, followed by the

enactment of a New York State law

in 2021. INM provides an important

template for how coalition-based advo-

cacy can successfully push for the pas-

sage and implementation of laws that

mandate better data collection and

usage.

In the United States, 21 million

people identifying as AA and NH/PI

make up 6% of the population.7 Gaps

in resources persist even though

AA and NH/PI populations were the

fastest-growing racial and ethnic minor-

ity group in the United States from

2000 to 2019.8 In New York State, AA

and NH/PI populations together make

up more than 17% of the overall popu-

lation.9 Aggregated data on social

determinants of health overstate the

level of education, employment, and

income among many populations that

fall under this umbrella.10 Such data

also mask health disparities requiring

public health intervention and social

services.10

For example, aggregated data on

COVID-19’s impact on communities

indicated that Asian Americans were

the racial group least affected by

COVID-19.11–13 But research by New

York University’s Center for the Study of

Asian American Health showed that at

the height of the pandemic in 2020,

Chinese New Yorkers suffered from the

highest COVID-19 mortality rate and

that South Asian New Yorkers had the

highest infection and hospitalization

rates across all New Yorkers.11 Subse-

quently, aggregated community esti-

mates pointed to high rates of vaccine

uptake among AA and NH/PI communi-

ties overall.14 Disaggregated data

showed, however, that whereas vaccine

acceptance among Nepali and Bangla-

deshi populations was high, vaccine up-

take among these groups was relatively

low, pointing to a missed opportunity

for disease prevention.14
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Effective data disaggregation for any

population requires better infrastruc-

ture, practices, and procedures. In

January 2023, the Office of Manage-

ment and Budget issued initial pro-

posed revisions to their policy directive

that mandates how race and ethnicity

data are collected at the federal level.15

Notably, they included mandating data

disaggregation that is more detailed

than the five minimum race categories

and the addition of a Middle Eastern

North African category. New standards

are expected to be announced by

summer 2024.

Increased data disaggregation at the

national level will help reinforce local

and state efforts, especially toward har-

monizing multiple systems and data

sets. In the meantime, state and local

efforts are where this battle is ad-

vanced in concrete ways. CACF’s INM

campaign provides a rich case study of

a local effort seeking improved data

disaggregation.

LESSONS AND
RECOMMENDATIONS

For those seeking to advance this work

in their state, we make the following

recommendations.

Committing to This Work
for the Long Term

Identifying allies, conducting public ed-

ucation, creating a demand for change,

developing policy, and implementing

changes take years. Community-based

leadership with long institutional and

programmatic memory requires sus-

tained commitment and support from

organization leadership and funders.

In 2009, New York State assembly

member Grace Meng (D) first proposed

an AA and NH/PI–focused state

disaggregation law: it was signed into

law in 2021. Concerted efforts to win a

New York City law began in 2012 and

went on until its passage in 2016. Work

continues to monitor and advocate im-

plementation that reflects data equity,

as does work to revise legislation to

address gaps in the initial laws. Govern-

ments, funders, and advocates must

commit to a long fight for effective

disaggregated data.

Moving Beyond a Scarcity
Mindset

CACF found it important to address

concerns that data disaggregation

might lead to a diffusion of political

power by creating divisions among

different AA and NH/PI populations or

by encouraging decision makers to

focus on specific ethnic needs over

shared needs.16 CACF believes these

fears are rooted in the harmful “model

minority”myth, which casts Asian Amer-

icans as a monolithic group that neither

needs social services nor experiences

struggles.15 To challenge these myths,

CACF grounds their work in collective

advocacy as well as the agency that AA

and NH/PI communities have in con-

tinuing to advocate together. AA and

NH/PI communities have depended on

coalition-based advocacy across racial,

ethnic, linguistic, and cultural differ-

ences to protect themselves from

discrimination and to advocate govern-

ment recognition of their needs.17

CACF focused on disaggregated

data’s revelation of inequities as—

instead of a cause for division—an

opportunity for AA and NH/PI commu-

nities to strengthen their collective

advocacy; this was done by better

understanding each other’s unique

needs, identifying where shared

needs lie, and developing more specific

demands to meet all communities’

needs.17–20 For example, individual

ethnic community needs that emerged

through focused research during

the COVID-19 pandemic supported

coalition-based advocacy for language

access and health care for all.21 CACF,

working closely with advocates from

across the country, developed explai-

ners for advocates that reframe the

zero–sum concern fed by a scarcity

mindset as a unifying vision of

solidarity.22

Bearing Context in Mind

CACF had to address concerns in AA

and NH/PI communities rooted in fears

based on the history of US anti-Asian

policy. At a time of increasing racial

acrimony and anti-immigrant senti-

ment, any policy change related to data

collection raises concerns about data

privacy and security. An ongoing chal-

lenge in this work is establishing trust

between community members and

government agencies tasked with

collecting their data.

Given the US history of promoting

anti-Asian policies such as the Chinese

Exclusion Act of 1882, the forced incar-

ceration of Japanese Americans in

World War II, and the post-9/11 surveil-

lance and persecution of South Asian,

Indo-Caribbean, Middle Eastern, and

North African Americans, any data col-

lection practice must include ample

guardrails to ensure data privacy and

security while balancing the need for

more publicly available comprehensive

data.16,17 Framing data as the founda-

tion of public policy and framing com-

plete and accurate data as a civil rights

issue helped make it more accessible

and relevant to community audiences,

which is especially critical to the public

health response during a pandemic.22
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Visibility for Small
Populations

Another obstacle to data disaggrega-

tion is the perception that AA and

NH/PI populations are separately too

small to be statistically significant. Many

established institutions analyzing

demographic trends include White,

Black, and Hispanic/Latino but exclude

or otherize Asian and NH/PI by lumping

them into the catchall of Other. Popula-

tions with samples that are traditionally

thought to be small often struggle in

silence and require attention from

public health researchers.5

Strategies for oversampling certain

populations or for employing standard-

ized and detailed race and ethnicity

categories that may be combined with

data frommultiple surveys can facilitate

inquiry into the health and social

service needs of small populations.1

Because AA and NH/PI populations are

small but growing, disaggregation prac-

tices must contemplate ways to identify

small populations and maximize the

possibility of collecting data consistent-

ly across agencies and levels of govern-

ment while balancing privacy

concerns.1,3

Working in Coalition

Successful advocacy for these changes

requires a diverse set of stakeholders

(e.g., legislators, government agency

officials, and media) and, especially,

community leadership from the

populations whose data are collected.

Strong bidirectional communication

about the concerns of the communities

that will be affected by changes to data

are essential. Tensions or gaps in trust

must be bridged as this work advances.

AA and NH/PI–serving community-

based organizations were the core

members of the INM coalition. At criti-

cal times, especially during the height

of the legislative season, INM met at

least monthly and sometimes more

often with a steering committee of

approximately 15 to 20 AA and

NH/PI–serving community-based

organizations.

Community-based organizations are

directly affected by the lack of disaggre-

gated data. They depend on city, state,

and federal data collection to reflect

the needs of underserved communities

to drive adequate resources and ap-

propriate policies that can meet those

needs. INM stakeholders and allies in-

clude elected officials, government

agency personnel, researchers and

academics, media, health advocates,

and, most importantly, community

members who wish to be represented

in government data collection.23

CACF was successful also because it

worked with other populations invested

in data equity, including advocates

from the LGBTQ1 (lesbian, gay, bisexu-

al, transgender/-sexual, queer or ques-

tioning, and all subsects) community

interested in sexual orientation and

gender identity data disaggregation.

The need for disaggregated data and

reform of government data collection

practices are shared by Black, White,

Latino, Middle Eastern and North

African, American Indian, Alaska Native,

immigrant, and LGBTQ1 communities.

Each type of stakeholder brings a

unique set of skills, best practices,

perspective, power, network, and

political influence to the campaign.

Building Relationships
With Champions

Over many years, INM’s relationships

with New York City and New York State

legislators enabled them to see

progress on both city and state laws.

Councilmember Daniel Dromm’s pro-

posal to package data disaggregation

based on ancestry, languages spoken,

multiracial identity, and sexual orienta-

tion and gender identity led to the

successful passage of three combined

laws.24 At the state level, advocates

worked with Assembly Member Yuh-

Line Niou (D) and Senator Julia Salazar

(D) to build consistent support for dis-

aggregation by framing it as a question

of efficiency, asking legislators how they

could hold agencies accountable for ef-

ficiently deploying resources if they did

not understand the existing needs. The

bill passed both houses in 2019 but

was vetoed by then-governor Cuomo.

In the wake of increased anti-Asian

violence in 2020 and 2021, CACF

redoubled efforts to draw attention to

the root causes of violence and elevat-

ed data equity as a critical component

of addressing health, wellness, and

safety for AA and NH/PI communities.

With a mobilizing letter to Governor

Cuomo in 2021, INM cultivated broad-

based support for AA and NH/PI data

disaggregation among legislators, espe-

cially those whose constituents includ-

ed a significant proportion of AA and

NH/PI. INM sought bipartisan suppor-

ters, many of whom responded to

arguments for the cost-saving efficiency

of government systems: 2 Republican

assembly members sponsored the bill,

and half of all Republican senators

voted to pass the law.

In December 2021, New York State

enacted a historic state data disaggre-

gation law that was signed by Governor

Kathy Hochul (D). This win laid the

groundwork for follow-up successes. In

2023, the New York State Senate also

passed S.6584, which, if enacted, will

mandate the disaggregation for Middle

Eastern and North African populations,
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who up until now have been catego-

rized as White.25

Securing Government
Implementation Funding

Data equity and meaningful disaggrega-

tion require system-level changes to

the governmental agency data systems.

These changes require government

investment for successful implementa-

tion. Changing laws without an accom-

panying budget allocation to support

infrastructure improvements across

government agencies may lead to inac-

curate data or challenges in implemen-

tation. Although it may be costly to

implement better data infrastructure

and capacity, communities that are not

recognized, and in turn society, pay for

data gaps and invisibility every day.

Ensuring Implementation

The nuts and bolts of disaggregation

advocacy happen not only when the bill

is written and signed into law, or only

when a regulation is adopted, but also

when it is implemented by a govern-

ment agency. Without the effective and

equitable implementation of data

disaggregation, systems risk sharing

and using inaccurate or biased data of

communities that are assumed to

be truthful.

Recognizing the importance of a

community-informed process to en-

sure accurate implementation of data

disaggregation laws, once the city law

was passed, INM engaged with city

agency officials to support the work to

disaggregate city data. Improving data

quality and descriptiveness requires

transparency, dialogue, and relation-

ship building among service providers,

government officials, and researchers

to be able to ascertain the processes of

disaggregating data, including collec-

tion and information sharing with the

community.

INM sought administrators familiar

with data collection, infrastructure, and

equity-related policies and processes in

agencies and asked questions such as,

What language is the data collected in?

How are government systems training

staff to collect the data? Who is in-

volved in survey creation? How is the

community involved in efforts to collect

and disseminate their data? When are

data being collected? Is data collection

tied to existing forms or a voluntary

form (which may elicit different

responses from individuals than a

required one)? It was important for

advocates to understand the internal

technical, financial, and political

obstacles that might slow government

agencies’ implementation of data

disaggregation. Understanding the

challenges of unfunded mandates and

establishing consistency across varying

jurisdictions help to establish trust and

lead to better advocacy.

CHALLENGES AND
OPPORTUNITIES AHEAD

Resistance can act as a drag on the mo-

mentum needed to secure resources,

build national partnerships, and win

policy changes for data disaggregation.

The notion that these efforts lack

meaningful support can become a self-

fulfilling prophecy, impeding local and

state efforts for better data. Progress in

New York serves as a model to activate

comparable campaigns for data disag-

gregation as part of broader efforts for

data equity.

CACF is already building on its initial

successes by being part of a data disag-

gregation network that was developed

and assembled by The Leadership

Conference Education Fund, in which

groups share their knowledge and

experiences and work with other state

and local groups to foster change from

the community level to the national lev-

el. As public health seeks to be at the

forefront of efforts for data equity, cen-

tering the fight for disaggregated data

for all populations is essential. Winning

descriptive and illuminating data are

possible with tenacity, relationships,

and by working in coalition.
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In recent years, increasing attention has been paid to the impact social determinants of health (SDOH)

can have on health equity in the United States.

In this essay, we provide a framework for considering the upstream structural factors that affect the

distribution of SDOH as well as the downstream consequences for individuals and groups. Improving

health equity in the United States will require multiple policy streams, each requiring comprehensive

data for policy development, implementation, and evaluation.

Although much progress has been made in improving these data, there remain considerable gaps and

opportunities for improvement. (Am J Public Health. 2023;113(12):1301–1308. https://doi.org/10.2105/

AJPH.2023.307423)

In recent years, increasing attention

has been paid to the impact social

determinants of health (SDOH) can

have on health equity in the United

States. Yet improving health equity in

the United States will require compre-

hensive data for policy development,

implementation, and evaluation. Al-

though much progress has been made

in improving these data, there remain

considerable gaps and opportunities

for improvement.

The recent COVID-19 pandemic ex-

posed and exacerbated many inequities

in our society, including those affecting

health outcomes. American Indian or

Alaska Native, Black, and Hispanic or

Latino people experienced greater rates

of infection, hospitalization, and death

from the virus than did White people.1,2

Although it is important to have real-

time data that are sufficient to formu-

late and implement policies responsive

to the needs of all populations during

public health emergencies, it is critical

to realize that these disparate effects of

COVID-19 are symptomatic of long-

standing health inequities in our sys-

tem. To address underlying systemic

drivers of such health inequities, there

is an ongoing need for high-quality,

timely data that extends beyond the

recent pandemic.

Addressing SDOH is a component of

the Biden–Harris Administration’s larger

health equity agenda. As defined in Ex-

ecutive Order 13985, the term “equity”

means the consistent and systematic

fair, just, and impartial treatment of all

individuals, including individuals who

belong to underserved communities

that have been denied such treatment,

such as Black, Latino, Indigenous and

Native American persons, Asian

Americans, Native Hawaiians, Pacific

Islanders, and other persons of color;

members of religious minorities;

lesbian, gay, bisexual, transgender, and

queer persons; persons with disabil-

ities; persons who live in rural areas;

and persons otherwise adversely

affected by persistent poverty or

inequality.3 According to the Centers

for Disease Control and Prevention

(CDC), health equity is achieved when

every person has the opportunity to

“attain his or her full health potential”

and no one is “disadvantaged from

achieving this potential because of

social position or other socially deter-

mined circumstances.”4

In this essay, we argue that several

types of data are needed to inform and

support policies to address SDOH, their

upstream structural causes, their

downstream consequences for indivi-

duals and groups, and their interrela-

tionships with the medical care system.

We first present a conceptual frame-

work to describe the relationships

SDOH have with health equity as a

guide to data needs. We then discuss
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currently available data and the gaps

that exist in fulfilling these needs.

CONCEPTUAL
FRAMEWORK

The Office of the Assistant Secretary

for Planning and Evaluation (ASPE) has

developed a conceptual framework

(abbreviated framework in Figure 1;

detailed framework in Figure A; avail-

able as a supplement to the online ver-

sion of this article at http://www.ajph.

org) to guide ASPE’s work on health eq-

uity. This framework can help in consid-

ering potential policy solutions and

assessing knowledge and evidence

gaps. It is not, however, a fully predic-

tive model of how key drivers affect

specific disparities in outcomes. It

recognizes that health equity can be

assessed by examining disparities in

health indicators (e.g., life expectancy,

active life expectancy) and assessing

the medical and social drivers of these

disparities. These drivers include

broad, interrelated aspects of the

social, legal, and institutional environ-

ment affecting communities such as

structural discrimination, physical envi-

ronment, employment, income and

wealth, education, and access to high-

quality health care. Most importantly, it

is a framework for thinking about the

multiple and interrelated social and

medical care drivers of health so they

can be addressed more comprehen-

sively in policy development and data

needs.

The framework is described in detail

elsewhere5; here, we highlight the parts

most relevant to the current discussion

of data needs. The first critical aspect—

identified in the “Populations Negatively

Affected by SDOH” bar at the top of

Figure 1—is the groups for which con-

cerns about disparities in outcomes,

opportunity, and experience arise.

Assessing equity requires making

comparisons between groups with

different levels of social advantage.6

In virtually every society, social

advantage—and its corresponding

position in social hierarchies—varies

according to socioeconomic, racial,

ethnic, gender, age, and geographic

differences. In addition, various forms

of discrimination can play a significant

role in disadvantaging some groups.7

The rest of Figure 1 illustrates various

nonmedical and medical individual and

systemic drivers that combine to influ-

ence disparities in outcomes observed

(example in Box D1 in Figure 1). These

drivers are shown in the 3 columns of

the figure: (1) nonmedical determi-

nants, (2) access to care, and (3) experi-

ence in the medical care system. The

top and middle rows, moving from left

to right, provide examples of inequities

that affect health. The middle row pro-

vides examples of the structural factors

affecting health equity, and the top row

reflects how these factors are experi-

enced by individuals and communities.

The bottom row provides examples of

policies that can affect the drivers and

outcomes in rows 1 and 2. Box D2 dis-

plays examples of health-related social

needs (HRSNs), which are distinct from

SDOH but must be addressed along

Populations Affected by SDOH (e.g., racial/ethnic minority groups, persons with disabilities)

B. Access to Care C. Experience in
 Medical Care

D.  Example Outcome
 Measures

A. Underlying Health Status
 and Nonmedical Factors

3: SDOH policies
that might affect

health equity

1: Individual/area
characteristics

D1
e.g., Overall health

status

2: Systemic
drivers of
disparities

A2
e.g., Geographic

Location

B2
e.g., Local policies

C2
e.g., Provider

discrimination

B1
e.g., Insurance

coverage

C1
e.g., Provider quality

A3
e.g., Cross-

government
initiatives

B3
e.g., Outreach

about
medical care

C3
e.g., Integration of

social
and medical services

D2
e.g., Food security

D3
e.g., Incentivize social

needs assessments
and referrals

A1
e.g., Economic

context

FIGURE 1— A Conceptual Framework for Addressing Social Determinants of Health (SDOH)

Note. For a full version of this framework, see Figure A, available as a supplement to the online version of this article at https://www.ajph.org.
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with medical care to improve health

outcomes.

POLICY STRATEGIES AND
DATA NEEDS

A comprehensive approach to addres-

sing SDOH to improve health equity

requires strategies across all levels

of government that we group into 5

categories:

1. Address individual-level HRSNs in

communities by using incentives

for medical care providers to

screen for HRSNs and refer to ap-

propriate services and community

assistance to ensure that these

services are available.

2. Address the underlying systemic

determinants (e.g., structural dis-

crimination) that affect the distribu-

tion of HRSNs, SDOH, access to

care, and quality of care.

3. Improve the distribution of

community-level SDOH using

whole-of-government approaches

for improving economic activities,

environment, housing, food avail-

ability, transportation, and so on.

4. Bolster access to health care by

expanding insurance coverage and

the supply of services and facilities

in currently underserved areas.

5. Advance quality of care by reduc-

ing disparities in care, increasing

the provision of culturally and lin-

guistically appropriate care and

services to reduce discrimination

in care, and ensuring that mem-

bers of historically underserved

communities have training oppor-

tunities so the future workforce will

reflect the populations served.

Developing, implementing, and evalu-

ating policies in these 5 categories will

be challenging across governments at

all levels and their community partners.

These efforts will require improve-

ments in public health data to identify

factors driving observed disparities and

how they can best be addressed via the

5 policy categories.

From a national policy perspective,

data standardized across programs

and data systems allow comparison

and data sharing across programs, sim-

ilar to current hospital discharge data

and vital records. But most importantly,

the data must contain elements to

identify disparities between groups and

to analyze the factors contributing to

such disparities and the impact of poli-

cy interventions intended to address

them. Arguably, current data allow

researchers and policymakers to as-

sess measures of access and quality of

care (categories 4 and 5) more thor-

oughly than the other categories. Thus,

for the remainder of the essay we focus

on data for structural discrimination,

SDOH, and HRSNs to support the other

policy categories.

CURRENT STATUS, GAPS,
AND INITIATIVES

Based on the conceptual framework

described, a complete set of SDOH-

related data would include elements

that are not widely available in public

health data at this time and are devel-

oped with communities. These include

data to identify disparities in health out-

comes and the social drivers (SDOH,

HRSNs, and structural factors) of these

disparities.

In this essay, we take a broad view in

defining public health data. Specifically,

we focus on resources from within and

outside public health for the purpose

of measuring and improving public

health and health equity. Under this

broader view, public health data can

come from a variety of sources, includ-

ing surveys, insurance claims, surveil-

lance data, disease registries, vital

records, medical records, environmen-

tal pollution, water quality, built envi-

ronment, community vaccination rates,

education, employment, justice system

involvement, and more. Public health

data can include both individual-level

and aggregated data. These data

sources vary in terms of availability,

quality, and interoperability for popula-

tions affected, as well as their appropri-

ateness for specific types of public

health and policy uses.

Data to Identify Affected
Populations

Although some of the groups of con-

cern identified in the executive order

are more often captured in public

health data, others are rarely included.

For example, some databases that con-

tribute to public health data, such as

public health surveillance systems, in-

clude race and ethnicity information.

Other data sources that could be help-

ful do not, such as private insurance

claims for research.8 Although race and

ethnicity are often collected, most data

sources do not include information to

identify sexual orientation and gender

identity or disability status. For exam-

ple, Centers for Medicare & Medicaid

Services (CMS) programs (Medicare,

Medicaid, and the Federally Facilitated

Marketplace) do not collect such data

in any standardized format, although a

few states do collect these data in their

Medicaid programs.9

Even in cases in which equity data

are collected, there may be limitations.

For example, despite the existence of
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race and ethnicity fields in many data

sources, there are differing definitions

of race/ethnicity, varying levels of detail,

challenges with missing data, and unre-

solved questions about the accuracy

for particular groups among these data

sources. Moreover, studies using

race/ethnicity data often lack the meth-

odological details needed to assess

their validity and replicate results.10

Other gaps include when such data are

intentionally not collected or reported

to protect patient privacy, particularly

when data are collected on a small

number of individuals or when there

may be heightened sensitivities about

potential repercussions for individuals

because of the nature of the data.

Efforts to address these health

equity–related data uses are already un-

der way. For example, CMS is pursuing

its future vision for health equity data,

including, where applicable and appro-

priate, alignment with the Department

of Health and Human Services’ United

States Core Data for Interoperability

overseen by the Office of the National

Coordinator for Health Information

Technology. Additionally, the Office of

Management and Budget has proposed

to update the federal government’s

race and ethnicity data standards.11

There are existing data sources that

could start to fill these gaps as well.

Claims from public and private insurers

are a staple of health services research

and have the potential to greatly im-

prove the availability of individual-level

data for addressing health equity issues.

These data have many advantages, in-

cluding large sample sizes and patient-

level information, that can be used for

studying costs, utilization, practice pat-

terns, burden of illness, and access and

quality issues, as well as for forming the

basis for policy simulations. Eventually,

these data may include information on

patients’ HRSNs. There are also well-

known gaps and issues with claims data

that can limit the scope and usefulness

of some research efforts, particularly

with regard to addressing health equity.

Among these gaps are the exclusion of

information not needed for reimburse-

ment, including equity information such

as race and ethnicity, and the proprie-

tary nature of many claims databases

requiring analyses at higher aggregation

levels and preventing the comparison of

claims across payers to understand the

full population.12

Structural Factors

For the purposes of developing data

and policy, it is important to distinguish

between SDOH and HRSNs. SDOH af-

fect everyone; they are not something

an individual can have or not have, and

they are not inherently positive or nega-

tive.13 Whether they contribute to either

positive or negative community- and

individual-level outcomes depends on

the nature of the SDOH in a community.

The policy levers to address SDOH also

exist above the individual level, at the

community level or other geographic

area. For instance, a community may

have an insufficient supply of affordable

housing as well as unequal distribution

of such housing that may result in high

levels of housing instability for some

residents of the community. Policies to

address the community’s supply of af-

fordable housing require community-

level interventions, such as designating

that a certain portion of new housing be

affordable.

Although SDOH exist at a community

or other geographic level, HRSNs describe

an individual’s experience. For example,

individuals’ inability to access nutritious

food and maintain a healthy diet may be

related to their community being a “food

desert,” that is, lacking in accessible super-

markets or farmers markets. To best

support policy development and imple-

mentation, it is important to distinguish

between SDOH and HRSNs, particularly

with regard to the data that are needed.

To assist health care providers in

helping to address HRSNs, there have

been suggestions to use area-level dep-

rivation indices to adjust Medicare and

Medicaid payments.14 Existing mea-

sures of area deprivation have been

found to be weakly correlated with

HRSNs.15,16 In practice, a particular

community may lack abundant afford-

able housing, but a single individual in

the area may have stable housing,

whereas another may experience

homelessness, resulting in only the sec-

ond person having a HRSN. Policies to

address HRSNs include having medical

care providers screen patients for

these needs and refer them to appro-

priate community-level services and

assisting communities to develop plat-

forms for such referrals and ensure

the availability of these services.

As policy discussions focus on SDOH

and health equity, additional attention

has been paid to the structural factors

in our systems that result in health dis-

parities; that is, individuals with particu-

lar characteristics may be subject to

structural inequities that produce ad-

verse health outcomes.17 A particular

focus has been placed on structural

racism, which can be defined as the

macrolevel systems, social forces, insti-

tutions, ideologies, and processes that

interact with one another to generate

and reinforce inequities among racial

and ethnic groups.18 Structural racism

leads to “differential access to the

goods, services, and opportunities of

TOWARD MORE EQUITABLE PUBLIC HEALTH DATA

1304 Analytic Essay Peer Reviewed Sheingold et al.

A
JP
H

D
ec

em
b
er

20
23

,V
ol

11
3,

N
o.

12



society by race,”19(p1212) determines so-

cietal values and power structures, and

underlies persistent health disparities

in the United States.20 We use the term

“structural discrimination” because fac-

tors that result in unequal distributions

of SDOH and HRSNs and unequal ac-

cess to high-quality medical care, all of

which contribute to poor health out-

comes, affect other groups as well (e.g.

rural residents). Structural discrimina-

tion is different from individual experi-

ences of discrimination, which happen

to an individual, rather than a society.

But both types of discrimination are

harmful to health equity.

Each individual in their community

has a unique combination of HRSN,

SDOH, and structural discrimination,

and their experiences and needs exist

at the intersection of these. To truly ad-

dress social drivers of health, data and

policies need to capture not only the

group differences but the intersectional

impacts as well.

Although we use these concepts dis-

tinctly in this essay, in other cases they

have all been referred to as SDOH or

social risk factors. Here, we will use lan-

guage based on the definitions we have

discussed although source material

may use another term.

Health-Related Social
Needs Data

Much progress has been made in col-

lecting HRSN data over the past few

years. In a 2020 report to Congress,

ASPE discussed the then current state

of HRSN data collection.21 At that time,

more than one third of Medicaid man-

aged care plans had reported collecting

or planning to collect data on HRSNs in

the 2018 to 2019 plan year; the Cen-

ters for Medicare and Medicaid Innova-

tion was requiring entities participating

in the accountable health communities

model to use the CMS-developed

HRSNs screening tool (although many

other tools were being used in the

health care system); and health care

providers were beginning to use Inter-

national Classification of Disease, 10th

Revision (ICD-10) Z codes to identify

HRSNs in health care claims. Today, all

of these efforts have been expanded,

and new efforts to improve HRSNs data

have begun.

One of the major obstacles to improv-

ing HRSNs data collection that ASPE

identified was the lack of incentives for

health care providers to collect these

data, and much has been done to ad-

dress this. The Centers for Medicare and

Medicaid Innovation is encouraging par-

ticipants in all new payment models to

collect HRSNs information though a vali-

dated screening tool.9 Moreover, CMS

has introduced hospital quality mea-

sures assessing the proportion of

patients screened and the proportion

that screen positive for HRSNs. Addition-

ally, Medicare Advantage Special Needs

Plans are required to screen enrollees

for HRSNs as part of an annual risk as-

sessment.9 CMS has also increased pro-

viders’ incentives to use ICD-10 Z codes

to identify HRSNs by including documen-

ted HRSNs in clinical severity and corre-

sponding payment rates.22,23

Another challenge ASPE identified was

the inability to share HRSNs data once

collected, and much progress has been

made in developing data collection and

exchange standards to share HRSNs

across the health and social service eco-

system. The Office of the National Coordi-

nator for Health Information Technology

has included HRSNs and health equity

elements in the United States Core Data

for Interoperability, version 2, potentially

increasing the ease of exchanging this

information across the health care

system.24 Over the past 4years, the

_Gravity Project has worked to “develop

consensus-driven data standards to sup-

port the collection, use, and exchange of

data” on HRSNs, creating value sets and

use cases for a number of HRSNs that

can now bemore easily captured and

exchanged.25

Despite this progress, many of the

challenges ASPE identified have not yet

been addressed. Although data sharing

has become easier, there are still many

different screening tools being used, so

information may not be comparable

across data sources. Additionally, even

when validated screening tools are

used, they may not be used consistently,

resulting in undocumented HRSNs.

This is evident from the still low use of

Z codes in Medicare claims.26 More

work will need to be done to consistently

screen for HRSNs in a way that allows

comparison across data sets.

Social Determinants of
Health Data

In practice, SDOH data tend to be oper-

ationalized as area-level measures of

deprivation. The available SDOH data in-

clude resources available in a communi-

ty and community-level characteristics

of the population. Although some of

these SDOH data have been available

for decades, new efforts are making the

information more readily accessible and

aggregated in a single data set. For ex-

ample, the Agency for Healthcare Re-

search and Quality has aggregated

much of this information into a SDOH

database,27 and the CDC has developed

the PLACES (population-level analysis

and community estimates) data set that

combines small-area SDOH and health

status information.28

Rather than measuring community-

level resources (e.g., affordable housing
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stock or availability of public transport),

much of the existing SDOH data come

from survey responses that are aggre-

gated to represent the social character-

istics of the population in an area (e.g.,

proportion of homeless respondents

or those with access to a private vehi-

cle). Many CDC surveys include SDOH

modules, such as the Behavioral Risk

Factor Surveillance System, the Youth

Risk Factor Surveillance System, and

the Pregnancy Risk Assessment Moni-

toring System. In particular, Census’

American Community Survey provides

a rich data source for small-area mea-

sures and has been used to under-

stand specific SDOH and to create

multidimension SDOH indices that

summarize an area’s level of social dep-

rivation, such as the Area Deprivation

Index and the Social Vulnerability Index.

However, the applicability of these

indices for policy has come under

scrutiny.29 Additionally, not all SDOH

domains are included in these indices;

most include a measure of income or

wealth, but population-level HRSNs are

much less likely to be included in an

index.5 Furthermore, a report from the

National Commission to Transform Pub-

lic Health Data Systems found that many

individual data sources capture only a

few of the SDOH domains, making it diffi-

cult to understand the full SDOH picture

using a single data source.30 Additional

work on these indices will make them

more useful for policymakers.

In addition to the aggregate popula-

tion characteristics, SDOH can be mea-

sured by the services and infrastructure

of an area, such as the availability of pub-

lic transportation, healthy food, health

services, affordable housing, tempera-

ture, and environmental pollutants. Al-

though these measures are available, as

evidenced by their inclusion in the Agen-

cy for Healthcare Research and Quality

SDOH database, they are not typically in-

cluded in area-level SDOH indices. Thus,

these indices are often missing an im-

portant component: they identify the

population’s needs but not the availabili-

ty of services to address those needs.

Finally, some important SDOH are

rarely, if ever, captured. For example,

the National Commission to Transform

Public Health Data Systems notes that

the domains of community and civic

well-being are generally missing from

existing data,29 limiting the ability of

policies to account for these important

community factors.

A challenge with SDOH data is under-

standing what the appropriate uses are

for specific elements and how to use

data to effectively target interventions.

Although the availability and awareness

of SDOH data are increasing, additional

efforts are needed to determine which

measures or indices are appropriate

for different uses, so that programs

and policymakers have guidance when

selecting data sources. Additional infor-

mation on the development of SDOH

data elements, their applicability to spe-

cific populations, their validity at varying

geographic levels (i.e., census block, zip

code, county), and their association

with outcomes of interest would make

these decisions easier.

Data on Structural Factors

Across the 3 types of data, structural

factors are often the hardest to mea-

sure. Regardless, measuring structural

discrimination as a component of pub-

lic health data needs attention, as this

is an underlying factor that drives many

of the disparities in SDOH, HRSNs, and

health outcomes. To clearly demon-

strate and understand the mechanisms

that produce these differences in

health outcomes and craft appropriate

policies to address these disparities, we

will need data that include direct mea-

sures of structural discrimination. For

example, a recent study reviewed a

number of efforts to develop measures

of structural racism and associate them

with outcomes, but the authors find

that much work remains to be done to

establish universally accepted mea-

sures of structural racism.31

CONCLUSIONS

There has been a longstanding recogni-

tion that addressing social drivers of

health is critical to improving the

nation’s health.32 In recent years, the

policy debate has recognized the need

to address social drivers of health both

to improve the health status of all

Americans and to address the issues

that disadvantage some populations

in achieving optimal health. The

Biden–Harris Administration has made

health equity a top priority and has

begun a number of initiatives to

improve access to and quality of care

as well as address SDOH and HRSNs.

The objective of these efforts is to mini-

mize disparities in key indicators of health

status among groups by eliminating sys-

tematic differences in the drivers of

health, such as SDOH and HRSNs. These

efforts will require better data to develop,

implement, and evaluate policies. As de-

scribed in this essay, numerous data

sources have emerged in recent years,

but there are gaps and inconsistencies

that may inhibit evidence-based policy-

making. It is time to develop and dissemi-

nate key indicators of structural factors,

SDOH, and HRSNs that are standardized,

can identify key groups of interest, and

are available nationally and at local levels.

Developing these data would require

resources as well as addressing impor-

tant issues of statutory requirements,
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confidentiality, and proprietary concerns.

Importantly, succeeding will require en-

gaging communities to understand what

data should be collected, from whom,

and how. Although progress has been

made in recent years, additional opportu-

nities remain to use existing data and

plan for ongoing data system improve-

ments to support public health efforts to

promote health equity.
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Association Between the New York
SAFE Act and Firearm Suicide and
Homicide: An Analysis of Synthetic
Controls, New York State, 1999–2019
Ibraheem M. Karaye, MD, DrPH, Gaia Knight, BS, and Corinne Kyriacou, MPH, PhD

See also Blais, p. 1238.

Objectives. To assess the association between the New York Secure Ammunition and Firearms

Enforcement Act (NY SAFE Act) and firearm suicide and homicide rates.

Methods.We employed a synthetic controls approach to investigate the impact of the NY SAFE Act on

firearm suicide and firearm homicide rates. We collected state-level data on firearm mortality from the

Centers for Disease Control and Prevention’s Wide-ranging Online Data for Epidemiologic Research

(WONDER) database for the period 1999–2019. We derived statistical inference by using a permutation-

based in-place placebo test.

Results. The implementation of the NY SAFE Act was associated with a significant reduction in firearm

homicide rates, demonstrating a decrease of 63%. This decrease corresponds to an estimated prevention

of 1697 deaths between 2013 and 2019. However, there was no association between the NY SAFE Act and

firearm suicide rates.

Conclusions. As the responsibility for enacting firearm policies increasingly falls on states instead of the

federal government, this study provides valuable information that can assist states in making evidence-

based decisions regarding the development and implementation of firearm policies that prioritize public

safety and aim to prevent firearm-related fatalities. (Am J Public Health. 2023;113(12):1309–1317. https://

doi.org/10.2105/AJPH.2023.307400)

In 2022, the Supreme Court of the

United States blocked a 111-year-old

gun law that prohibited New York State

residents from carrying concealed guns

in public.1 The Court ruled that the

law was unconstitutional and violated

residents’ rights in the Second and

Fourteenth Amendments.1 Loosening

gun laws has been found to be linked

to an increase in homicides from fire-

arms.2–4 Firearm violence is a prevent-

able public health crisis and a leading

cause of premature death in New York

and the United States.5,6 Therefore,

preventing firearm-related deaths,

disabilities, and injuries warrants an

empirical investigation of policies that

are effective in protecting the public’s

health.

Firearm injuries account for 5.3

deaths per 100000 New York popula-

tion, which equates to 1052 deaths in

2020 alone.7,8 On average, 1991 per-

sons are injured by guns every year in

New York, ranking the state 42nd in

firearm injuries nationwide.9 Although

New York is the fourth-lowest in gun

deaths nationally, the mortality rate

from guns increased by 7% from 2011

to 2020, which is equivalent to an abso-

lute increase of 55 more deaths during

the past decade.9 Firearm violence is

also a cause of economic burden to

New York, with $11.4 billion expended

annually, including $301.2 million that

is being subsidized by taxpayers.9

To limit gun-associated harm, several

states, including New York, have

enacted laws to regulate firearms.10

Examples include mandating licensing

requirements beyond the standard set

by the federal government, requiring
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background checks before the pur-

chase of firearms and ammunition, pro-

hibiting individuals that demonstrate

signs of harm—to themselves or

others—from purchasing a firearm (red

flag laws), and mandating gun owners

to make a reasonable effort at keeping

firearms out of reach of children and

other prohibited persons (safe storage

laws).4,10 State legislative efforts have

been heterogeneous and have resulted

in varied firearm-related outcomes.10

But, overall, states with a comprehen-

sive set of legislative actions have

recorded reduced firearm-related inju-

ries and deaths.10–13 Legislative actions

are also more likely to result in reduced

morbidity and mortality if they restrict

child access to firearms, implement sys-

tematic measures to limit the process

of firearm acquisition, regulate the use

of assault weapons and large-capacity

magazines, and prohibit individuals

who demonstrate a risk of harm—to

self or others—from purchasing a fire-

arm.11,13–16 Conversely, stand-your-

ground and right-to-carry laws have

been associated with increased firearm

morbidity and mortality.17,18

The New York Secure Ammunition

and Firearms Enforcement Act (NY

SAFE Act) was enacted in New York in

January 2013.19 Under this Act, owning

a magazine that can hold more than 7

rounds of ammunition became illegal.19

NY SAFE Act also mandates national

background checks for private firearm

purchases, expands the definition of il-

legal assault weapons to include rifles

and shotguns with a thumbhole stock,

requires a list of every firearm owned

by an individual whenever a permit is

renewed, establishes stronger penal-

ties for illegal firearm use, requires safe

storage of firearms from convicts of a

felony or domestic violence, requires

owners to report lost or stolen firearms

or ammunitions within 24hours,

requires the recertification of handgun

permits every 5 years, and amends the

New York Mental Hygiene Law to re-

quire the reporting of patients at risk

for inflicting significant harm to them-

selves or others, among other

provisions.19

Despite the passage of a decade

since its enactment, the impact of the

NY SAFE Act on firearm deaths remains

largely unexplored in the existing litera-

ture. Previous studies have primarily

focused on specific aspects of the Act,

including its implications for individuals

with mental health issues or its consti-

tutionality.20–24 This study aims to fill

this significant research gap by employ-

ing a novel quasi-experimental design,

the synthetic control method (SCM), to

examine the association between the

NY SAFE Act and firearm mortality. SCM

has garnered widespread recognition

as a groundbreaking innovation in the

evaluation literature and has been

hailed as “the most important innova-

tion in the policy evaluation literature

in the last fifteen years.”25(p9) Unlike

conventional approaches, SCM utilizes

a data-driven approach to construct

synthetic controls that closely resemble

the treatment state, thereby enhancing

the internal validity of the findings.25

The aim of the current study was to as-

sess the relationship between the im-

plementation of the NY SAFE Act and

firearm suicide and homicide rates.

METHODS

We used a quasi-experimental design

to examine the relationship between

the implementation of the NY SAFE Act

and counterfactual firearm mortality

rates, specifically firearm suicide and

homicide. The analysis involved esti-

mating the counterfactual rates using

data from weighted control states. The

study period spanned from 1999 to

2019, with the preintervention period

covering 1999 to 2012 and the postin-

tervention period from 2013 to 2019.

We excluded the year 2020 from our

analysis because of the higher number

of recorded firearm deaths in the United

States during the COVID-19 pandemic.26

Outcome Measures

Our primary outcome measures includ-

ed age-adjusted rates of overall firearm

mortality, firearm suicide, and firearm

homicide per 100000 persons. Data on

firearm deaths were obtained from the

Centers for Disease Control and Pre-

vention’s Wide-ranging Online Data for

Epidemiologic Research (WONDER)

database. We abstracted the following

variables using the following Interna-

tional Classification of Diseases, 10th Revi-

sion (Geneva, Switzerland: World Health

Organization; 1992) codes: W2–W34,

X72–X74, X93–X95, Y22–Y24, Y35.0, and

U01.4. All rates were age-adjusted to

the 2000 US standard population using

the direct method.

Mortality rates were occasionally

suppressed in WONDER for confiden-

tial reasons or because of low counts

deemed unreliable.27 To address miss-

ing values, multiple imputation was

employed, replacing them with the av-

erage mortality rate for the respective

state. States with complete missing

values were excluded from the

analysis.

Covariates

We derived state-level characteristics

that could potentially confound the as-

sociation between the NY SAFE Act and

firearm mortality from national regis-

tries and included as covariates in the
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analysis. From the US Census Bureau,28

we obtained the state-level proportion

of residents who were aged younger

than 18 years or aged 65 years or older;

the proportion of females; proportion

who were non-Hispanic White, non-

Hispanic Black, Hispanic, American

Indian/Alaska Native, and Asian/Pacific

Islander; the proportion of residents

that were high-school graduates or

higher, and those with bachelor’s de-

gree or higher; and for the entire popu-

lation, the median household income,

the proportion living in poverty, and the

proportion without health insurance

aged younger than 65 years. From the

US Bureau of Labor Statistics,29 we

obtained the unemployment rate for

every state included in this study.

Statistical Analysis

We used SCM to estimate the counter-

factual rates of overall firearm mortality,

firearm suicide, and firearm homicide

for the state of New York. SCM offers a

valuable alternative to conventional

evaluation approaches and effectively

addresses significant limitations in the

field of firearm policy research, includ-

ing the challenges of finding compara-

ble intervention and control groups and

the sensitivity of findings to specific

modeling choices.30

This innovative approach involved

leveraging preintervention data on out-

comes and relevant predictors to assign

weights to control states in the donor

pool.30 The objective was to create a

weighted combination of control states

that closely resembled the intervention

state during the preintervention peri-

od.25,30 By carefully selecting the

weights, certain states were excluded

from the synthetic control analysis. The

resulting weighted average of states

provided an approximation of what the

outcomes would have been in the post-

treatment period had there been no

intervention.31,32

To evaluate the impact of the NY SAFE

Act on firearm mortality rates, we con-

ducted a comparative analysis between

the postintervention rates of New York

and its synthetic control group from

2013 to 2019. This approach allowed us

to assess the effectiveness of the inter-

vention by examining the differences

between the observed rates in New

York and the counterfactual rates pre-

dicted by the synthetic control group.

The synthetic control method does

not rely on traditional measures of un-

certainty or statistical significance.31–34

Therefore, to assess the likelihood of

observing firearm suicide and homicide

rate differences equal to or greater

than those observed in New York

attributable to chance alone, we

employed permutation-based in-place

placebo tests. These tests involved con-

ducting the same analysis multiple

times by randomly shuffling (permut-

ing) the assignment of the intervention

among control states.31–34 The underly-

ing premise is that in the absence of

an actual intervention, no effect is

expected, although random variation in

the postintervention period could oc-

cur.31–34 We calculated the root mean

square prediction error (RMSPE) ratio

(RMSPE posttreatment/pretreatment)

and examined the P value below .10 as

described by Abadie et al., Chrisinger,

and Galiani et al.32–34 We excluded

states with a poor fit before the inter-

vention, indicated by an RMSPE exceed-

ing twice that of the intervention state,

from the analyses.

To calculate the estimated number of

firearm deaths prevented by the NY

SAFE Act from 2013 to 2019, we multi-

plied the relative difference in rate

between New York and its synthetic

control by New York’s population size

each year, summing the values across

those years.

We conducted all statistical analyses

with Stata version 17.0 (StataCorp LP,

College Station, TX).

Sensitivity Analysis

We assessed whether the implementa-

tion of the NY SAFE Act was associated

with any potential substitution effect

leading to increased deaths from non-

firearms. The results of this analysis, in-

cluding the corresponding tables and

charts, are provided in Appendix B,

Tables A–C and Figures F–K, available

as a supplement to the online version

of this article at https://ajph.org.

RESULTS

We constructed a synthetic control for

New York’s overall firearm mortality,

firearm suicide, and firearm homicide

rates by utilizing predictive covariates

and mortality rates from the period

preceding the implementation of the

NY SAFE Act. The inclusion of states as

synthetic controls was based on their

nonzero weights, as summarized in

Table 1. Specifically, for the overall fire-

arm mortality, the synthetic controls for

New York included California, Hawaii,

Maryland, Massachusetts, Nebraska,

New Hampshire, Rhode Island, and Dis-

trict of Columbia.

We used RMSPE to evaluate the accu-

racy of the synthetic controls in approx-

imating New York’s firearm mortality

rate. Lower RMSPE values signify a bet-

ter fit.31,32 As indicated in the last row

of Table 1, the synthetic control outper-

formed the simple average of all states

in the donor pool in terms of fit. For

instance, in the case of overall firearm

mortality, the synthetic control
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TABLE 1— Weight Allocation for Synthetic Control Analysis of New York State: 1999–2019

State

Weight

Firearm Mortality Firearm Suicide Firearm Homicide

Alabama 0.000 0.000 0.000

Alaska 0.000 0.000 0.158

Arizona 0.000 0.000 0.058

Arkansas 0.000 0.000 0.000

California 0.192 0.000 0.000

Connecticut 0.000 0.037 0.000

Delaware 0.000 0.000 0.000

Florida 0.000 0.000 0.000

Georgia 0.000 0.000 0.000

Hawaii 0.305 0.082 0.000

Idaho 0.000 0.000 0.000

Illinois 0.000 0.098 0.000

Kansas 0.000 0.000 0.156

Kentucky 0.000 0.000 0.000

Louisiana 0.000 0.000 0.000

Maine 0.000 0.000 0.000

Maryland 0.031 0.000 0.000

Massachusetts 0.376 0.649 0.017

Minnesota 0.000 0.000 0.123

Mississippi 0.000 0.000 0.000

Missouri 0.000 0.000 0.010

Montana 0.000 0.000 0.000

Nebraska 0.041 0.000 0.000

Nevada 0.000 0.000 0.060

New Hampshire 0.026 0.000 0.000

New Jersey 0.000 0.063 0.000

New Mexico 0.000 0.000 0.000

North Dakota 0.000 0.000 0.000

Ohio 0.000 0.000 0.000

Oklahoma 0.000 0.000 0.000

Oregon 0.000 0.000 0.106

Pennsylvania 0.000 0.071 0.000

Rhode Island 0.012 0.000 0.000

South Carolina 0.000 0.000 0.000

South Dakota 0.000 0.000 0.000

Texas 0.000 0.000 0.000

Utah 0.000 0.000 0.241

Virginia 0.000 0.000 0.064

West Virginia 0.000 0.000 0.000

Wisconsin 0.000 0.000 0.000

Wyoming 0.000 0.000 0.000

Washington, DC 0.017 0.000 0.009

RMSPE synthetic control/all control states 0.159/0.618 0.102/0.424 0.104/0.533

Note. RMSPE5 root mean square prediction error. The RMSPE provides a measure of the fit, with lower values indicating a better alignment with New
York during the preintervention period.
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achieved an RMSPE of 0.159, which is

significantly lower than the RMSPE that

would have been obtained if a simple

average of all control states (i.e., the

remaining 49 US states and the District

of Columbia) had been used (0.618;

Table 1).

Table 2 summarizes the predictive

covariates associated with firearm mor-

tality. These variables are presented for

both New York and the synthetic con-

trol group designed to optimize firearm

mortality overall, firearm suicide, and

firearm homicide. The similarities in the

average balance of these covariates

TABLE 2— Covariate Balance for New York and Synthetic New York State: 1999–2012

Covariate

Firearm Mortality Firearm Suicide Firearm Homicide

New York
Synthetic
New York New York

Synthetic
New York New York

Synthetic
New York

Age, y, %

<18y 20.3 20.4 20.3 19.8 20.3 23.7

≥65y 18.1 18.3 18.1 18.3 18.1 15.6

Female, % 51.1 50.3 51.1 50.8 51.1 49.5

Race/ethnicity, %

Non-Hispanic White 54.2 47.8 54.2 63.7 54.2 68.7

Non-Hispanic Black 17.7 7.6 17.7 10.1 17.7 6.0

American Indian/Alaska Native 1.0 0.76 1.0 0.5 1.0 3.9

Asian 9.6 17.9 9.6 9.8 9.6 4.9

Pacific Islander 0.1 3.3 0.1 0.9 0.1 0.7

Hispanic 19.7 17.4 19.7 13.9 19.7 13.9

Education level, %

High school education or lower 87.4 90.4 87.4 91.2 87.4 92.1

Bachelor’s degree or higher 38.1 39.3 38.1 40.3 38.1 34.7

Persons in poverty, % 13.9 11.1 13.9 10.7 13.9 10.7

Household income, median, $ 75157.0 86683.0 75157.0 85648.0 75157.0 74 698.0

Persons without health insurance, % 6.1 5.0 6.1 4.3 6.1 9.9

Unemployment rate, % 3.9 3.3 3.9 3.1 3.9 3.1

Mortality rate,a %

2012 4.8 4.9 2.5 2.6 2.2 2.3

2011 5.0 5.0 2.5 2.4 2.4 2.5

2010 5.1 5.1 2.3 2.5 2.7 2.5

2009 4.8 4.9 2.0 2.0 2.6 2.6

2008 4.9 5.1 2.1 2.2 2.6 2.7

2007 5.1 5.1 2.2 2.2 2.7 2.7

2006 5.2 5.0 2.1 2.0 3.0 2.9

2005 5.3 5.0 2.3 2.1 2.7 2.8

2004 4.9 5.1 2.0 2.0 2.7 2.8

2003 5.3 5.3 2.1 2.2 3.1 3.1

2002 5.1 5.3 2.1 2.1 2.9 2.9

2001 5.5 5.4 2.3 2.3 3.1 3.0

2000 5.7 5.5 2.3 2.3 3.2 3.1

1999 5.3 5.3 2.3 2.4 2.9 3.0

Note. The preintervention period includes 1999–2012, which is the period before the enactment of the NY SAFE Act. Variable balance is assessed by
comparing the values in New York (the treatment state) and synthetic New York (its synthetic control). A difference closer to zero indicates better
balance between the 2.
aFirearm mortality rates are reported per 100 000 population and age-adjusted to the US population in 2000.
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serve as further evidence of the close

resemblance between the synthetic

controls (synthetic New York) and the

actual state of New York during the

pre–NY SAFE Act period.

We conducted a graphical compari-

son of the firearm mortality rate over

time between New York and synthetic

New York. During the preintervention

period, before the implementation of

the NY SAFE Act, both groups exhibited

a closely tracked trajectory, as also sup-

ported by the RMSPE of 0.159 and the

covariate balance data presented in

Table 2. However, starting from 2013, a

divergence in rates occurred. While

New York’s firearm mortality rate con-

tinued to decrease through 2019, the

rate for synthetic New York increased

notably throughout the study period.

We compared the rate differences be-

tween New York and synthetic New

York from 2013 to 2019 and found that

the implementation of the NY SAFE Act

was associated with a 22.4% reduction

in firearm mortality deaths compared

with the counterfactual scenario (4.10

vs 5.02; Figure 1; Table 3).

The permutation test results were

consistent with the graphical findings,

indicating that there was a decrease in

New York’s overall firearm mortality

rate following the implementation of

the NY SAFE Act. Furthermore, among

the control states with an RMSPE no

more than twice that of New York, none

exhibited firearm mortality trends that

diverged from their synthetic controls

to the extent observed in New York

(Table 3; Figure A, available as a supple-

ment to the online version of this article

at https://ajph.org).

Firearm Suicide

Firearm suicide rates in New York close-

ly tracked those of synthetic New York

during the preintervention period.

However, a notable divergence be-

tween the 2 rates occurred after the

implementation of the NY SAFE Act. By

summing the differences in rates

between New York and synthetic

New York from 2013 to 2019, we deter-

mined that the NY SAFE Act was linked

to 467 fewer deaths than anticipated.

However, the permutation test indicated

that the observed difference in firearm

suicide rates between New York and

synthetic New York was not statistically

significant and could have occurred by

chance (Tables 2 and 3; Appendix A,

Figures B and C, available as supple-

ments to the online version of this arti-

cle at https://ajph.org).

Firearm Homicide

Firearm homicide rates in New York

exhibited a close alignment with those of

synthetic New York during the preinter-

vention period from 1999 to 2012, as

supported by the covariate balance,

RMSPE of 0.104, and visual assessments.

However, following the implementation

of the NY SAFE Act, a divergence in fire-

arm homicide rates occurred, with a con-

tinued decrease in New York through
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FIGURE 1— Age-Adjusted FirearmMortality Rate (per 100000) for New York and Synthetic New York State: 1999–2019

Note. The vertical line indicates the enactment of the New York Secure Ammunition and Firearms Enforcement Act in January 2013.
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2019 and an upward trend in synthetic

New York until the end of the study peri-

od. The permutation test demonstrated

that the difference in postintervention

firearm homicide rates between New

York and synthetic New York was signifi-

cant and could not have arisen by

chance. From 2013 to 2019, the imple-

mentation of the NY SAFE Act is estimat-

ed to have prevented a total of 1697

deaths from firearm homicides. This

represents a decrease of 63% compared

with the counterfactual, with an average

rate of 1.89 deaths per 100000 popula-

tion as opposed to 3.08 deaths per

100000 population (Tables 1–3; Appen-

dix A, Figures D and E, available as supple-

ments to the online version of this article

at https://ajph.org).

Sensitivity Analysis for
Nonfirearm Mortality

To investigate potential substitution

effects, we examined the relationship

between the NY SAFE Act and nonfir-

earm mortality overall, nonfirearm sui-

cide, and nonfirearm homicide. The

permutation tests conducted indicated

that there was no significant associa-

tion between any of these outcomes

and the implementation of the NY SAFE

Act (see Appendix B: Tables A–C and

Figures F–K, for the detailed results).

DISCUSSION

In this quasi-experimental study, we iden-

tified a significant reduction in firearm

homicide associated with the implemen-

tation of the NY SAFE Act. However, we

did not observe an association between

the NY SAFE Act and firearm suicide.

The NY SAFE Act, compared with oth-

er state firearm laws, incorporates a

multitude of comprehensive provisions

aimed at reducing gun-related harm.19

The Act stands out as a multifaceted

measure with provisions, including the

“1-feature test” for assault weapons,

restrictions on large-capacity maga-

zines, mandatory background checks

for firearm purchases, and measures

to enhance safe storage practices.19

These provisions collectively address

various aspects of firearm safety and

access, highlighting the Act’s compre-

hensive approach. While some states

have implemented similar provisions

individually, the NY SAFE Act goes be-

yond by encompassing a broader range

of measures, making it one of the more

comprehensive state laws enacted in

recent years.24 The inclusion of such

provisions in the NY SAFE Act likely con-

tributes to the observed reduction in

firearm mortality found in this study,

reinforcing the importance of compre-

hensive approaches to gun regulation.

The provision of the NY SAFE Act con-

cerning assault weapons and large-

capacity magazines may partially account

for the observed decrease in firearm ho-

micide in this study. Section 37 of the Act

introduces the “1-feature test,” which

effectively prohibits semiautomatic weap-

ons with detachable magazines that

possess 1 military-related feature.19 In

addition, the Act bans the sale of new

large-capacity magazines capable of hold-

ing more than 7 rounds of ammunition,

with current owners required to transfer

such magazines out of state or to fire-

arms dealers.19 Given that ammunition

and large-capacity magazines can con-

tribute to mass shootings, which involve

4 or more victims, regulating the sale

and use of these weapons logically

has the potential to limit firearm homi-

cides.16 Previous research examining

mass shootings following the expiration

of a federal ban on large-capacity maga-

zines and military-style semiautomatic

firearms found a significant increase in
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both the number of incidents and fatali-

ties.3 A survey of 32 researchers con-

ducted by the New York Times on best

practices for reducing mass shootings

revealed that an assault weapons ban

was the most effective measure.16

We did not observe a significant asso-

ciation between the implementation of

the NY SAFE Act and firearm suicide.

Several potential explanations could ac-

count for this finding. A notable aspect

of the NY SAFE Act is its provision that

requires mental health professionals to

report individuals they believe may

pose a significant risk of harm to them-

selves or others.19 This provision has

raised concerns regarding its constitu-

tionality and its impact on the principles

of the Hippocratic oath and the physi-

cian–patient relationship.20–24 One pos-

sible consequence of this provision is

that individuals with mental health

issues who are contemplating firearm

suicide may be deterred from seeking

medical care because of the fear of be-

ing flagged and reported.22–24 This fear

arises from the potential risk of having

their firearm license revoked and their

firearms confiscated.22–24 The presence

of this potential deterrent effect may

contribute to the absence of a signifi-

cant protective association between the

NY SAFE Act and firearm suicide. These

concerns underscore the importance of

conducting further examination and fos-

tering discussion regarding the ethical

and legal considerations surrounding

firearm policy and mental health.

Another potential explanation for the

absence of a significant protective asso-

ciation between the NY SAFE Act and

firearm suicide could be the presence

of a time lag and long-term effects. The

impact of the NY SAFE Act on firearm

suicides may require a longer period to

manifest.35 Suicide prevention efforts

typically involve comprehensive

strategies, including improving access

to mental health services, fostering com-

munity support, and reducing stigma

surrounding mental health issues.35

These multifaceted approaches may

have a more delayed and cumulative ef-

fect, contrasting the immediate impact

of measures targeting homicides.35

Thus, the complex nature of suicide pre-

vention efforts and the potential time

lag involved may contribute to the lack

of a detectable association between the

NY SAFE Act and firearm suicide.

Further research is warranted to ex-

plore the potential effects of the NY

SAFE Act on firearm mortality, including

specific mechanisms that may explain

the observed reduction in firearm

homicides but not firearm suicides. Un-

derstanding these nuances can inform

comprehensive firearm policies.

Limitations and Strengths

This study has some limitations.We used

WONDER data, whichwere exclusively

based on death certificate records of US

residents.27 Future studiesmay consider

investigating the association between

theNY SAFE Act and firearm injuries,

rather thanmortality. Second, our use of

state-level data precludes individual-level

inference—ecologic fallacy. To improve

on this limitation, further studiesmay

consider using individual-level data.

This study has several notable

strengths that enhance the internal va-

lidity and robustness of our findings.

First, we employed SCM, an innovative

and novel approach to assess the im-

pact of the NY SAFE Act.25,31,32 Through

SCM, we integrated data from multiple

control states to construct a synthetic

control that closely resembled New York,

enabling a rigorous comparison of out-

comes before and after implementation

of the Act. Furthermore, our study

addressed the issue of potential spillover

effects from neighboring states by incor-

porating their data into the donor pool.

The synthetic control analysis assigned

weights based on similarities to the inter-

vention state, considering factors such

as geographic proximity and the poten-

tial for contamination.31,32 Specifically,

for overall firearmmortality, states adja-

cent to New York were assigned a weight

of zero and were not included as syn-

thetic controls. In the case of firearm sui-

cide, Connecticut had a weight of 0.037

and New Jersey had a weight of 0.063, in-

dicating their minimal contributions as

synthetic controls. Finally, we explored

the possibility of substitution effects by

examining the association between the

NY SAFE Act and nonfirearm suicide

and homicide. This comprehensive anal-

ysis allowed us to assess whether any

reductions in firearmmortality were

counterbalanced by increases in

non–firearm-related deaths.

Public Health Implications

The implementation of the NY SAFE Act

is associated with reduced firearm ho-

micide rates. However, no significant

association was observed with firearm

suicide rates. As states assume a larger

role in enacting firearm policies, our

findings provide valuable insights for

discussions and considerations on the

potential impact of future firearm poli-

cies and state-level interventions in re-

ducing firearm-related fatalities in the

United States.
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Child Mental Health Status in Flint,
Michigan: A Worsening Health
Inequity, 2018–2022
Jacqueline Dannis, MA, Sarah Jenuwine, BS, Nicole Jones, PhD, MS, Jenny LaChance, MS, CCRC, and
Mona Hanna-Attisha, MD, MPH

Objectives. To determine the burden of mental health disorders among children enrolled in Michigan’s

Flint Registry in the context of a local public health crisis and a nationally declared pediatric mental

health crisis.

Methods. This survey-based study included 1203 children aged 3 to 17 years whose caregivers enrolled

them in the Flint Registry between December 2018 and March 2020 and who completed a follow-up

survey between October 2020 and March 2022. The baseline and follow-up surveys included caregiver

reports of childhood anxiety and depression and overall mental health wellness.

Results. At enrollment, Flint Registry caregivers reported significantly higher rates of anxiety and

depression among their children than caregivers reported nationally (12.9% vs 9.4% and 8.2% vs 4.4%;

P< .001). Flint Registry caregivers also reported declines in their children’s overall mental health wellness

at follow-up, t(1472)524.17; P< .001.

Conclusions. Our findings reveal a disparate burden of pediatric mental health disorders and exemplify

the health inequities vulnerable populations face.

Public Health Implications.More proactive and preventive steps should be taken to lessen this

burden, especially in chronically disadvantaged communities that experience public health crises.

(Am J Public Health. 2023;113(12):1318–1321. https://doi.org/10.2105/AJPH.2023.307406)

In 2021, theUS Centers for Disease

Control and Prevention (CDC), the

American Academy of Pediatrics, and the

Office of the SurgeonGeneral acknowl-

edged a national pediatricmental health

emergency. Between 2010 and 2020,

rates of childhood anxiety and depres-

sion increased steadily.1 In 2019, 1 in 3

high school students reported persistent

feelings of sadness or hopelessness; by

2021, that figure reached 42%.2,3 Longitu-

dinal studies have shown that childhood

anxiety or depression can stem fromge-

netic factors and experiences of trauma,

maltreatment, or other early adversities.4

From April 2014 through October

2015, the Flint, Michigan, community

was exposed to unsafe drinking water

with the risk of elevated blood lead

levels. Lead exposure has mental and

behavioral health consequences, as

does exposure to the trauma of an envi-

ronmental disaster.5–7 Furthermore, pe-

diatric mental health worsened during

the COVID-19 pandemic as a result of

social isolation, family economic hard-

ship, family loss or illness, and reduced

health care access.8

Established before the COVID-19 pan-

demic, the CDC-supported Flint Registry

has engaged in voluntary survey-based

population-level surveillance and support

for individuals exposed to the Flint water

crisis. Enrollment for the Flint Registry be-

gan in December 2018, and individuals

were recruited through an extensive

community-based outreach and market-

ing campaign.

Recognizing the need to better un-

derstand the mental health implica-

tions of lead exposure and trauma in

the context of a global pandemic, we

sought to answer the following ques-

tion: Considering the national trends in

pediatric mental health, what is the
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mental health status of Flint Registry chil-

dren? Also, we sought to determine how

their mental health status has changed

over time.

METHODS

This study included 1203 children aged

3 to 17 years whose caregivers com-

pleted a baseline enrollment Flint Reg-

istry survey between December 2018

and March 2020 and a follow-up survey

between October 2020 and March

2022. The mean (6SD) interval be-

tween the completion of the baseline

and follow-up surveys was 16months

(65months). The children were Flint

residents during the water crisis (April

25, 2014, to October 15, 2015), and

88% of caregivers reported that their

child was exposed to unfiltered City of

Flint tap water during the crisis. Michi-

gan Department of Health and Human

Services records were used to verify

the identities of the child participants.

Extracted survey data included ques-

tions from or adapted from the Nation-

al Survey of Children’s Health: Has a

doctor, other health care provider, or

educator (such as a teacher or school

nurse) ever told you that your child has

anxiety problems? Has a doctor, other

health care provider, or educator (such

as a teacher or school nurse) ever told

you that your child has depression?

During the past 12months, has your

child received any treatment or coun-

seling from a mental health profession-

al? We compared rates of childhood

anxiety and depression among Flint

children with CDC data gathered via the

same National Survey of Children’s

Health questions.9

In addition, data on overall child men-

tal health were included: In general,

would you say your child’s mental health

is excellent, very good, good, fair, or

poor? Information on age, biological sex,

free and reduced-cost meal services,

and race was also collected.

The survey data were collected via

REDCap electronic data capture tools

hosted at Michigan State University.10

SPSS 27 (SPSS Inc, Chicago, IL) was

used to analyze the data with 1-sample

x2, paired sample proportions, and

paired t tests.

Data were missing for less than 3% of

the demographic variables (Table 1).

Missing data for the outcome variables

anxiety, depression, and parents’

reports of overall mental health well-

ness and treatment ranged from 5%

to 8%, and thus our analysis included

SPSS multiple imputation for these vari-

ables; pooled values are reported.

RESULTS

The mean (6SD) age of the 1203 chil-

dren at enrollment was 9.0 (63.7) years.

About half of the children (46.6%) were

female, and 79.7% were eligible for free

or reduced-cost school meals. Most

caregivers reported that their child

identified as Black or African American

only (61.2%); 22.8% reported White

only, 1% reported Native American or

Alaska Native only, and 12.6% reported

more than 1 race.

At enrollment, Flint Registry caregivers

reported significantly higher rates of

anxiety and depression among their

children than in the general population

(as reported in 2019 by the CDC9), x2(1,

n51203)5 17.04; P< .001 and x2(1,

n51203)5 41.76; P< .001, respectively.

At baseline, 12.9% of the study partici-

pants reported anxiety and 8.2% re-

ported depression (as compared with

the national rates of 9.4% and 4.4%,

respectively9).

The percentages of children with anx-

iety and depression did not change

significantly at follow-up. However,

caregivers reported a decline in the rat-

ing of their child’s overall mental health,

t(1472)524.17; P< .001. A total of

16.9% of caregivers reported their

child’s mental health as fair or poor at

follow-up, as compared with 14.5% at

baseline.

At follow-up, most (54.3%) caregivers

reported that children with anxiety or

depression had received treatment or

counseling from a mental health pro-

fessional in the preceding 12months;

13.5% reported that their child had not

received treatment or counseling from

a mental health professional in the past

12months but believed that the child

needed to see a mental health profes-

sional, and 32.2% reported that their

child did not need to see a mental

health professional. These figures are

not significantly different from reported

mental health care access rates at

baseline (54.7%, 12.8%, and 32.5%,

respectively).

DISCUSSION

In this large cohort of children enrolled

in the Flint Registry, the findings reveal

an outsized burden of pediatric mental

health disorders. National trends have

prompted declarations of emergency,

and our local data reflect even greater

alarm and exemplify the health inequi-

ties that certain populations face.

Our data may reflect the pathogene-

sis of exposure to lead and trauma as

well as historic and systemic adversity.

This study mirrors research on behav-

ioral and mental health outcomes

among children in communities affect-

ed by manmade environmental

disasters.5–7

The results of our study do not reveal

increases in childhood anxiety and de-

pression after the onset of the
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pandemic, but they do show a worsen-

ing of parent-reported overall mental

health wellness. This may reflect the im-

pact of the pandemic on the services

needed to diagnose new cases of anxi-

ety and depression.

Crisis mitigation efforts in Flint included

universal early intervention, mindfulness

programming, high-quality child care,

Medicaid expansion, parenting support,

literacy programming, trauma-informed

care, and nutrition services. The effects

of these efforts on our findings are un-

known. More research is needed.

The limitations of this study rest

largely on the registry as a voluntary

surveillance tool. In addition, we used a

cross-sectional design, and therefore

causal inferences cannot be made. The

strengths of the study are that the sam-

ple size was large and that participants’

demographic characteristics mirrored

those of the Flint population.

PUBLIC HEALTH
IMPLICATIONS

This study of a marginalized population

of children is consistent with and sup-

ports national efforts to amplify pediatric

mental health concerns and encourage

early identification. New US Preventive

Services Task Force recommendations

for anxiety screening of all children

beginning at 8 years of age11 are prom-

ising; however, more proactive and

preventative steps should be taken

to lessen this burden, especially in

communities such as Flint that have

experienced long-standing systemic

inequities atop manmade environmen-

tal disasters.6 Our data also support

the expansion of early mental health

screening and treatment of mental

health disorders, particularly in part-

nership with local schools, which has

been shown to increase receipt of

care.12

TABLE 1— Flint Registry Children at Enrollment (December 2018–March 2020) Versus National Sample
(2019) and at Follow-Up Survey (October 2020–March 2022): Flint, MI

Study Participant Demographics
Mean 6SD, No. (%), or Percentage

Point Difference Significance

Age, y 963.7

Biological sex

Female 561 (46.6)

Male 638 (53.0)

Missing 4 (0.3)

Free or reduced-cost meals

No 213 (17.7)

Yes 959 (79.7)

Missing 31 (2.6)

Race

Black only 736 (61.2)

White only 274 (22.8)

Other minority only 12 (1.0)

More than 1 151 (12.6)

Missing 30 (2.5)

Flint vs national sample

Anxiety 3.5 x2(1, n51203)517.04; P < .001

Depression 3.8 x2(1, n51203)541.76; P < .001

Change at follow-up

% with anxietya 20.8 95% CI520.01, 0.03; P5 .446

% with depressiona 20.2 95% CI520.01, 0.02; P5 .762

% receiving treatmenta 20.4 95% CI520.06, 0.07; P5 .922

% with poor or fair mental health 2.4 t(1472)524.17; P < .001

Note. CI5 confidence interval. Percentages may not sum to 100 owing to rounding. The sample size was 1203.
Source. National sample data are from Bitsko et al.9

aTested with paired sample proportion tests.
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Employee Cardiometabolic Risk
Following a Cluster-Randomized
Workplace Intervention FromtheWork,
Family andHealthNetwork, 2009–2013
Lisa F. Berkman, PhD, Erin L. Kelly, PhD, Leslie B. Hammer, PhD, Frank Mierzwa, PMP, Todd Bodner, PhD, Tay McNamara, PhD,
Hayami K. Koga, MD, PhD, Soomi Lee, PhD, Miguel Marino, PhD, Laura C. Klein, PhD, Thomas W. McDade, PhD,
Ginger Hanson, PhD, Phyllis Moen, PhD, and Orfeu M. Buxton, PhD

Objectives. To examine whether workplace interventions to increase workplace flexibility and

supervisor support and decrease work–family conflict can reduce cardiometabolic risk.

Methods.We randomly assigned employees from information technology (n5555) and long-term care

(n5973) industries in the United States to the Work, Family and Health Network intervention or usual

practice (we collected the data 2009–2013). We calculated a validated cardiometabolic risk score (CRS)

based on resting blood pressure, HbA1c (glycated hemoglobin), HDL (high-density lipoprotein) and total

cholesterol, height and weight (body mass index), and tobacco consumption. We compared changes in

baseline CRS to 12-month follow-up.

Results. There was no significant main effect on CRS associated with the intervention in either industry.

However, significant interaction effects revealed that the intervention improved CRS at the 12-month

follow-up among intervention participants in both industries with a higher baseline CRS. Age also

moderated intervention effects: older employees had significantly larger reductions in CRS at 12 months

than did younger employees.

Conclusions. The intervention benefited employee health by reducing CRS equivalent to 5 to 10 years

of age-related changes for those with a higher baseline CRS and for older employees.

Trial Registration. ClinicalTrials.gov Identifier: NCT02050204. (Am J Public Health. 2023;113(12):

1322–1331. https://doi.org/10.2105/AJPH.2023.307413)

Work is a key social determinant

of health and well-being and

provides many opportunities and

resources as well as exposures to

health risks. It is central in shaping

inequalities in health. One of the key

organizational conditions shaping

workplace risk or protection is the abili-

ty to go to work without creating undue

hardship and strain on family responsi-

bilities and obligations, thus determin-

ing work–family conflict.1 Work–family

conflict is of growing concern in the

United States, as the majority of women

with younger children work outside the

home and more workers need to care

for older adults, including parents, part-

ners, close friends, and family.2,3 Dual

wage–earning families are common,

potentially increasing work demands for

the entire family and reducing opportu-

nities for home care. As a result, men

and women increasingly experience

major work and family responsibilities.

About 70% of US workers report

some interference between work

and nonwork.4 Such interference is

reported to degrade employee health,

but few experimental approaches have

been used and even fewer had strong

disease biomarkers. Furthermore, re-

cent workplace wellness program stud-

ies using strong randomized designs

reported limited positive results,5–7 in-

cluding some improvements in health

behaviors and intentions to change
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behaviors but no differences in clinical

or self-reported health outcomes5–7or

medical or pharmaceutical spending or

utilization.7 In this light, it is important to

consider workplace redesign practices

that directly influence stressful workplace

conditions.8 This perspective is aligned

with a social determinants of health ap-

proach in which the work itself—how it is

organized and structured—shapes risks

for health and well-being.

Rather than viewing the workplace as

a venue for delivering health care or well-

ness benefits implicitly or explicitly asking

workers to manage their stress as indivi-

duals, we see work and the structure of

the workplace as a potential determinant

of health.9 Our framework focuses on re-

ducing toxic environments, not on asking

workers to adapt to risky working condi-

tions. By using strong randomized exper-

imental designs, such as what we used

in this study, we can better assess causal

impacts of changing workplace condi-

tions on health, in this case cardiometa-

bolic disease risk.

Previous systematic reviews10–13 of

observational studies have linked work

stress to mortality and cardiovascular

morbidity, and several studies from

the Work, Family and Health Network

(WFHN) have linked work–family conflict

to health and cardiovascular risks.14,15 A

pilot supervisor support intervention was

associated with decreases in blood pres-

sure.15 The WFHN intervention positively

affected objectively measured sleep,

recently recognized by the American

Heart Association as important for heart

health.16 In systematic reviews and meta-

analyses,11,17 risks were found to be

about 1.2 and somewhat higher (1.3)

when issues of reverse causality were

addressed. Selection into more stressful

jobs related to preexisting poor health,

low educational attainment, or other

sources of disadvantage may still affect

results.15,18 Both confounding by other

conditions and selection into stressful

jobs reduces confidence in observational

studies; experimental designs are need-

ed for strong causal inference.

Biological mechanisms underlying

the link between work stress and car-

diovascular disease include coagula-

tion, inflammation, and cardiovascular

reactivity13 as well as atherosclerosis

and general metabolic syndromes,19

but the strongest links between job

strain and cardiovascular risk rest

largely on prospective epidemiologic

studies. However, as noted by Kivim€aki

and Kawachi, “The strongest evidence

for causation derives from experimen-

tal manipulation of the exposure (work

stress) to see whether it can affect out-

comes of interest. Experimental evi-

dence of this sort remains extremely

sparse in the area of work stress.”19(p2)

We provide experimental evidence

that a workplace intervention designed

to increase employee control over work

time, train supervisors to support per-

sonal and family life, and reduce low-

value work that leads to workers feeling

overloaded can improve employees’

cardiovascular health.

The WFHN designed a group-

randomized experiment to intervene

in work conditions to improve cardio-

vascular health, mental health, sleep,

and workplace productivity.20 We re-

port on the primary aim related to car-

diovascular risk in 2 different industries:

the long-term care industry and an

information technology (IT) industry.

These 2 industries with their different

wages and occupations provide an

opportunity to test the intervention in

distinct contexts.

The workplace intervention was

designed to increase family-supportive

supervisor behaviors and employee

control over work time to decrease

work–family conflict and improve

health.21,22 We hypothesized that the

intervention would decrease employees’

risk of developing cardiovascular disease,

which was assessed by a validated cardi-

ometabolic risk score (CRS).23

We tested a secondary hypothesis:

that the effect of the intervention on

cardiometabolic risk would be moder-

ated by baseline cardiometabolic risk

and age.24 We reasoned that interven-

tion effects would be more apparent

for vulnerable employees with higher

baseline cardiometabolic risk or who

were older. Younger employees with

lower baseline cardiometabolic risk

would not benefit as much in terms of

risk reduction although they may have

benefited in terms of other outcomes,

such as psychological distress.25

METHODS

The group-randomized experimental

study design has been described previ-

ously14,22,26 and registered, with our

primary cardiovascular outcome the

change in the modified Framingham risk

score from baseline to 12 months

follow-up (we collected data 2009–2013).

We recruited participants from 2 compa-

nies with multiple work sites (long-term

care facilities) or multiple work units (IT)

in the United States. Employees were eli-

gible to participate if they were at least

18years old. Each participant provided

written informed consent and complet-

ed a baseline preintervention survey

with biomarker collection. Follow-up

assessments included in-person inter-

views and biomarker collection. Our

analytic sample for cardiovascular risk

consisted of individuals with both base-

line and 12-month postintervention

follow-up data, of whom there were

973 in long-term care and 555 in IT,

as specified in our registration with
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ClinicalTrials.gov. Figure 1 is the CON-

SORT (consolidated standards of report-

ing trials) diagram, which shows each

study step with its associated sample

size. The unit of randomization was the

worksite or work unit, not the individual.

We evaluated measurements at 2 time

points: baseline (preintervention) and

our major endpoint (the 12-month post-

intervention follow-up). Recruitment

spanned September 2009 to July 2011.

One company consisted largely of fe-

male, low-wage direct care workers

and the other company consisted of

male and female high- and moderate-

salaried technical workers. We randomly

assigned work units to either interven-

tion or usual practice using an adaptive

randomization technique27 modified

for each industry.26 For long-term care,

facilities or nursing homes (n530) were

the units of randomization. For the IT

industry, work units analogous to depart-

ments were the units of randomization

(n5 56). All regular employees in IT

groups were eligible to participate. In

long-term care, direct care workers (e.g.,

registered nurses, certified nursing assis-

tants) who worked for 22.5hours or

more per week on at least some day

shifts were eligible to participate. We cal-

culated power for estimated intervention

effects on the modified Framingham

score based on pilot work,28 conserva-

tively concluding that we had sufficient

power to detect effects with 15 groups

per condition and a minimum sample

size of 20 employees per group.

Recruitment materials emphasized de-

scribing connections between employ-

ees’ working conditions and health.

Trained study site managers introduced

the study to employees and coordinated

project implementation. To minimize

bias, using separate and blinded field

interviewers, we obtained informed con-

sent and collected data from employees

in intervention and usual practice groups

at baseline and follow-up. We collected

baseline data approximately 1 month

before intervention. We collected self-

reported measures with a 60-minute

computer-assisted personal interview at

each time point. We describe biomar-

kers, including blood pressure mea-

sures, dried blood spots for HbA1c and

cholesterol, and weight and height mea-

sures for body mass index in the “Study

Outcomes” section. Employees received

up to $60 for completing data collection.

Study Oversight

A data safety and monitoring board

reviewed the trial. Work, Family and

Health steering committee members

Analyzed: Intervention

mean=15; n=452 

Randomized: Usual Practice

mean=15; n=919

PREINTERVENTION

FOLLOW-UP

ANALYSIS

Analyzed: Intervention

mean=29; n=278

Analyzed: Usual Practice

mean=29; n=277

Excluded from analysis (n=56)

Unable to calculate CRS because

of missing data (n=56)

Excluded from analysis (n=34)

Unable to calculate CRS because

of missing data (n=34)

Excluded from analysis (n=31)

Unable to calculate CRS because

of missing data (n=31)

Excluded from analysis (n=44)

Unable to calculate CRS because

of missing data (n=44)

12 Months: Usual Practice

m=29, n=311

Lost to follow-up (n=67)

No interview (n=55)

Interview but no CRS (n=12)

Lost to follow-up (n=59)

No interview (n=52)

Interview but no CRS (n=7) 

Lost to follow-up (n=216)

No interview (n=212)

Interview but no CRS (n=4)

Lost to follow-up (n=211)

No interview (n=207)

Interview but no CRS (n=4)

Baseline: Intervention

m=27, n=401

Baseline: Usual Practice

m=29, n=370

Baseline: Intervention

m=15, n=699

Baseline: Usual Practice

m=15, n=776

Excluded from baseline (n=143)

No interview (n=120)

Interview but no CRS (n=23)

Excluded from baseline (n=192)

No interview (n=162)

Interview but no CRS (n=30) 

Excluded from baseline (n=165)

No interview (n=139)

Interview but no CRS (n=26)

Randomized: Intervention

mean=27; n=609
Randomized: Usual Practice

mean=29; n=562

Excluded from baseline (n=208)

No interview (n=186)

Interview but no CRS (n=22)

ENROLLMENT

AND

ALLOCATION

LONG-TERM CARE INDUSTRY INFORMATION TECHNOLOGY  INDUSTRY

Analyzed: Usual Practice

mean=15; n=521

Eligible

mean=30; n=1783

Randomization

Randomized: Intervention

mean=15; n=864

12 Months: Intervention

m=27, n=334

12 Months: Usual Practice

m=15, n=565

12 Months: Intervention

m=15, n=483

Eligible

mean=56; n=1171

Randomization

FIGURE 1— CONSORT Diagram: United States, 2009–2013

Note. CRS5 cardiometabolic risk score; mean5mean cluster size.
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who oversaw the trial can attest that

the study was performed in accordance

with protocols and the statistical analy-

sis plan and vouch for accuracy and

completeness of reported analyses.

Study Intervention

The intervention consisted of supervi-

sor training focused on increasing sup-

portive work–family behaviors and

work redesign activities aimed to modi-

fy practices and interactions in work-

places between employees and their

direct supervisors. The intervention

was a structural and social change pro-

cess designed specifically to increase

employees’ control over work time and

supervisors’ awareness and support of

work–family balance; the intervention

integrated pilot interventions that

independently improved employee

health.29,30 Frontline managers partici-

pated in online and in-person training

on strategies to demonstrate support

for employees’ personal and family

lives while supporting employees’ job

performance. Employees and man-

agers attended participatory training

sessions where teams identified new

work practices to increase employees’

control over work time and to help

reduce low-value tasks. Intervention

activities unfolded over 12weeks. We

invited nonsupervisory employees to

between 5hours (in long-term care)

and 7.5hours (in IT) of training, and we

invited managers to 4 additional hours

of training.21,22 Detailed training and

support materials are available online

(https://workfamilyhealthnetwork.org).

Study Outcomes

The primary outcome was CRS, a sex-

stratified and validated score in the

Framingham Offspring cohort to predict

subsequent 10-year cardiovascular

event risk.23 We created the score using

sex-specific algorithms based on

6 biomarkers:

1. systolic blood pressure (mm Hg),

2. body mass index (kg/m2),

3. glycated hemoglobin (HbA1c, %),

4. tobacco consumption (smoker vs

nonsmoker),

5. HDL (high-density lipoprotein)

cholesterol (mg/dl), and

6. total cholesterol (mg/dl).

We calculated scores for respondents

who had both baseline and 12-month

assessments. Higher scores indicate

higher estimated risk (%) of developing

cardiovascular disease 10years later. We

conducted study-specific equivalency

analyses on dried blood spot biomarkers

and included control values in shipments

to the biomarker laboratory for this speci-

fic purpose. We used these serum equiv-

alencies for dried blood spot measures.31

Statistical Analysis

Summaries of continuous variables are

presented as means6SDs for normally

distributed data and as frequencies

(percentages) for categorical variables.

We compared baseline covariates be-

tween study groups by using the x2 test

for categorical variables and the Stu-

dent t test for continuous variables.26

We performed analyses on complete

cases separately for each of the 2 in-

dustries, resulting in 4 models (an over-

all intervention effect model for each

industry and a moderation analysis by

baseline CRS for each industry). For all

4 models, we performed analyses at

the participant level, using linear mixed

effects models to estimate the mean

between-group difference in 10-year

cardiovascular risk from baseline to

12 months. All models included random

effects for participants to account for

temporal correlation and random

effects for workgroups to account for

clustering of participants in workgroups.

To assess the overall impact of the in-

tervention on 10-year cardiovascular risk,

we followed a difference-in-difference

approach that included an indicator for

time (with baseline set as the reference),

an indicator for intervention group (with

usual practice serving as the reference),

and the interaction between time and in-

tervention. The effect of the intervention

was represented by a 2-way interaction

model parameter that represented the

difference in relative average difference

in CRS between intervention individuals

relative to usual practice individuals

across time. In addition to these terms,

for long-term care, we included a control

for the number of employees in a cluster.

For the IT cohort, we also included the

number of employees in a cluster and

categorical indicators of unit function

(core or support), whether that unit’s

baseline data were collected before or

after a major organizational change

(a merger) was announced, and a cate-

gorical indicator of whether the unit was

reorganized during the study period.

We intended these control variables

to address potential structural differ-

ences between treatment and control

groups that randomization might not

have fully addressed. Our analysis sug-

gests that other potential differences,

such as race and gender, between

treatment and control groups were

slight, and replications of analyses with

controls adjusting for any differences in

those characteristics were consistent

with the main analysis.

To test the a priori hypothesis that

the effect of the intervention on

10-year cardiovascular risk would be

moderated by baseline CRS risk, we

adapted linear mixed models to include
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a 3-way interaction for the moderating

variable of interest (baseline CRS).

The 3-way interaction parameter re-

presented the moderating effect of

baseline CRS risk on the difference in

relative average difference in outcomes

between intervention individuals rela-

tive to usual practice individuals across

time after controlling for potential con-

founders. We assessed evidence of any

differential intervention effects on the

primary outcome with the use of a like-

lihood ratio test for the 3-way interac-

tion term.

As a sensitivity analysis, we also con-

ducted intent-to-treat with last obser-

vation carried forward for those with

missing data at the 12-month follow-

up. All statistical tests were 2-sided,

and statistical significance was defined

at P< .05. We performed statistical

analyses in SAS version 9.3 (SAS Insti-

tute, Cary, NC).

RESULTS

Table 1 shows the characteristics of

participants by industry and interven-

tion conditions. Overall, treatment and

control groups were well balanced in

terms of sociodemographic and health

characteristics for both industries. In

long-term care, control group respon-

dents were slightly older, and a larger

proportion were Hispanic and foreign

born compared with respondents in

the intervention group. In the IT cohort,

a larger proportion of control group

respondents were Asian/Pacific Island-

er (difference5 19) and foreign-born;

the number of participants in these cat-

egories was small and did not influence

results. Attrition rate did not differ by

treatment group in either industry

(Figure 1). Participants lost to follow-up

were similar in treatment and control

groups in the long-term care sample.

In IT, participants lost to follow-up were

slightly younger (no difference by treat-

ment group) and slightly less likely to

be non-Hispanic White and native-born

(data available on request).

We estimated the amount of the

intervention received by employee in-

tervention session attendance. In IT,

intervention sessions were attended

by 75% of the analytic sample; 9% of

employees (n525) attended fewer

than half of the sessions, and 4%

(n510) attended no sessions. In long-

term care, intervention sessions were

attended by 67% of the analytic sam-

ple; 29% of employees (n5122)

attended fewer than half of the ses-

sions, and 9% (n538) attended no

sessions.

Intervention Effects on
Cardiometabolic Risk Score

Table 2 presents results from the evalu-

ation of the overall intervention effects

on CRS by industry. We present CRS by

intervention and usual practice for

each industry at baseline and 12

months with 95% confidence intervals

(CIs). Although CRS in both usual prac-

tice groups at 12 months were slightly

higher than at baseline, and CRS in in-

tervention groups were slightly lower,

the CIs overlap. We observed no statis-

tically significant intervention main ef-

fect in either industry (reduction in CRS

in the long-term care industry cohort:

B520.27; 95% CI5 –0.63, 0.08; in the IT

cohort: B520.21; 95% CI5 –0.62, 0.20).

Effects by Baseline
Cardiometabolic Risk Score

In prespecified subgroup analyses, we

compared intervention impacts on

workers who had higher baseline CRS.

Baseline CRS moderated intervention

effects (Table 2). For both industries, in-

tervention employees who had higher

CRS at baseline exhibited significant

decreases in CRS at 12-month follow-

up (Figure 2). Specifically, the interven-

tion decreased CRS for long-term care

workers (B520.08; 95% CI520.13,

20.04) and for IT workers (B520.07;

95% CI520.12,20.01) whose baseline

CRS was higher. To put the effect mag-

nitude into perspective, we express

these differences relative to age-related

differences in risk. In supplementary

analyses, magnitudes of effects for the

average worker (20.31 for long-term

care and20.18 for IT) were comparable

with age-related increases in CRS equiv-

alent to 5.5 years in the IT cohort and

10.3 years in the long-term care cohort.

Intervention Effects by Age

In supplementary analyses, we found

that these effects were more apparent

in older employees. Figure A (available

as a supplement to the online version

of this article at http://www.ajph.org)

shows that older employees (≥45 years)

who had higher CRS at baseline were

more likely to decrease CRS at 12

months than were younger employees

(<45years) who also had higher CRS at

baseline. Note that older employees

had higher CRS at baseline on average

than younger employees.

In the intention-to-treat analyses

shown in Table A (available as a supple-

ment to the online version of this article

at http://www.ajph.org), results were

qualitatively similar to those of the

complete case analyses. In particular,

main effect terms remained nonsignifi-

cant, and the CRS moderating effects

were similar in magnitude and statisti-

cal significance (IT: P5 .01; long-term

care: P< .001).
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DISCUSSION

The Work, Family and Health Study

is among the first studies to use a

fully randomized and intent-to-treat

design to evaluate whether changing

workplace conditions will affect employ-

ees’ cardiovascular risk. Our findings in

2 different industries suggest common

effects. Although there were no main

effects of the workplace intervention in

either industry for CRS, we did observe

an intervention effect among those

with higher baseline CRS (Figure 2). In-

tervention effects for those with elevat-

ed baseline CRS were on the order of

the effects of lower age-related CRS of

5 to 10 years. Among those with a lower

TABLE 1— Selected Characteristics of Study Participants by Industry: United States, 2009–2013

Long-Term Care IT

Intervention
(n=452), Mean
6SD or No. (%)

Control (n =521),
Mean 6SD or

No. (%) D

Intervention
(n=278), Mean
6SD or No. (%)

Control (n =277),
Mean 6SD or

No. (%) D

Baseline sociodemographics

Age, y 37.7612.4 39.6612.1 � 46.66 8.9 46.168.6

Male sex 34 (7.5) 47 (9.0) 160 (57.6) 173 (62.5)

Married/partnered 277 (61.3) 341 (65.5) 224 (80.6) 222 (80.1)

Caregiver 140 (31.0) 149 (28.6) 66 (23.7) 65 (23.5)

Race/ethnicity

White 291 (67.2) 315 (61.6) 195 (70.4) 185 (66.8)

Black 70 (16.2) 62 (12.1) 11 (4.0) 5 (1.8)

Hispanic 51 (11.8) 91 (17.8) � 23 (8.3) 18 (6.5)

Asian/Pacific Islander . . . . . . . . . 32 (11.6) 51 (18.4) �

Asian, other . . . . . . . . . 14 (5.1) 15 (5.4)

Other 21 (4.9) 43 (8.4) � 2 (0.7) 3 (1.1)

Foreign-born 121 (26.8) 158 (30.3) 59 (21.2) 82 (29.6) �

Postsecondary education, No. (%) 259 (57.3) 317 (70.0) 266 (95.7) 270 (97.5)

Children ≤18 y in household 211 (46.7) 246 (47.2) 130 (46.8) 139 (50.2)

Baseline health characteristics

10-y CRS, % 7.468.0 8.167.9 10.36 7.9 9.667.0

Systolic blood pressure, mmHg 114.8612.3 114.8613.5 120.26 13.2 117.8613.5 �

BMI, kg/m2 29.567.0 29.566.9 28.76 5.4 28.065.7

HbA1c, % 5.560.6 5.560.6 5.76 0.6 5.660.5

Smoker 127 (28.1) 154 (29.6) 18 (6.5) 17 (6.1)

HDL cholesterol, mg/dl 64.165.8 63.165.3 � 65.36 5.4 64.464.7 �

Total cholesterol, mg/dl 191.2628.9 190.8628.4 194.36 27.2 190.5623.0

12-mo health characteristics

10-y CRS, % 7.367.8 8.368.4 10.26 7.8 9.767.2

Systolic blood pressure, mmHg 111.5612.0 112.3613.9 116.86 12.5 115.9614.0

BMI, kg/m2 29.566.8 29.866.8 28.76 5.6 27.965.7

HbA1c, % 5.460.8 5.560.7 5.66 0.6 5.660.5

Smoker 109 (24.1) 146 (28.0) 18 (6.5) 15 (5.4)

HDL cholesterol, mg/dl 62.466.1 61.965.8 61.36 5.2 61.465.5

Total cholesterol, mg/dl 197.4628.8 199.5628.0 201.26 27.7 202.4623.9

Note. BMI5body mass index (weight in kilograms divided by square of height in meters); CRS5 cardiometabolic risk score; HDL5high-density
lipoprotein; IT5 information technology industry. Significance (D) is from the Mantel-Haenzel x2 test if dichotomous and from the t test using pooled or
Satterthwaite variances, as appropriate. Race/ethnicity was self-reported. Actual sample sizes differ slightly for baseline sociodemographics: n5944–973
for long-term care and 554–555 for IT.
�
Statistically significant (P< .05) within industry differences.
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baseline CRS (e.g., younger workers),

there may have been floor effects, indi-

cating that it would be very challenging

to further reduce the CRS. The strong

effect of age on the increase in the

10-year hard cardiovascular disease

event is well established.14,32 Thus, the

results indicate that the workplace in-

tervention reduced increases in CRS in

more vulnerable workers.

Strengths and Limitations

There are a number of issues that may

have affected results. First, although

we conducted an intention-to-treat

analysis including all those with follow-

up data, we included employees who

completed the baseline survey and ei-

ther left the workplace or refused to

participate in follow-up using values

with last observation carried forward,

which yielded consistent moderated in-

tervention effects regardless of analytic

approach. Our analysis of attritors sug-

gests that they were not differentially

lost to follow-up by treatment assign-

ment. Second, as with all intention-to-

treat analyses, we included those

who did not participate in intervention

sessions or did not receive enough

intervention in analyses. When only a

fraction of employees and supervisors

fully participated, this served to dilute

any effects.

The use of a summary cardiometabolic

score as a primary outcome has both

advantages and disadvantages. The

advantages are embedded in additive

impacts of small changes in risk across

each risk factor. As in the Framingham

risk factor score, the summary score is a

potent and reliable indicator of future

cardiometabolic morbidity and mortality.

As with the original score, our score is

designed to reflect age- and sex-specific

risks. The disadvantage of such a sum-

mary score is that it does not enable one

to see whether selective risk factors

responded differentially to the interven-

tion. A major strength of our study was

that interviewers were blind to interven-

tion status, and results relied primarily

on biomarkers collected and without

the researcher knowing which group

respondents were in. We validated CRS

outcome on the independent Framing-

ham Offspring cohort.23

The pathways by which a social inter-

vention such as ours might influence

cardiometabolic risk are multiple and

include psychosocial mechanisms, bio-

logical pathways, and health behaviors.

Our intervention did not include a

health behavior change component but

focused on work conditions hypothe-

sized to be determinants of health. In

this model, more proximate factors

may directly mediate relationships be-

tween a workplace intervention and

health outcomes. In previous publica-

tions, we reported that the intervention

influenced both distress and depres-

sive symptoms and sleep.33–35

This study has limitations. The follow-

up period was limited to 12 months,

which may not be long enough to as-

sess whether the effects of the inter-

vention were sustained. CRS measures

TABLE 2— Multilevel Intervention Effects on Estimated 10-Year
CRS by Industry: United States, 2009–2013

CRS, Mean (95% CI) or B (95% CI)

Long-Term Care IT

CRS: by group and time

Usual practice, baseline 8.12 (7.25, 8.99) 9.99 (8.57, 11.41)

Usual practice, 12mo 8.30 (7.43, 9.18) 10.09 (8.68, 11.51)

Intervention, baseline 7.36 (6.45, 8.28) 9.87 (8.29, 11.45)

Intervention, 12mo 7.27 (6.36, 8.19) 9.77 (8.19, 11.35)

Overall: difference-in-difference models

Main effect: time (ref5baseline) 0.18 (20.06, 0.43) 0.10 (20.18, 0.39)

Main effect: intervention (ref5usual practice) 20.76 (22.08, 0.56) 20.12 (22.44, 2.21)

2-way interaction: intervention 3 12mo 20.27 (20.63, 0.08) 20.21 (20.62, 0.20)

Moderation analysis: difference-in-difference models by baseline CRS

Main effect: time (ref5baseline) 0.18 (20.06, 0.42) 0.10 (20.18, 0.39)

Main effect: intervention (ref5usual practice) 0.01 (20.29, 0.31) 0.09 (20.29, 0.48)

Main effect: baseline CRS 1.00 (0.98, 1.02) 1.00 (0.97, 1.03)

2-way interaction (12mo 3 baseline CRS) 0.00 (20.03, 0.03) 20.01 (20.05, 0.03)

2-way interaction (intervention 3 baseline CRS) 0.00 (20.03, 0.03) 20.00 (20.04, 0.04)

2-way interaction (intervention 3 12mo) 20.31 (20.66, 0.05) 20.18 (20.58, 0.22)

3-way interaction (intervention 3 12mo 3

baseline CRS)
20.08 (20.13, 20.04) 20.07 (20.12, 20.01)

Note. CI5 confidence interval; CRS5 cardiometabolic risk score; ICC5 intracluster correlation
coefficients; IT5 information technology industry. Intervention effects on estimated 10-y CRS by
industry were calculated using multilevel models, controlling for number of employees in cluster for
long-term care and controlling for whether cluster was assigned rather than randomized, number of
employees in cluster, the function (core or support) used for randomization, and whether the merger
had been announced at the time of the study for IT. Moderation analyses include additional 3-way
interactions between time, intervention, and baseline CRS. The sample size was 1946 (973 per time point)
for long-term care and 1110 (555 per time point) for IT. Negative values indicate a decrease in CRS. Lastly,
ICCs of participants in workgroups were estimated for all 4 models and are reported here (overall: long-
term care ICC50.016, IT ICC50.064; moderation analysis: long-term care ICC50.009, IT ICC<0.001).
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did not include clinical evaluation or

medical records. Although the study in-

cluded employees from numerous

locations in 2 industries, future studies

are needed to improve generalizability.

Of note, we developed the sex-specific

CRS algorithms36 we used as the out-

come with a cohort that was predomi-

nately non-Hispanic White. Given that at

least 30% of our study participants were

of races/ethnicities other than non-

Hispanic White, there is a potential risk to

validity. However, if there is bias or mea-

surement error, the randomization bal-

anced the proportion of race/ethnicity by

intervention groups, and the findings

should be relatively unaffected by this

error. Nevertheless, future studies should
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FIGURE 2— Workplace Intervention Effects on Estimated 10-Year Cardiometabolic Risk Score (CRS) for (a) Long-Term
Care Industry Employees and (b) IT Industry Employees: United States, 2009–2013

Note. CI5 confidence interval; CRS5 risk of 10-year cardiovascular disease event. Difference in CRS5 intervention change minus usual practice change.
Shading (darker bars) indicates estimates significantly different from 0 at P< .05. Intervention effects on estimated 10-year CRS by industry were calculated
using multilevel models, controlling for number of employees in cluster for long-term care and controlling for whether cluster was assigned rather than ran-
domized, number of employees in cluster, the function (core or support) used for randomization, and whether the merger had been announced at the time
of the study for IT. The sample size was 1946 (973 per time point) for long-term care and 1110 (555 per time point) for IT. Differences in intervention effects
by baseline CRS were statistically significant at P< .05. Estimates are shown in Table A (available as a supplement to the online version of this article at http://
www.ajph.org).
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consider recalibrated measures of the

CRS for other racial/ethnic groups.37

Conclusions

Few randomized trials have been con-

ducted to assess whether changing

the work environment can affect car-

diovascular risk. Ours is among the first

of the trials to do so. In light of recent

findings reporting weak or null effects

of workplace wellness programs,7,38 it

is important to identify work conditions

per se that may affect employee health.

Our goal was to change workplace con-

ditions we hypothesized were influenc-

ing employee health rather than ask

employees to adapt to stressful work-

ing conditions via programs that did

not change the environment. Our find-

ings suggest that older workers and

those with higher cardiovascular risk

will benefit from such interventions. We

followed a social determinants of

health framework reviewed in earlier

work in AJPH,8 and we emphasize the

need to conduct well-designed experi-

mental workplace redesign interven-

tions aimed at improving health and

well-being. Earlier work from the WFHN

reported effects on psychological dis-

tress, sleep, and a number of safety

and organizational behaviors. To our

knowledge, this is the first to report the

impact on cardiometabolic risk.

Our findings align with much recent

work identifying health risks related to

low schedule control, long work hours,

and lean or just-in-time operations,

especially for low- and middle-wage

earners.39 Flexible work policies and

practices were increasingly seen during

the COVID-19 pandemic as essential

for maintaining worker health as well

as the health of family and community

members. Our findings support the

direct impact of workplace organization

on the health of workers.
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Health Effects of High-Concentration
Cannabis Products: Scoping Review and
Evidence Map
Lisa Bero, PhD, Rosa Lawrence, BA, Jean-Pierre Oberste, BA, Tianjing Li, MD, PhD, MHS, Louis Leslie, BA,
Thanitsara Rittiphairoj, MD, MPH, Christi Piper, MLIS, George Sam Wang, MD, Ashley Brooks-Russell, PhD, MPH,
Tsz Wing Yim, MPH, Gregory Tung, PhD, MPH, and Jonathan M. Samet, MD, MS

Background. The concentration of pharmacologically active tetrahydrocannabinol (THC) in cannabis
products has been increasing over the past decade. Concerns about potential harmful health effects of
using these increasingly higher-concentration products have led some states to consider regulation of
cannabis product THC concentration. We conducted a scoping review of health effects of high-
concentration cannabis products to inform policy on whether the THC concentrations of cannabis
product should be regulated or limited.

Objectives.We conducted a scoping review to (1) identify and describe human studies that explore the
relationship of high-concentration cannabis products with any health outcomes in the literature and (2)
create an interactive evidence map of the included studies to facilitate further analyses.

SearchMethods. An experienced medical information specialist designed a comprehensive search
strategy of 7 electronic databases.

Selection Criteria.We included human studies of any epidemiological design with no restrictions by
age, sex, health status, country, or outcome measured that reported THC concentration or included a
known high-concentration cannabis product.

Data Collection and Analysis.We imported search results into Distiller SR, and trained coders
conducted artificial intelligence–assisted screening. We developed, piloted, and revised data abstraction
forms. One person performed data abstraction, and a senior reviewer verified a subset. We provide a
tabular description of study characteristics, including exposures and outcomes measured, for each
included study. We interrogated the evidence map published in Tableau to answer specific questions
and provide the results as text and visual displays.

Main Results.We included 452 studies in the scoping review and evidence map. There was incomplete
reporting of exposure characteristics including THC concentration, duration and frequency of use, and
products used. The evidence map shows considerable heterogeneity among studies in exposures,
outcomes, and populations studied. A limited number of reports provided data that would facilitate
further quantitative synthesis of the results across studies.

Conclusions. This scoping review and evidence map support strong conclusions concerning the utility of
the literature for characterizing risks and benefits of the current cannabis marketplace and the research
approaches followed in the studies identified. Relevance of the studies to today’s products is limited.

Public Health Implications. High-quality evidence to address the policy question of whether the THC
concentration of cannabis products should be regulated is scarce. The publicly available interactive
evidence map is a timely resource for other entities concerned with burgeoning access to high-
concentration cannabis. (Am J Public Health. 2023;113(12):1332–1342. https://doi.org/10.2105/
AJPH.2023.307414)

1332 Research Peer Reviewed Bero et al.

RESEARCH & ANALYSIS
A
JP
H

D
ec

em
b
er

20
23

,V
ol

11
3,

N
o.

12



PLAIN-LANGUAGE SUMMARY

The potency or tetrahydrocannabinol

(THC) concentration in cannabis pro-

ducts has been increasing over the

past decade. Policymakers have

become interested in whether THC

concentration should be regulated.

To inform these discussions, we con-

ducted a scoping review and created

an evidence map of human studies

that explore the relationship of high-

concentration cannabis products with

any health outcomes. The evidence

map including 452 studies shows

considerable variability in exposures,

outcomes, and populations studied.

A limited number of reports provided

data that would facilitate synthesis of

the results across studies. High-quality

evidence to address the policy ques-

tion of whether the THC concen-

tration of cannabis products should

be regulated is scarce. The publicly

available interactive evidence map is a

timely resource for policymakers and

researchers concerned about the in-

creasing access to high-concentration

cannabis.

The concentration of pharmacologi-

cally active tetrahydrocannabinol

(THC) in cannabis products has been

increasing over the past decade. While

smoking of cannabis products has

been declining, routes of administra-

tion that use higher-concentration THC

products, such as vaping and dabbing,

have been increasing.1,2 Concerns

about potential harmful health effects

of using these high-concentration pro-

ducts and these routes of administra-

tion have also been on the rise.3–6

As of February 2023, 37 states

allowed medical cannabis, and 19 states

had legalized recreational cannabis,

providing access to high-concentration

products.7,8 Because of growing use of

high-concentration products and relat-

ed health concerns, several states in-

cluding Connecticut, Illinois, New York,

and Washington, have begun to

regulate cannabis product “potency,”

defined as THC concentration. The

rationale for such regulation is that

high-concentration cannabis products

may pose a greater risk of harmful

health effects than lower-concentration

products. Colorado House Bill 21-1317

(HB 1317; Concerning the Regulation of

Marijuana for Safe Consumption, and,

in Connection Therewith, Making an

Appropriation) required the Colorado

School of Public Health to “do a

systematic review of the scientific

research related to the physical and

mental health effects of high-potency

THC marijuana and concentrates.”9 The

review has high public health relevancy

because the Colorado state legislature

commissioned it to inform policy on

whether the THC concentration of can-

nabis product should be regulated or

limited. The review team was tasked to

cover both harmful and beneficial

health outcomes, but the completed

review is not focused on clinical uses

of cannabis.

The broad question posed by the

Colorado state legislature was ideally

suited to a scoping review approach.

A scoping review is performed to map

key concepts, types of evidence, and

gaps in research related to a defined

area or field.10 Given the heterogeneity

in how concentration of cannabis is

defined, the broad range of outcomes

of interest, and the variety of study

designs used to study the health effects

of high-concentration cannabis pro-

ducts, the scoping review aimed to clar-

ify the key concepts related to how high

concentration is defined, examine how

research on harms and benefits of can-

nabis is conducted, describe the key

characteristics associated with these

studies, and identify gaps in the evi-

dence.11 Because scoping reviews use

systematic review methods, we also

aimed to identify subsets of homoge-

neous studies potentially eligible for

future synthesis.

Evidence maps refer to a wide range

of practices that visually display evi-

dence synthesis products. Evidence

maps are increasingly used, particularly

in environmental health, to display the

results of scoping reviews of animal

and human evidence.12,13 The aim of

an evidence map is to catalog and de-

scribe evidence rather than to synthe-

size findings. An evidence map provides

an interactive, user-friendly searchable

database or visual display of systemati-

cally identified literature on a given top-

ic.14,15 By giving a picture of the scope

of evidence available, it is a public

health good for a broad range of users.

An evidence map can be used to identi-

fy studies with certain common charac-

teristics, such as outcomes and ex-

posures studied. Users can also

interrogate the map to identify studies

that can answer a particular policy

question and possibly conduct a full

systematic review and meta-analysis.12

We describe the scoping review on

high-concentration cannabis with the

dual goals of documenting the utility of

this approach to evidence identification

and introducing the evidence map

to the public health community.
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The objectives of the scoping review

were to (1) identify and describe human

studies that explore the relationship of

high-concentration cannabis products

with any health outcomes and (2)

create an interactive evidence map of

included studies to facilitate further

analysis.

METHODS

Details on the methods can be found in

the published protocol for this scoping

review.16 R. L., J.-P. O., and T.W. K. were

added as authors because of their con-

tributions following publication of the

protocol. We used Joanna Briggs Insti-

tute17 and Cochrane18 methodologies

for conducting scoping reviews.

Study Selection Criteria

We included research conducted in any

country on recreational (nonprescription)

cannabis use, medicinal cannabis use, or

both. We included studies conducted

in humans of any age and excluded

animal studies, as well as laboratory or

simulation-based mechanistic studies.

We included studies of any epidemiolo-

gical design.

THC concentration of products. We in-

cluded studies that reported THC con-

centration for a cannabis product taken

by any route or that reported a product

description (e.g., “high-potency con-

centrate,” “dab,” and other names for

concentrates) from which a high con-

centration could be inferred.

THC concentration is not the same as

dose or level of exposure. Dose refers

to the potential amount of THC avail-

able to the consumer of the product.

The physiologic effect or health out-

come experienced is influenced by THC

concentration, the specific type of

cannabis product, route of administra-

tion, duration of use, frequency of use,

experience or tolerance of the user and

their ability to self-titrate. Therefore, we

included studies that assessed a dose–

response relationship or supported

reaching a conclusion about dose.

We included reports that measured

THC concentration in different ways

(e.g., percentage THC, mg THC).

Some analyses of cannabis health

effects use a THC:cannabidiol (CBD)

ratio for medicinal use. Products with

a high THC:CBD ratio may have a rela-

tively low concentration of THC. Thus,

we excluded studies that reported a

THC:CBD ratio only and no THC

concentration.

Types of products. We included expo-

sures to the following types of cannabis

products: plant (dried or undried),

edibles, oral capsule or pill preparation,

concentrated extract, oils, tinctures,

marijuana e-cigarettes, and other or

unknown preparations. We excluded

CBD or cannabinol-only products and

studies of dronabinol, nabilone, and

other orally administered medicinal

synthetic cannabinoid products.

Health outcomes.We included any

health outcomes studied regardless of

whether classified as beneficial or ad-

verse. We extracted the verbatim text

for each outcome and categorized

each according to previous authorita-

tive reports on cannabis.3–5 Categories

were mental health, neurologic, pain,

cardiometabolic, gastrointestinal, psy-

chosocial, sleep, substance use or de-

pendence, respiratory, cancer, ocular,

injury and death, immunity, sexual and

reproductive health, pregnancy-related

outcomes (mother), and pre-, peri-, and

neonatal outcomes.

Data Sources and Searches

A medical information specialist (C. P.)

designed and conducted a comprehen-

sive search for the concepts of marijua-

na or THC. Relevant publications were

identified by searching 7 databases with

a combination of controlled vocabulary

and keywords. We limited the searches

to English language and human studies.

We excluded comments, editorials, inter-

views, news articles, and letters as publi-

cation types. We did not apply any date

limitation. The search strategy was peer-

reviewed by another medical informa-

tion specialist before execution using the

PRESS checklist10 (see “Search Strategy

and Number of Records Identified” in

the Appendix, available as a supplement

to the online version of this article at

https://ajph.org). We conducted the ini-

tial search in October 2021 and updated

it in July 2022. We exported all results to

DistillerSR19 where duplicates were iden-

tified and removed automatically.

Study Selection

Title and abstract screening. We used

the artificial intelligence (AI) text-mining

features available in DistillerSR to assist

in screening.19 We trained the AI screen-

ing prioritization algorithm using 1000

randomly selected records. These re-

cords were screened and labeled by

2 senior screeners (L. L., T. R.) coding in-

dependently, with discrepancies decid-

ed by discussion (T. L., L. B., L. L., T. R.).

We used the “trained” DistillerSR’s AI

algorithm to rank the remaining unre-

viewed titles and abstracts. This set of

references used continuous AI prioritiza-

tion; with every 200 records screened,

the AI algorithm ranks and reorders

records so those scored highly for inclu-

sion are screened sooner.
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Full-text screening. We retrieved full-

text reports of potentially relevant cita-

tions. Two screeners (combinations of

L. L., J.-P.O., T. R., T.W. Y., and trained

graduate students) reviewed the full

text against the eligibility criteria inde-

pendently with disagreements decided

by a senior review team member (L. B.

or T. L.). Reasons for excluding full-text

reports were recorded.

Quality control and quality assurance.

Two reviewers (L. L. and T. R.) checked

2% of all screening decisions at both

titles and abstracts and full text screen-

ing stages, discussed problems at rou-

tine group meetings, and retrained

screeners as needed. We also ran the

DistillerSRs “Check for Screening Errors”

tool to check the human screening

decisions against the AI rankings.19 A

senior reviewer (L. L. or T. R.) reevalu-

ated flagged references for inclusion.

We report the search and selection

according to the Preferred Reporting

Items for Systematic Reviews and Meta-

analyses extension for scoping reviews

(PRISMA-ScR).20 No reviewers involved

in screening have published research

on cannabis that could be eligible for

inclusion and, therefore, they did not

have an a priori basis to introduce bias

in the selection of studies.

Data Collection

We developed and pilot tested a data

extraction form in DistillerSR to manu-

ally extract study details from full-text

reports. One reviewer extracted data

into the data extraction form, which

was checked by senior reviewers

(L. L., J.-P.O., T. R., T.W. Y.). We extracted

data on the following:

� publication information, including

authors, type of report, journal,

year, type of publication, funding

source, country;

� study topic and objectives;

� study design, including location, set-

ting, and inclusion and exclusion

criteria;

� characteristics of population, in-

cluding age, developmental stage,

sex, race/ethnicity, indicators of

health equity, pregnancy status,

and comorbidities;

� details of exposure, including type

of cannabis product, route of ad-

ministration, duration, frequency

of intake, experience or tolerance

of user, self-titration, and con-

centration;

� details of comparison exposure, if

applicable; and

� outcomes, including outcome do-

main, outcome descriptor, mea-

surement method, metric, method

of aggregation, and time point.

The complete list of data extraction

items can be found at our Open Sci-

ence Framework Project page: https://

osf.io/9kndw/?view_only=b6f472d680a

f41bc84e8a6aa337fd04b.

As per scoping review methods, we

did not assess risk of bias for primary

studies because of heterogeneity of

study designs included.21

Presentation and Analysis
of Included Studies

To facilitate exploration of the extracted

information from the scoping review

and to provide a resource to other

researchers and the public, we created

a publicly available evidence map. All

extracted data were exported from Dis-

tillerSR to R Studio and reformatted into

multiple data sets for the evidence map

in Tableau. We used study ID to link all

evidence map components, enabling

cross-filtering. The evidence map is pub-

lished to the University of Colorado

public Tableau server:

https://viz-public.cu.edu/#/site/

Anschutz/views/EvidenceMap/Home?:

iid=1.

We provide a tabular description of

study characteristics, including expo-

sures and outcomes measured, for

each included study.

We interrogated the evidence map to

address the following questions, rele-

vant to current policy discussions, and

provide the results as text and visual

displays:

� Of the different types of cannabis

products studied, how many have

reported THC concentration, fre-

quency, or duration?

� What THC concentrations have

been reported in the literature?

� What types of outcomes have been

examined for studies that reported

THC concentration?

� What types of outcomes have been

studied for the different types of

cannabis products?

� What THC concentrations have

been studied by outcome?

RESULTS

Database searches identified 49 729

unique titles and abstracts for screen-

ing, resulting in 5828 full text reports.

We included 452 studies in the scop-

ing review (367 observational studies

or randomized trials and 85 case

reports or case series) and evidence

map (Figure 1). The earliest publica-

tion date of an included study was

1971, and 60% (n5269) of the stud-

ies were published between 2017

and 2022.
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Evidence Map

The interactive evidence map is avail-

able at https://viz-public.cu.edu/#/site/

Anschutz/views/EvidenceMap/Home?:

iid=1.

Bibliographic details for the 452 in-

cluded studies are provided in the evi-

dence map. The dashboard is organized

so that studies can be sorted by study

characteristics, population investigated,

exposures to cannabis products, and

health outcomes. The dashboard links

to bibliographic information and the

abstracts for all studies identified.

Characteristics of Included
Studies

The characteristics of included studies

are summarized in Appendix Table A.

The 452 studies had variable objectives:

harm of a product (n5349; 77%) and

efficacy for a therapeutic indication

(n5233; 52%). Cannabis products

addressed in the studies were used for

several reasons including medicinal

use (n5177; 39%), recreational use

(n568; 15%), and unintentional use

(n520; 4%). One hundred fifty-six

studies reported some other purpose

of cannabis use (35%), and 87 studies

did not report the purpose of cannabis

use (19%).

The studies were classified by study

design: observational studies (n5225;

50%), randomized control trials

(n5142; 31%), case reports (n551;

11%), and case series (n534; 8%).

The studies were conducted across

multiple countries, primarily in the

United States (n5220; 49%), the

United Kingdom (n546; 10%), and

Canada (n545; 10%). There was at

least 1 study from 27 other countries.

Within the United States, studies were

16 505 duplicate records

removed 

Identification of Studies via Databases 

Id
en

ti
fic

at
io

n

43 901 titles/abstracts excluded

5 199 studies excluded:
3774 no THC potency

 provided (or named

 concentrate)

540 ineligible study design

336 no human health

 effects

167 no full-text

182 ineligible cannabis

 product

30 non-English report

170 other

Sc
re

en
in

g
In

cl
ud

ed

562 studies included in review
452 studies included in the

evidence map
367 observational

studies/randomized

controlled trial

85 case reports/case

series

5 828 full-text reports from

5 761 studies retrieved and

assessed for eligibility

49 729 titles/abstracts screened

66 234 records identified from:

 Ovid MEDLINE (n = 36 896)

 EMBASE (n = 9 204)

 AMED (n = 320)

 Cochrane Library (n = 2 523)

 CINAHL (n = 15 967)

 ToxLINE PubMed (n = 1 246)

 DARE (n = 78)

110 systematic review excluded

from evidence map

FIGURE 1— PRISMA Diagram for Study Identification for Health Effects of High-Concentration Cannabis Products:
Scoping Review and Evidence Map

Note. PRISMA5Preferred Reporting Items for Systematic Reviews and Meta-analyses; THC5 tetrahydrocannabinol.
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done primarily in California (n547;

10%), Colorado (n527; 6%), and New

York (n518; 4%), but participants from

all states other than Alabama, Dela-

ware, and West Virginia were involved

in at least 1 study.

Disclosures of study funding source,

author affiliations, and conflicts of inter-

est were often lacking: 24% (n5109) of

studies did not report funding source,

and 32% (n5143) of studies did not re-

port if authors had conflicts of interest.

A small proportion of studies (n525;

6%) were funded by the cannabis

industry; 13% (n558) had at least 1

author who disclosed a financial tie

with the industry.

Only 11% (n548) of studies included

any analysis on a health equity mea-

sure. Less than one tenth of studies

(n541; 9%) included analysis or stratifi-

cation by health equity subgroups, 1%

(n56) of studies focused exclusively on

historically excluded populations, and

no studies included specific analyses

of structural racism or inequalities.

The study populations were variable,

including ages from newborn to adults

aged older than 65 years, with a range

of racial and ethnic groups. Some stud-

ies also had restrictions on eligibility

requirements, such as a preexisting

disease or condition.

Exposures

The most common cannabis products

studies were of generic cannabis types

(n5284; 63%). Products that are typi-

cally high concentration, such as oils,

concentrates, hash, extracts, skunk,

and resins, were examined in approxi-

mately 2% to 10% of all studies. Overall,

384 studies (85%) reported the fre-

quency of intake, with the most com-

mon being daily (n5177; 39%), and

371 (82%) reported the duration of

intake. The route of administration was

reported in 393 studies (87%) including

inhalation (n5279; 62%), ingestion

(n5174; 38%), sublingual (n539; 9%),

and topical (n531; 7%).

Studies did not consistently provide

complete information on exposure

characteristics such as THC concentra-

tion and frequency and duration of

exposure. Figure 2 addresses the ques-

tion, “Of the different types of cannabis

products studied, how many have

reported THC concentration, frequen-

cy, or duration?” Details of cannabis

exposure were reported most often in

studies that included generic cannabis

(Figure 2).

There was substantial variability in

reporting of THC concentration, includ-

ing the units and indices used (e.g.,

range, threshold, exact values, mean).

When THC concentration was reported,

it was most commonly as percentage of

THC (n5172; 38%) or milligrams of

THC (n5113; 25%). We interrogated

the evidence map to address the ques-

tion, “What THC concentrations have

been reported in the literature?” There

were 172 studies that reported THC

concentration with percentage of THC

corresponding to 349 different expo-

sures. For these studies, the median

concentration was 12% (mean517.4%;

range50%–100%; Q153.6%;

Q3524%). Of 113 studies with 143

exposures reporting concentration

in milligrams of THC, the median

concentration was 15 milligrams

(mean537.4mg; range50.3–500mg;

Q157. 5mg; Q3526mg).

Outcomes

The most common outcome domain

for the 452 included studies was

mental health (n5180; 40%), followed

by neurologic (n5 134; 30%), pain

(n5133; 29%), cardiometabolic

(n5110; 24%), gastrointestinal

(n5101; 22%), psychosocial (n598;

22%), and sleep (n594; 21%). Out-

come domains are broad. For example,

the mental health outcome domain in-

cluded depression, psychosis, memory,

and cognition. Even a single outcome

(such as depression) was measured in

different ways in different studies
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246 28 35 5917 4512 27 8 2 9 3

202 17 33 5617 533 6 4 0 2 0
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FIGURE 2— Number of Studies With Reported THC Concentration,
Frequency, or Duration of Cannabis Use by Cannabis Product Type in
Health Effects of High-Concentration Cannabis Products: Scoping Review
and EvidenceMap

Note. THC5 tetrahydrocannabinol. Counts indicate the number of studies with an included cannabis
product type and cannabis exposure characteristic. Studies may include multiple product types and
exposures. Color saturation indicates the number of studies with a reported product or exposure in
relation to other product or exposures. Total n5446 because 6 studies reported that they tested a
high-concentration product but did not report numeric THC concentration, frequency, or duration.

RESEARCH & ANALYSIS

Research Peer Reviewed Bero et al. 1337

A
JP
H

D
ecem

b
er

2023,Vo
l113,N

o
.12



(such as depression scales, clinical

chart review, or self-report).

We interrogated the evidence map to

address the question, “What types of

outcomes have been studied for the

different types of cannabis products?”

We found that the outcome domains

studied by product type showed a simi-

lar distribution to outcomes studied

overall as shown in Appendix Table A.

Studies across all outcome domains

reported numeric THC concentrations.

Figure 3 addresses the question “What

THC concentrations have been studied

for the different outcome domains?”

Median THC concentrations reported

were less than 50 milligrams or 25%

THC for all outcome domains studied.

Potential for Evidence
Synthesis

Few studies provided data that would

facilitate further quantitative synthesis

of the results across studies. Fifty-four

studies (12%) examined a direct associ-

ation between cannabis concentrates

and a health outcome, whereas 189

(42%) examined a direct association be-

tween THC concentration and a health

outcome. One hundred fourteen stud-

ies (25%) examined an indirect associa-

tion between THC concentration and

health outcomes. Sixty-two studies

(14%) examined an indirect association

between concentrates and health

outcomes. Two hundred twelve stud-

ies (47%) included a control group.

Outcomes were reported with effect

estimates (n5184; 41%), measures of

precision (n5274; 61%), significance

tests (n5335; 74%), sample size

(n5 349; 77%), correlation coefficients

(n5 71; 16%), raw data (n5 232; 51%),

and parameter estimates (n591; 20%).

DISCUSSION

This scoping review and the related

evidence map provide the most com-

prehensive look at the literature on

high-concentration cannabis and

health to date, to our knowledge. We

developed this review at a time when

the majority of states made cannabis

available for medical purposes, and an

increasing number were legalizing can-

nabis for recreational use. The frequen-

cy of use is increasing, raising critical

questions for public health about risks

associated with ready access, particu-

larly to higher-concentration products.

These questions were recognized by

the Colorado General Assembly in its

request to the Colorado School of Pub-

lic Health. The scoping review depicts a

heterogenous evidence base with

important gaps regarding the health

effects of high-concentration cannabis.

Concentrations Studied

There is a mismatch between the THC

concentrations and types of cannabis

products that are used now, and the

types of cannabis products and con-

centrations studied in the literature

identified. A 2018 survey of THC con-

centration in cannabis products sold in

7 states that allowed cannabis found

that most products in all states con-

tained between 15% and 30% THC.22

From more than 70% of products sam-

pled in Maine to more than 91% of pro-

ducts sampled in Colorado contained

greater than 15% THC. THC concentra-

tions have also increased over time. For

example, the concentration of THC in

cannabis flowers assayed in Colorado

has increased from an average of 14%

to 19% from 2014 through 2020.23

Cannabis concentrate products have

increased in strength from an average

of 46% THC in 2014 to 68% THC in

2020.23 The range of products con-

tinues to expand, including not only

flowers but also edible products and a

variety of concentrate products.24

Our review documents a wide range

of concentrations in cannabis products

that have been studied, with a median

of 12% THC concentration, well below

what is currently available on the

market. Sixty percent of the included

studies were published in the past

6 years, from 2017 to 2022. The low

concentrations of THC studied likely

reflect the restriction of cannabis for

research purposes in the United States

to that available through the National

Institute for Drug Abuse (NIDA) Drug

Supply Program.25 The varieties of can-

nabis available to investigators through

NIDA are limited in scope and lower in

concentration than what people can

obtain from their local dispensaries or

the illegal market, and cannabis con-

centrates are not available to research-

ers.26 Epidemiological studies can

address the products in use, but, inevi-

tably, their findings will lag behind what

is happening in today’s dynamic

marketplace.

Exposure Assessment

The THC exposure dose, or amount of

THC entering the body, depends not

only on concentration in the product

but also on route of administration, fre-

quency of use, and characteristics of

the individual using the product. We

found a wide range of approaches to

assessing exposure to cannabis pro-

ducts; most studies failed to capture all

of the elements of cannabis use history

needed to estimate exposure dose.

Incomplete reporting of exposure
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Effects of High-Concentration Cannabis Products: Scoping Review and Evidence Map
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characteristics makes it difficult to as-

sess the association between exposure

and likelihood of an adverse (or benefi-

cial) health outcome.

The evidence map documents the

broad scope of the exposure assess-

ment problem, showing that THC con-

centration, route of administration, and

frequency of use are not consistently

reported, particularly in observational

studies. The heterogeneity in how THC

exposure was reported and measured,

and in the units used also complicates

evidence synthesis. The evidence map

highlights a problem that needs to be

addressed with urgency: attention

should be given to developing systemat-

ic and standardized approaches for

assessing use of cannabis products. At a

minimum, studies should report expo-

sure as THC concentration, product

used, frequency of use, and route of ad-

ministration, and use THC units that can

be standardized. There have been signifi-

cant steps in this direction, including the

development of consensus standards for

cannabis measurement and THC units,

but these must take high-concentration

exposures into account.27,28

Outcomes Studied

The evidence map shows that a wide

array of health outcome domains, both

harmful and beneficial, have been stud-

ied, as found in other recent reports.25

For some outcomes, such as depres-

sion and anxiety, standardized instru-

ments are available, but they are used

variably. Large heterogeneity in specific

outcomes studied and how they were

measured hinders the possibility of

conducting quantitative evidence syn-

thesis. Bringing some homogeneity to

this aspect of research on cannabis

may not be feasible, given the wide

range of outcomes. Within the cannabis

research community, perhaps agree-

ment could be reached on standardiz-

ing approaches to some of the most

critical outcomes, using methods simi-

lar to those used to develop core

outcomes sets for clinical trials.29,30

Despite the heterogeneity of the out-

come measures, the evidence map can

be used to identify clusters of studies

within outcomes domains that can be

summarized by using narrative or visual

methods.31

Populations Studied

Another key issue identified by our re-

view is the range of populations studied

and how well the characteristics of the

study populations align with the charac-

teristics of people who use cannabis

products. Generalizability of findings is

critical, but it cannot be readily gauged

because we lack sufficiently specific in-

formation on the demographic charac-

teristics of those who use different

cannabis products. In addition, key

populations may not be included

among those studied, particularly racial

and ethnic minority groups. The scop-

ing review also revealed a major gap in

use of health equity indicators. Most

studies did not include any measures

of income, education, poverty, employ-

ment, disability, structural racism, racial

inequalities, or other indicators that

would allow prespecified subgroup

analysis of those who might experience

high rates of adverse effects.

Limitations

To be comprehensive, our searches

were designed to be sensitive rather

than specific. Because of the broad

search terms used, a large number of

studies needed to be screened for the

inclusion criteria for the scoping review.

Although we used AI-assisted screening

and trained graduate students to

screen identified records, it is possible

that relevant studies were not included.

Some limitations are inherent to the

nature of scoping reviews. Heterogene-

ity in the designs of the included

studies did not allow for risk-of-bias

assessment of individual studies. Such

assessment could be conducted in the

future if the identified studies are con-

sidered sufficient for a full systematic

review. Lastly, incompleteness and

inconsistencies in how studies were

reported resulted in variability and

gaps in data extracted.

Conclusions

This scoping review supports strong

conclusions concerning the utility of

the literature for characterizing risks

and benefits of the current cannabis

marketplace and the research

approaches followed in the studies

identified. The review suggests that

major improvements are needed in

how studies measure and report expo-

sures and outcomes to facilitate future

evidence synthesis. There is heteroge-

neity in approaches taken for describ-

ing products and for characterizing

their use. We found serious limitations

in generalizability of the studies to the

current marketplace or user base.

Our scoping review and evidence

map assessed all available evidence

addressing the timely policy question of

whether THC concentration of cannabis

products should be regulated. Our re-

view shows that high-quality evidence

to address this question is scarce. How-

ever, the publicly available interactive

evidence map enables researchers and

other interested individuals to identify

specific studies or groups of studies

that address a particular question.
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As the evidence base expands and

improves, updating of the evidence

map will provide ready access to

relevant studies.

With funding from the State of Colo-

rado, we have developed a resource

that we are using to address issues

raised by the Colorado General Assem-

bly as it seeks to protect public health

in the state. The evidence map is a

timely resource for other entities con-

cerned with burgeoning access to

cannabis. Ideally, it will be maintained

as an “evergreen” resource, tracking

the expanding literature.
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Health Disparities Among Sexual
and Gender Minorities With Adverse
Childhood Experiences: Insights
From the 2021 Behavioral Risk Factor
Surveillance System Data
Marvin A. Solberg, RN, PhD, Lisa M. Blair, RN, PhD, Emma C. Schlegel, RN, PhD, MPA, and Julie A. M. J. Kurzer, RN, MSN

Objectives. To identify the prevalence of adverse childhood experiences (ACEs) among sexual or

gender minorities (SGMs) and examine the impact of ACEs on their health.

Methods.We analyzed 2021 Behavioral Risk Factor Surveillance System (BRFSS) data. Respondents

from Arkansas, Iowa, Mississippi, Nevada, and Wisconsin completed modules on 10 individual ACEs,

sexual orientation and gender identity, and health.

Results. Among the 38483 eligible respondents, 2329 (6.1%) identified as an SGM. SGMs reported

higher ACE prevalence than did their non-SGM counterparts. ACEs partially attenuated relationships

between SGMs and a higher risk for depression, cardiovascular disease, chronic kidney disease,

electronic nicotine delivery system use, and cannabis use.

Conclusions. Evaluating and better understanding the ACE and health outcome relationship among

SGMs should be prioritized. Targeted interventions are needed to mitigate the impact of ACE-associated

sequelae in this population. (Am J Public Health. 2023;113(12):1343–1351. https://doi.org/10.2105/

AJPH.2023.307420)

Individuals who identify as part of a

sexual or gender minority (SGM)

group (e.g., gay, lesbian, bisexual,

queer/questioning, transgender, nonbin-

ary, two-spirit, Indigiqueer) now constitute

7.1% of the US population, compared

with 3.5% in 2010.1 Despite an increasing

SGM population, this group remains un-

derrepresented in research. As is well

documented, SGMs experience stigma,

victimization, and discrimination, contrib-

uting to physical and mental health

disparities.2 Recent inclusion of sexual ori-

entation and gender identity (SOGI) mea-

sures in population-based research has

helped identify health disparities and risk

factors among SGMs.3–6 However, this

limited research has relied heavily on con-

venience samples and analyses that lack

comparison with heterosexual and cis-

gender individuals (i.e., individuals whose

gender identity corresponds with

assigned sex at birth). Such comparisons

must be approached with sensitivity and

contextual understanding to avoid per-

petuating a deficit discourse that may

contribute to further marginalization of

these identity groups.

Little research has examined the as-

sociation of adverse childhood

experiences (ACEs) with health out-

comes among SGM adults. ACEs are po-

tentially stressful, toxic experiences that

occur before age 18 years.7,8 The ACE

Questionnaire was developed to mea-

sure cumulative childhood exposures.

In its current iteration, the ACE Ques-

tionnaire measures 10 different adversi-

ties grouped into 3 domains: abuse (i.e.,

physical, emotional, sexual), neglect (i.e.,

physical and emotional), and household

dysfunction (i.e., domestic violence,

drug abuse in the household, mental ill-

ness in the household, incarcerated

household member, loss of parent).7,8
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Population-based evidence indicates

that sexual minorities are 1.4 to 3.1

times more likely to report all ACEs than

are their heterosexual counterparts.3–6

Approximately 73% to 93% of sexual mi-

norities report at least 1 ACE,3–6 whereas

52% reported 3 or more,5 and 30.5% to

46% reported 4 or more.3,4,6 Among het-

erosexual and cisgender persons, 60%

to 74% reported at least 1 ACE,3–6 and

15% to 23% reported 4 or more.3,4,6

However, most of these population stud-

ies used an ACE measure that assessed

only 8 types of adversity rather than 10,

omitting physical and emotional neglect.

Furthermore, gender minority persons

were excluded from these analyses.

ACEs are strongly linked with poor

physical and mental health outcomes

and decreased social mobility.7,8

Population-based studies and meta-

analyses indicate that individuals report-

ing 4 or more ACEs have significantly

higher odds of reporting chronic and be-

havioral health conditions than do those

without ACEs.9–11 Few population-based

studies have examined this relationship

among ACE-exposed SGMs. Most studies

that have investigated ACEs and health

outcomes among SGMs have used non-

probability convenience samples. Among

the few population-based representative

studies that focused on ACEs and sexual

minorities, sexual minority persons were

more likely to report poor physical and

mental health outcomes.3–6 For example,

ACE-exposed sexual minorities had

higher odds of experiencing disability,

asthma, depression, 14 or more days of

poor mental health in the past 30days,

and substance use disorders than their

heterosexual peers.3–6 Updated re-

search using recent data is needed, and

inclusion of gender minorities is critical

for understanding how ACEs affect

health outcomes among SGMs, particu-

larly in the context of recent rises in the

proportion of the national population

identifying as SGM.

We addressed existing knowledge

gaps by using a multistate probability

sample to determine the prevalence of

ACEs among SGMs and to investigate

the association between ACEs and health

outcomes. To understand the complex

relationships at play, we adopted the

socioecological model as the foundation

of our study.12 By examining the inter-

play between the individual level, such as

SGM identity, and the relationship level,

specifically ACEs, we aimed to under-

stand their combined impact on health

outcomes. Thus, the overarching pur-

pose of this study was (1) to determine

the prevalence of ACEs among SGMs,

and (2) to determine the association of

SGM identity and health outcomes in the

United States while adjusting for ACEs.

METHODS

The Behavioral Risk Factor Surveillance

System (BRFSS) is a probability-based

telephone survey conducted annually in

all 50 states and the US territories that is

weighted to be population representa-

tive.13 Administered by the Centers for

Disease Control and Prevention (CDC),

the BRFSS completes more than 400000

interviews each wave and collects data on

health risk behaviors, chronic conditions,

and use of health care services.13 Option-

al modules for the survey include ACE

and SOGI. Data for this study are from

the 2021 BRFSS surveys from Arkansas,

Iowa, Mississippi, Nevada, and Wisconsin,

as only respondents in these states com-

pleted both the ACE and SOGI modules.

Adverse Childhood
Experiences

The ACE module comprised 13 ques-

tions that measured 10 different

childhood adversities that occurred

before age 18 years. Previously, the

ACE module in the BRFSS examined 8

adversities; physical and emotional ne-

glect items were added in 2019.14 Par-

ticipants indicated “yes” or “no”

responses to each question. In 3 cases,

2 questions assessed different aspects

of the same construct from the

10-item ACE Questionnaire; we col-

lapsed these into a single variable for

consistency with extant ACE literature.

We determined a total score by

summing all “yes” responses, and

scores ranged from 0 to 10. In regres-

sion models, we treated ACEs as a cat-

egorical variable with 3 categories: 0, 1

to 3, and 4 or more. This enables

direct comparison with extant

literature.

Sexual Orientation and
Gender Identity

Participants indicated their sexual ori-

entation as “lesbian or gay,” “straight,

that is, not gay,” “bisexual,” “something

else,” or “I don’t know the answer.” We

collapsed these responses into a di-

chotomous variable for some analyses

as indicated in the results and tables

(e.g., straight5 1; gay/lesbian, bisexual/

other, and questioning52). We mea-

sured gender identity using the ques-

tion “Do you consider yourself to be

transgender?” Response options in-

cluded “no” and multiple categories of

transgender identities. Because of limit-

ed cell sizes, we collapsed all transgen-

der categories into a single indicator

(i.e., cisgender51; transgender52).

We coded respondents who indicated

any combination of sexual minority sta-

tus (i.e., gay/lesbian, bisexual/other, or

questioning) or transgender identity as

SGM.

RESEARCH & ANALYSIS

1344 Research Peer Reviewed Solberg et al.

A
JP
H

D
ec

em
b
er

20
23

,V
ol

11
3,

N
o.

12



Other Measures

Demographic variables analyzed includ-

ed sex assigned at birth, age, income,

employment status, marital status,

race, ethnicity, and highest educational

level completed. We coded demo-

graphic measures categorically using

the categories represented in Table 1.

In the case of race, we collapsed cate-

gories other than Black and White (i.e.,

Asian, American Indian/Alaska Native,

Pacific Islander) because of small cell

sizes. We examined 6 health risk beha-

viors using dichotomous (yes/no) indi-

cators: current smoking, current use of

electronic nicotine delivery systems

(ENDS; e.g., vapes, e-cigarettes), binge

drinking, heavy alcohol consumption,

current cannabis use, and past-month

sedentary behavior (not participating in

any physical activity). We assessed

chronic health conditions using the

question “Have you ever been told by a

doctor, nurse, or other health profes-

sional that you have [indicator]?” We

recoded and collapsed responses as

appropriate to inform 7 conditions of

interest in this analysis: depression, car-

diovascular disease (CVD; a composite

of myocardial infarction, coronary heart

disease, or hypertension), chronic kid-

ney disease (CKD), chronic obstructive

pulmonary disease, cancer (other than

skin), skin cancer, and diabetes. Addi-

tionally, respondents were asked to

rate their current level of general physi-

cal and mental health using dichoto-

mous indications (poor/fair or good/

excellent).

Analysis

First, we extracted data from the 5

states that elected to administer both

the ACE and SOGI module (Arkansas,

TABLE 1— Demographics and Descriptive Statistics: 2021
Behavioral Risk Factor Surveillance System; Arkansas, Iowa,
Mississippi, Nevada, and Wisconsin

Sample Characteristics
SGM (n=2329),

No. (%)
Total Sample

(n=38483), No. (%)

Sexual orientation��

Heterosexuala 202 (0.9) 36154 (93.9)

Gay, lesbian, bisexual, or questioning 2127 (91.3) 2 127 (5.5)

Gender identity

Cisgender men 845 (35.7) 17288 (45)

Cisgender women 1279 (54.0) 20889 (54.4)

Transgender personsa,b 246 (10.4) 246 (0.6)

Age,�� y

18–24 458 (20.8) 2 203 (5.7)

25–34 453 (19.5) 3 631 (9.4)

35–44 278 (11.9) 4 632 (12.0)

45–54 257 (11.0) 5 517 (14.3)

55–64 266 (11.4) 7 367 (19.14)

≥65 617 (26.5) 15133 (39.3)

Income,�� $

<50 000 1107 (59.0) 14555 (45.2)

50 000–< 100000 503 (26.8) 10658 (33.1)

≥100 000 267 (14.2) 7 009 (21.8)

Employment�

Employed 1118 (48.0) 19430 (50.5)

Otherc 1 211 (52.0) 19053 (49.5)

Marital status��

Married 699 (30.0) 17851 (46.4)

Unmarried 1630 (70.0) 20632 (53.6)

Race��

White 1883 (80.9) 32555 (86.4)

Black 164 (7.0) 3 080 (8.2)

Otherd 282 (12.1) 2 066 (5.4)

Ethnicity��

Hispanic 169 (7.3) 1 731 (4.5)

Non-Hispanic 2 132 (92.7) 36466 (95.5)

Education (highest completed)��

<high school 174 (7.5) 2 125 (5.5)

High school 726 (31.3) 10887 (28.4)

Some college 702 (30.3) 11316 (29.5)

College graduate 717 (30.9) 14077 (36.7)

Note. SGM5 sexual and gender minority. Percentages may not add up to 100 due to rounding.
aTransgender persons may identify as heterosexual (n5202) or as belonging to a sexual orientation
minority (n544).
bIncludes transgender, gender nonbinary, and gender questioning.
cIncludes respondents who identified as self-employed, retired, unemployed, disabled, or student.
dIncludes Native American/Alaska Native, Asian, Native Hawaiian/Pacific Islander, other, and multiracial.
�P< .05; ��P< .001; P values determined by using the x2 test.

RESEARCH & ANALYSIS

Research Peer Reviewed Solberg et al. 1345

A
JP
H

D
ecem

b
er

2023,Vo
l113,N

o
.12



Iowa, Mississippi, Nevada, and Wiscon-

sin) from the BRFSS. We adjusted prob-

ability sample weights using weighting

guidelines provided by the CDC.15

Weighting. Sample weights in nationally

representative samples adjust for nonre-

sponse, noncoverage, and oversampling

of some groups (e.g., race categories)

compared with the population. Sample

weights enhance generalizability of

probability-based surveys to allowmore

accurate inferences about the underlying

population of interest from which the

sample is drawn and are commonly used

in national and other population repre-

sentative research. We performed analy-

ses and data cleaning in SAS version 9.4

(SAS Institute, Cary, NC) using the SURVEY

procedure for complex sample weighting

designs and adjusted sample weights.

Missingness. We included participants

who were administered both optional

modules (ACE, SOGI) in the analysis sub-

population. We determined missingness

to be not “missing completely at

random” in some cases. Therefore, we

included the NOMCAR (not missing

completely at random) statement in all

logistic analyses. This statement includes

observations with missing values in vari-

ance estimation, thus reducing the po-

tential for missingness to bias estimates.

We calculated weighted and

unweighted frequencies for all demo-

graphic and outcome variables and

compared them by using the Rao–Scott

x2 test and the standard x2 test, re-

spectively. Then we created multiple lo-

gistic regression models to examine

relationships between SGM status and

all health conditions and behaviors while

adjusting for demographic factors and

ACEs, reported as adjusted odds ratios

(AORs) and 95% confidence intervals

(CIs). Results are statistically significant

when the CI does not include 1. Finally,

we conducted post hoc tests to deter-

mine whether interaction effects

existed between SGMs and ACEs where

relationships between SGM status and

health conditions or behaviors were

found. In addition, to provide a more

granular examination of the data, we

examined associations between SGM

status, ACEs, and health conditions and

behaviors, comparing (1) sexual minori-

ty men with heterosexual men (exclud-

ing women and transgender persons),

(2) sexual minority women with hetero-

sexual women (excluding men and

transgender persons), and (3) transgen-

der persons with cisgender persons

(see Tables A–C, respectively, available

as a supplement to the online version

of this article at http://www.ajph.org).

RESULTS

Unweighted demographics by SGM sta-

tus are presented in Table 1. Our sam-

ple aligns with current estimates of SGM

representation.1,16 Briefly, 6.1% of

respondents to the BRFSS in the 5 states

that administered both ACE and SOGI

modules identified as either a sexual or

gender minority or both. Only 0.6% of

the sample reported being transgender.

SGM persons were significantly different

from the total population on all demo-

graphic variables except employment

status and sex assigned at birth (Table 1).

SGM people tended to be younger, with

lower incomes and less education. Fur-

thermore, they were more likely to be

unmarried, Hispanic, and of a minori-

tized race compared with the full

sample.

Likelihood

Prevalence of ACEs varied between

SGM individuals and those who

identified as heterosexual and cisgen-

der (Table 2). Weighted frequencies of

ACEs reveal that 84.1% of SGM persons

reported at least 1 ACE and were 2.30

times more likely to report at least 1

ACE (OR52.30; 95% CI51.91, 2.77)

than were heterosexual and cisgender

persons (69.7%). Similarly, 51.2% of

SGM persons reported experiencing

4 or more ACEs and were 3.36 times

more likely to report experiencing

high (4 or more) ACEs (OR53.36; 95%

CI52.93, 3.86) than were heterosexual

and cisgender persons (23.8%).

Analysis by SGM category (Tables

A–C) revealed that, excluding transgen-

der persons and men, lesbian, bisexu-

al, and questioning women (n51281;

3.3% of sample) reported 2.57 times

greater likelihood of experiencing any

ACE (OR52.57; 95% CI51.98, 3.33)

and were 3.38 times more likely to ex-

perience high (4 or more) ACEs

(OR53.38; 95% CI52.80, 4.08) than

were heterosexual women. Similarly,

when excluding transgender persons

and women, gay, bisexual, and ques-

tioning men (n5846; 2.2% of sample)

reported 1.97 times greater likelihood

of experiencing any ACE (OR51.97;

95% CI51.48, 2.62; P< .001) and 3.23

times greater likelihood of experienc-

ing high (4 or more) ACEs (OR53.23;

95% CI52.59, 4.02; P< .001) than

were heterosexual men. Transgender

persons were 1.73 times more likely to

report at least 1 ACE (OR5 1.73; 95%

CI51.06, 2.82; P5 .028) and 2.26

times more likely to report high ACEs

than were cisgender persons

(OR52.26; 95% CI51.49, 3.42;

P< .001). Wider CIs and the small num-

ber of transgender individuals in the

sample (n5246; 0.6% of total sample)

indicate that this estimate may be less

certain than those for sexual minority

individuals.
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Variations in Conditions
and Behaviors

SGM persons were more than twice as

likely to report depression than were

with non-SGM persons, as shown in

Table 3 (OR52.80; 95% CI52.78,

3.29). Similarly, SGM persons had ele-

vated risks of CVD (OR51.36; 95%

CI51.11, 1.66) and CKD (OR51.84;

95% CI51.26, 2.68). Two health beha-

viors were also associated with SGM

status: current use of ENDS

(OR51.80; 95% CI51.40, 2.32) and

current use of cannabis (OR52.21;

95% CI51.60, 3.04) were more likely

among SGM persons than among

non-SGM persons. We found no signifi-

cant differences in the likelihood of

diagnosis of chronic obstructive pul-

monary disease, cancer, skin cancer,

or diabetes based on SGM status,

nor current smoking, binge drinking,

heavy alcohol use, or sedentary

lifestyle.

Controlling Adverse
Childhood Experiences

The relationships between SGM status

and all health conditions and beha-

viors were partially attenuated after

adjusting for ACEs but remained ele-

vated compared with non-SGM per-

sons (Table 3). Specifically, depression

diagnosis remained more than 2 times

more likely among SGM than among

non-SGM persons after controlling for

ACEs (OR52.32; 95% CI51.97, 2.74).

Similarly, current ENDS use (OR51.26;

95% CI5 1.21, 2.02), current cannabis

use (OR5 1.96; 95% CI51.43, 2.68),

CVD (OR51.32; 95% CI51.08, 1.61),

and CKD (OR51.77; 95% CI51.21,

2.58) were modestly attenuated by

controlling for ACEs. An interaction ef-

fect was observed in post hoc analysis

between SGM and ACEs on CVD

(P5 .013; Figure 1). No interaction

effect was detected on depression

or CKD.

DISCUSSION

To our knowledge, this is the fourth

study to examine ACE prevalence and

association of health outcomes using a

nationally representative sample of

SGMs from the BRFSS.3–5 Our study

yielded 3 salient findings: (1) SGMs

reported higher ACEs than did non-

SGMs, (2) an interaction effect occurred

between SGM and ACEs on CVD, and

(3) ACEs attenuated the relationship

between SGM status and health

outcomes.

In this study we found that SGMs

reported a higher rate of ACEs than did

non-SGMs. Compared with their het-

erosexual and cisgender peers, SGMs

were 2.30 times more likely to report at

least 1 ACE and 3.36 times more likely

to report 4 or more ACEs. Our findings

correspond with previous studies con-

ducted by Austin et al. and Tran et al.4,5

Interestingly, compared with the results

of Austin et al., nearly 14% more SGMs

TABLE 2— ACE Scores by SGM Status: 2021 Behavioral Risk Factor Surveillance System; Arkansas, Iowa,
Mississippi, Nevada, and Wisconsin

ACE Score
SGM (n=2329),

No. (%)

Sexual Minority
Women (n=1363),
Frequency (%)

Sexual Minority
Men (n=903),
Frequency (%)

Gender Minority
Persons (n=168),
Frequency (%)

Heterosexual
Cisgender (n=35372),

Frequency (%)

0 440 (15.8) 253 (14.8) 167 (16.8) 28 (13.9) 12849 (30.2)

1 363 (13.4) 190 (11.8) 161 (15.4) 27 (19.8) 8 031 (21.0)

2 309 (10.3) 168 (8.4) 131 (12.8) 21 (10.6) 4 927 (14.7)

3 234 (9.2) 136 (9.7) 94 (8.4) 7 (3.7) 3 037 (9.2)

4 228 (11.4) 131 (10.8) 94 (12.8) 14 (6.7) 2 207 (7.1)

5 183 (9.3) 111 (9.7) 65 (8.5) 18 (6.8) 1 673 (5.1)

6 182 (9.1) 106 (9.3) 74 (9.3) 17 (10.8) 1 266 (4.2)

7 142 (7.3) 93 (8.3) 46 (5.8) 18 (9.9) 949 (3.0)

8 105 (6.3) 78 (8.2) 26 (3.6) 8 (6.1) 681 (2.4)

9 81 (4.5) 58 (5.6) 22 (2.8) 2 (1.2) 388 (1.4)

10 62 (3.4) 39 (3.3) 23 (3.8) 8 (10.6) 146 (0.6)

Note. ACE5 adverse childhood experience; SGM5 sexual and gender minority. Frequencies in this table are weighted. Percentages may not add up to
100 due to rounding.
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in our study reported at least 1 ACE

(84.1% vs 73.2%), and nearly 51% more

reported 4 or more ACEs (51.2% vs

30.5%).4 Our findings on SGMs reporting

at least 1 ACE aligned with the findings

of Tran et al. (84.1% vs 83%). However,

direct comparison is limited; we focused

on 4 or more ACEs, whereas Tran et al.

examined 3 or more ACEs.

Higher ACE prevalence in our study

can be attributed to the increased soci-

etal recognition of SGM populations,

changes to ACE module measurement,

and a more inclusive definition of SGM.

Over the past decade, the increased

recognition of SGMs has led to a rise in

the percentage of Americans identifying

as such, doubling from 3.5% to 7.1%.1

The BRFSS examined only 8 adversities

until 2019, when physical and emotion-

al neglect were added, leading to more

ACEs being assessed using 2021 BRFSS

data.14 Our analytical sample included

gender minorities, resulting in a larger

sample size compared with previous

studies.3–5

ACEs have alarming consequences

on health and social outcomes.9–11 Cu-

mulative exposures to ACEs are linked

to several leading causes of death in

the United States, including cancer, dia-

betes, and heart diseases.9–11 Further-

more, exposure to multiple ACEs is

linked to decreased educational attain-

ment, reduced occupational potential,

and even premature mortality.7,17 For

example, those who report experienc-

ing at least 6 ACEs have significantly

shorter lifespans, living 20 years fewer

on average.17 This is especially con-

cerning for SGM individuals, who face a

heightened risk of ACEs and, conse-

quently, more significant negative

outcomes.3–6

An interaction effect between SGM

status and ACEs on CVD indicates that

the combination of being in an SGM

and experiencing ACEs has a potent im-

pact on CVD risk. Our findings suggest

that this interaction effect may be an

important mechanism underlying ele-

vated CVD risk through stress in SGM

populations. This interaction effect has

important implications for the develop-

ment of targeted prevention and inter-

vention programs for SGM populations.

For example, previous studies have

TABLE 3— Prevalence and Odds of Health Conditions and Behaviors by SGM Status: 2021 Behavioral
Risk Factor Surveillance System; Arkansas, Iowa, Mississippi, Nevada, and Wisconsin

Health Factor
SGM

(n=2329), %
Non-SGM

(n=36154), %
SGM vs Non-SGM,

AOR (95% CI)
ACE-Adjusted,
AOR (95% CI)

Chronic disorder indicators

Depression 44.3 19.1 2.80 (2.78, 3.29) 2.32 (1.97, 2.74)

CVDa 31.4 38.7 1.36 (1.11, 1.66) 1.32 (1.08, 1.61)

CKD 3.6 3.2 1.84 (1.26, 2.68) 1.77 (1.21, 2.58)

COPD 6.9 7.5 1.24 (0.90, 1.71) 1.10 (0.80, 1.51)

Cancer (other than skin) 6.3 8.3 1.22 (0.93, 1.61) 1.17 (0.89, 1.54)

Skin cancer 4.1 7.1 1.15 (0.84, 1.56) 1.17 (0.83, 1.55)

Diabetes 8.0 12.1 1.06 (0.83, 1.35) 1.02 (0.80, 1.31)

Poor/fair perceived health 19.3 16.6 1.24 (0.99, 1.57) 1.11 (0.89, 1.39)

Adverse health behaviors

Currently smokes 19.1 16.3 1.05 (0.85, 1.29) 0.93 (0.78, 1.18)

Currently uses ENDSb 16.6 5.8 1.80 (1.40, 2.32) 1.26 (1.21, 2.02)

Alcohol binge drinking 22.5 16.3 1.15 (0.95, 1.40) 1.12 (0.92, 1.37)

Heavy alcohol use 7.4 6.2 1.02 (0.77, 1.36) 0.95 (0.71, 1.27)

Current cannabis use 34.4 12.5 2.21 (1.60, 3.04) 1.96 (1.43, 2.68)

Sedentary (last 30 d) 24.1 25.4 1.06 (0.88, 1.27) 1.07 (0.89, 1.28)

Note. ACE5 adverse childhood experience; AOR5 adjusted odds ratio; CI5 confidence interval; CKD:5 chronic kidney disease; COPD5 chronic
obstructive pulmonary disease; CVD5 cardiovascular disease; ENDS5electronic nicotine delivery system; SGM5 sexual and gender minority. AORs are
adjusted for education, ethnicity, race, age, income, marital status, and employment. ACE-adjusted AOR adjusts for education, ethnicity, race, age,
income, marital status, employment, and ACE category. All omnibus models were statistically significant, with P< .001 as expected with large sample
sizes.
aCVD includes hypertension, myocardial infarction, and coronary heart disease.
bENDS includes electronic cigarettes and vaping.
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shown that addressing ACEs through

trauma-focused therapies and other

interventions may reduce cardiovascu-

lar risk.18,19 However, these interven-

tions may need to be adapted to

respond to the needs of diverse SGM

populations, who may face unique bar-

riers to accessing health care and sup-

port services.20,21

Furthermore, this interaction effect

highlights the role intersecting identi-

ties and experiences contribute to CVD

risk. Understanding intersectionality

and the lived experiences of SGM per-

sons with further marginalized identi-

ties (e.g., Black, sexual minority men

living with HIV, Latina transgender

women who engage in sex work) will be

crucial as scholars and practitioners

move toward the development of more

comprehensive and inclusive

approaches to meet the needs of SGM

populations. Importantly, our findings

align with previous studies that have

shown an elevated risk of CVD among

SGMs.22,23 These studies highlight the

need for further research to under-

stand the underlying mechanisms and

to develop tailored interventions to re-

duce CVD among SGM populations.

Although it is well established that

SGM individuals experience unique

health disparities, the extent to which

SGM identity is directly associated with

specific health outcomes is not fully un-

derstood. In our study, after controlling

for demographic variables, the signifi-

cant associations between being in an

SGM and depression, CVD, CKD, ENDS

use, and cannabis use remained signifi-

cant but were partially attenuated by

ACEs. Our findings were similar to

those of Austin et al.: not all health out-

comes were significant, and an attenua-

tion effect was noted after controlling

for ACEs.4

These findings highlight the impor-

tance of considering the role of other

confounding, mediating, and moderat-

ing variables (e.g., resilience, coping,

stigma, prejudice) when examining the

relationship between SGM identity and

health outcomes.24–26 By accounting for

these biopsychosocial factors, the direct

impact of SGM identity on specific

health outcomes can be more accurate-

ly determined. This will serve to tailor

interventions that address health dispa-

rities and build on identified strengths

of SGM individuals and communities,

thereby shifting away from the deficit-

focused lens through which this

population is commonly studied.27 The

attenuation of associations between

SGM identity and health outcomes high-

lights the intricate interplay of multiple

factors that contribute to health dispari-

ties, emphasizing the need for a com-

prehensive, interdisciplinary approach.

Limitations

The BRFSS, a cross-sectional telephone

and mobile telephone–based survey,

limits causal inferences. Institutionalized

adults and adults without these devices

are excluded from participating. Addi-

tionally, the BRFSS is a self-report survey

and is subject to recall bias and social

desirability bias. These factors may influ-

ence how respondents report retro-

spective ACE experiences, SGM status,

and health conditions and behaviors.

Previous studies have highlighted that

retrospective ACE reporting may yield

underreporting of ACEs.28 Furthermore,

the current ACE module lacks SGM-

specific adversities (e.g., homonegativity

at home or school, violence).29 Thus,

the true burden of ACEs among SGMs

has yet to be understood.

Although we dichotomized SGM iden-

tity in our main analyses, we examined

SGM Heterosexual
and Cisgender

0.0

0.1

0.2
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ov

as
cu

la
r D

is
ea

se

≥4 ACEs1–3 ACEsNo ACEs

FIGURE 1— Interaction Effect for SGMs and ACEs on Cardiovascular
Disease: 2021 Behavioral Risk Factor Surveillance System; Arkansas, Iowa,
Mississippi, Nevada, andWisconsin

Note. ACE5 adverse childhood experiences; SGM5 sexual and gender minority. The interaction
effect was statistically significant (P5 .013). Reporting ≥4 ACEs increased the probability of reporting
cardiovascular disease compared with SGMs with fewer ACEs or heterosexual and cisgender persons
with any ACEs.
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specific SGM identities in our supplemen-

tal analyses. Future surveys must incor-

porate more refined data into subgroups

of SGM identities and oversample these

populations to fully capture the diverse

and unique experiences of various sub-

groups in the SGM community.

Another limitation is that data

highlighting SGM status may not be tru-

ly nationally representative because

only 5 states (Arkansas, Iowa, Mississip-

pi, Nevada, and Wisconsin) elect to

administer both the ACE and SOGI

modules. Except for Nevada, these

states have relatively low proportions

of their populations identifying as SGM,

particularly gender minority persons

who are not youths.16,30 Furthermore,

cultural differences and varying risk fac-

tors may hinder expression of SGM

identity in these states. For instance,

gender-affirming care bans in these

states (except Nevada) could engender

a climate of fear, deterring identity dis-

closure.31 At the policy level, all states

should elect to administer ACE and

SOGI modules in future data waves to

provide a more representative basis;

however, such bans could pose chal-

lenges to data collection efforts.

Finally, although the inclusion of gen-

der minority persons is a strength of this

analysis, their small cell sizes pose chal-

lenges to generalizability. In particular,

the supplemental analysis examining

transgender compared with cisgender

persons should be interpreted with cau-

tion because of the inherent risks of

population representative strategies

when examining small subpopulations.

Including an ACE module in national,

population-based studies of transgen-

der persons would improve future

research. Likewise, we recommend ex-

amining gender minority persons using

a case–control matched sample strategy

to prevent potential misclassification

bias related to sampling strategies. This

strategy has previously been employed

with BRFSS data examining outcomes of

racial minority transgender persons.32

Conclusions

The impact of ACEs on health out-

comes in SGM populations is critical.

Our study demonstrates that SGMs

face a heightened risk for ACE expo-

sure, which has been shown to in-

crease their likelihood of experiencing

negative health outcomes. Thus, priori-

tizing ACE evaluation in SGMs is crucial

to understand the link with health out-

comes. Additionally, future research

should investigate other risk and pro-

tective factors, such as minority stres-

sors and resilience, that may influence

the ACE and health outcome relation-

ship in SGMs. To mitigate the adverse

effects of ACEs, secondary prevention

interventions that are specifically tai-

lored for SGMs are crucial. This will en-

sure that the unique needs of SGMs

are addressed, reducing their risk for

morbidity and mortality.
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Incarceration Status Among
Individuals Obtaining Abortion in
the United States, 2020
Marielle Kirstein, BA, Liza Fuentes, DPH, MPH, and Carolyn Sufrin, MD, PhD

Objectives. To examine the abortion frequency among incarcerated people before Dobbs v Jackson

Women’s Health Organization was decided.

Methods.We used data from the 2020 Abortion Provider Census to examine the number and

distribution of facilities that provided abortions to incarcerated patients.

Results. Sixty-seven clinics across 25 states and the District of Columbia provided more than 300

abortions to incarcerated patients in 2020. Eleven of these clinics are in states that now have total or

near-total abortion bans.

Public Health Implications. People in jails and prisons face many structural barriers when seeking an

abortion, especially with increased state abortion restrictions and an inability to travel out of state. If

they cannot obtain desired care, people may be forced to continue pregnancies in harsh conditions. To

address abortion access inequities, policy and research must consider incarcerated individuals. (Am J

Public Health. 2023;113(12):1352–1355. https://doi.org/10.2105/AJPH.2023.307411)

A fter the Supreme Court’s decision

in Dobbs v Jackson Women’s Health

Organization (Dobbs) eliminated federal

protections for abortions in the United

States, research and reporting have

continued to document adverse effects

on people’s health and well-being.1,2

Abortion restrictions in 15 states

resulted in 66 clinics ceasing abortion

services within 100days of Dobbs and

more than 25000 people unable to ac-

cess abortion within the first 9 months

of the decision.2,3 Still, we do not fully

understand the effects of Dobbs, in-

cluding for people in jails and prisons—

who have the fewest resources to over-

come barriers and categorically cannot

travel out of state. Mass incarceration

and maternal health outcomes are

both characterized by structural racism

and racial disparities, raising concerns

that abortion bans will have a distinctly

negative effect on incarcerated

people.4

In the United States, 3% to 4%, or

roughly 38 000, of incarcerated women

are pregnant at intake based on the

most recent data on admissions of

women to prisons and jails.5,6 Before

Dobbs, the courts consistently ruled

that incarcerated individuals retained

their constitutional right to abortion.

However, carceral institutions imple-

mented inconsistent policies: some

expressly prohibited abortion; some

allowed it, albeit sometimes with

restrictions out of step with state law;

and others’ self-pay requirements

made abortion functionally inaccessi-

ble.7 The only existing study of abor-

tion occurrence among incarcerated

individuals collected data from carceral

facilities and reported 44 abortions

among 1040 pregnancies.7 We exam-

ined the incarceration status of abor-

tion patients using data from a census

of clinics providing abortion care in

2020.

METHODS

We used the Guttmacher Institute’s

Abortion Provider Census, which con-

tains data from the 807 clinics provid-

ing abortion in the United States in

2020.8 Among other items, clinics were

asked the number of abortions provid-

ed in 2020 to individuals who were in

prison or jail at the time they obtained

care.

Using Stata version 17.0 (StataCorp

LP, College Station, TX), we totaled the

number of abortions of incarcerated
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patients and examined geographic dis-

tribution, including state policy land-

scapes, where clinics reported 1 or

more abortion to an incarcerated pa-

tient. We assigned states a hostile ver-

sus supportive score between positive

and negative 6 based on 12 abortion

protections or restrictions a state might

have in effect.9

RESULTS

Fifty-five percent (n5440) of clinics

responded to this item. Of the 45% of

clinics with missing data, 11% reported

not tracking this information, and clinics

with missing data accounted for 43% of

clinic abortions in 2020. Of clinics that

did not respond to the item, 43% were

in states hostile to abortion in 2020. By

comparison with other nonresponse

items, 20% to 24% did not answer

items about medication abortion or

abortions performed after 20weeks

gestation.

Of the 440 responding clinics, 67

(15%) provided 302 abortions to peo-

ple in jail or prison. The largest number

of abortions any clinic reported provid-

ing to incarcerated patients was 25,

and only 18 clinics reported 5 or more

incarcerated patients. Most clinics

(72%) serving incarcerated patients had

total annual caseloads of at least 1000

patients.

Clinics were in 25 states and the Dis-

trict of Columbia, evenly distributed

across census regions. Four states had

5 or more clinics that reported provid-

ing abortions to incarcerated patients.

All clinics were in metropolitan or urban

areas. Among these states, 12 were

considered hostile to abortion rights in

2020 (Figure 1).9 Notably, 52% of clinics

providing at least 1 abortion to an in-

carcerated patient were located in a

hostile state. Eleven clinics, reporting

22 abortions to incarcerated patients,

were in 6 states where abortion is now

banned or unavailable beyond 6weeks

gestation as of July 2023.

DISCUSSION

These data indicate that more than 300

abortions were provided to incarcerat-

ed individuals in the United States in

1 year. Given that a substantial minority

of clinics were unable to, or did not,

answer this question, this is almost cer-

tainly an undercount. Our data demon-

strate that some incarcerated indivi-

duals obtained abortions before Dobbs,
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Responding facilities did not

report any incarcerated patients

Supportive state reporting ≥1

incarcerated patient

Neutral state reporting ≥1

incarcerated patient

Hostile state reporting ≥1

incarcerated patient
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FIGURE 1— Landscape of State Abortion Policies Among Facilities Providing Abortion Care to at Least 1 Incarcerated
Patient: United States, 2020

Note. Patient data reflect data from the 2020 Abortion Provider Census. Although Washington, DC, is not state based on their policies, we categorized the
capital as neutral for this analysis.
Source. Nash9 was the source for state hostility.
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including in hostile states. The number

of incarcerated women increased from

2020 to 2021, especially in jails,5 and

we suspect that the need for abortion

services among people in jails and pris-

ons will continue, but post-Dobbs

restrictions will make abortion more

unobtainable for many incarcerated

people. Furthermore, more people,

particularly Black and Brown indivi-

duals, may interact with the carceral

system because of attempts to access

or self-manage abortion care in restrict-

ed areas.4

Our results, obtained from abortion

clinics, are in stark contrast to data col-

lected from carceral facilities, which

reported 11 abortions in all federal and

22 state prisons and 33 abortions in a

sample of 6 jails.7 Given that the abor-

tion ratio in that study’s jails was 18

abortions per 100 pregnancies but

only 1 in prisons, it is possible that our

data represent more patients in jails,

particularly because more people are

held in urban than rural jails and virtu-

ally all abortion clinics are in metropoli-

tan or urban areas. Although abortion

access in rural areas has long been a

challenge, the geography is amplified

for incarcerated people in, often rural,

prisons, whose ability to travel depends

on the institutions’ willingness to trans-

port them.

Twenty-two abortions in our study

occurred in states where abortion is

now unavailable past 6weeks gesta-

tion. Although abortion may have been

functionally unobtainable for some in-

carcerated individuals before Dobbs,7

those in restrictive states now have no

pathway for access. They cannot travel

out of state, nor can they use tele-

health or self-manage a medication

abortion because the institution con-

trols their means of communication.

Without abortion care, incarcerated

individuals are forced to continue preg-

nancies in custody, where they may

have limited access to prenatal care,

gestate in isolating and harsh condi-

tions, be shackled during birth, and be

swiftly separated from their new-

borns.10 Stratified abortion access

makes forced pregnancy part of peo-

ple’s punitive sentence. Given racial dis-

parities in incarceration, Black, Latinx,

and indigenous individuals are dispro-

portionately harmed by this overlap be-

tween incarceration and abortion bans.

The preclusion of abortion access for

incarcerated individuals in states that

ban abortion raises concerns for car-

ceral institutions’ fulfillment of their

constitutional requirement to provide

health care.11 Although the Federal Bu-

reau of Prisons’ policy allows abortion

with Hyde Amendment restrictions, the

Prison Rape Elimination Act requires

providing abortion access only in accor-

dance with state law12; thus in states

with no exception for rape, individuals

who become pregnant from rape in

custody will be forced to continue a

pregnancy originated in state violence.

Despite challenges clinics had

responding to this item, these are foun-

dational findings about abortion fre-

quency for incarcerated people before

Dobbs.

PUBLIC HEALTH
IMPLICATIONS

Incarcerated individuals need, and

sometimes obtain, abortions. Our study

highlights how sexual and reproductive

health research can and should include

data about and directly from incarcer-

ated individuals, fighting their erasure

and pointing to what equitable health

care might look like. Additional research

examining abortion access and provi-

sion to incarcerated patients, including

patient experiences seeking abortion

care and what happens when they

are denied care, could provide insight

into the full extent of barriers to

abortion care for people who are

incarcerated and how policies can

mitigate them.10

Institution- and state-level policies

and access supports, such as abortion

funds, should explicitly consider the

needs and unique and considerable

barriers to care of incarcerated indivi-

duals. Potential policy changes include

eliminating the exclusion of incarcerat-

ed people from Medicaid and repealing

the Hyde Amendment. Standardization

and oversight of carceral medical care

is necessary to ensure that carceral

institutions located in states where

abortion is legal have policies and prac-

tices that ensure abortion access.
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In their well-written discussion of the

1918 influenza pandemic and the

COVID-19 public health emergency

more than a century later, Connolly and

Golden observe how these pandemics

affected children and led to lost oppor-

tunities to bolster pediatric health

policy.1 But it is important to highlight

some key distinctions that can help us

learn from these pivotal public health

events.

First, although the authors draw some

interestingparallels as tohowchildren in

Philadelphia, Pennsylvania, especially,

and by implication other areas of the

nation, experienced COVID-19, the

“chaotic” environment existing in 1918-

era Philadelphia may not have ade-

quately represented the entire nation.

Philadelphia was among the hardest hit

UScitiesduring1918owing inpart to the

stance at the time of the city’s key lead-

ers; its death rate during the pandemic

exceeded that of nearly every other

major US city.2,3 Likewise, during

COVID-19, differing state and local

policy choices to some degree appear

to have either mitigated or exacerbated

COVID effects.4

Second, although intended at the time

to curb COVID-19 transmission, such

efforts as school closures, lockdowns,

and social distancing had drastic effects

on youth mental health, education, eco-

nomic opportunities, and social devel-

opment both in the United States and in

lower- and middle-income nations.5,6

Lessons learned may include being bet-

ter prepared for future emergencies by

considering access to technology and

broadband among youths, school

meals, and other needs. In addition, it is

vital to fully consider, even during disas-

ters and emergencies, public health

policy impacts on vulnerable popula-

tions, local and regional contexts, and

socioeconomic consequences.

Third, the authors point to the long-

term health effects of the 1918 pan-

demic on those infected. Although it is

unclear whether there were postinfec-

tion sequelae subsequent to the 1918

influenza pandemic on the scale of long

COVID, we now have an obligation to

ensure that pediatric, geriatric, and

other vulnerable populations are not

overlooked indiscussionsof post-COVID

conditions.7 The recent formation of the

Office of Long COVID Research and

Practice within the Department of

HealthandHumanServices’Officeof the

Assistant Secretary for Health can help

ensure that ongoing research fully

reflects the needs of pediatric and other

vulnerable populations.

The authors note that the 1918 influ-

enza pandemic largely failed to change

the nation’s direction with respect to

children’s health policy. By contrast, the

history of COVID-19 and its aftermath, to

some degree, is still being written.

Future historians, one hopes, will have

good cause to judge us differently than

our 1918 predecessors.
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We appreciate the thoughtful read-

ing of our article and the discus-

sionof issues that, becauseofword count

limitations, we could not address. We

agree that 1918 pandemic experiences in

the United States and elsewhere varied

among neighborhoods, cities, and

regions. The Philadelphia, Pennsylvania,

experience, particularly the hosting of the

mass gathering for the Liberty Loan

Parade, offers a model of what not to do,

and we chose it not just to highlight the

impact of the pandemic but to show the

baseline health context of children in the

city in this era. The COVID-19 experience

as itdisruptededucation is, asnoted,both

consequential and very different from the

1918 experience, when few children

completed secondary education and the

pandemic interrupted their work lives

as well as their schooling. Finally, we fully

agree that the long-term effects of

COVID-19 in children as well as adults

must be monitored and, where possible,

addressed.
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completed secondary education and the

pandemic interrupted their work lives

as well as their schooling. Finally, we fully

agree that the long-term effects of

COVID-19 in children as well as adults

must be monitored and, where possible,

addressed.
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3. karakteristik fiqh terbagi menjadi 3 yaitu=  

• Dasar fiqh bersumber dari wahyu -> wahyu adalah inspirasi ruh syari’at, prinsip dan 

tujuan syari’at. 

• Bersifat kolektifisme (jama’iyah) -> memperbaiki hubungan individu dan/dengan 

masyarakat. 

• Dinamis -> sebagai respon dan jawaban terhadap problematika kontemporer yang 

berkembang di masyarakat. 

sejauh mana fiqh dapat diterapkan dalam hukum negara Indonesia yang multicultural yaitu fiqih 

yang berwawasan multikultural memiliki arti penting karena masyarakat/bangsa Indonesia terdiri 

dari berbagai golongan yang berbeda secara etnis, sosial, politis, ekonomis, keagamaan, dan kultural. 

Masyarakat yang seperti ini memerlukan ketentuan fiqih yang akomodatif dan apresiatif terhadap 

keragaman tersebut. Karena itu, identitas hukum fiqih dapat diperluas berdasarkan keragaman 

identitas yang berkembang di masyarakat. Sebab, identitas yang diharapkan bukanlah identitas yang 

statis tetapi identitas yang dinamis.43 Keragaman yang ada yang berlandaskan identitas keagamaan 

itu diharapkan oleh paradigma ushul fiqih multikultural ini akan bersinergi, sehingga keberagaman 

identitas tidak berjalan sendiri-sendiri, tetapi keragaman identitas baik budaya, agama, maupun 

kultur sama-sama semakin diperluas dan diperkaya. 

4. kontribusi maqashid syariah dalam pengengembangan hukum islam itu ada 5 yaitu  
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