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ABSTRACT
Objectives  The objective of this analysis is to present 
a current view of the field of ophthalmology and vision 
research and artificial intelligence (AI) from topical and 
geographical perspectives. This will clarify the direction of 
the field in the future and aid clinicians in adapting to new 
technological developments.
Methods  A comprehensive search of four different 
databases was conducted. Statistical and bibliometric 
analysis were done to characterise the literature. 
Softwares used included the R Studio bibliometrix 
package, and VOSviewer.
Results  A total of 3939 articles were included in the final 
bibliometric analysis. Diabetic retinopathy (391, 6% of 
the top 100 keywords) was the most frequently occurring 
indexed keyword by a large margin. The highest impact 
literature was produced by the least populated countries 
and in those countries who collaborate internationally. This 
was confirmed via a hypothesis test where no correlation 
was found between gross number of published articles 
and average number of citations (p value=0.866, r=0.038), 
while graphing ratio of international collaboration 
against average citations produced a positive correlation 
(r=0.283). Majority of publications were found to be 
concentrated in journals specialising in vision and 
computer science, with this category of journals having 
the highest number of publications per journal (18.00 
publications/journal), though they represented a small 
proportion of the total journals (<1%).
Conclusion  This study provides a unique characterisation 
of the literature at the intersection of AI and ophthalmology 
and presents correlations between article impact and 
geography, in addition to summarising popular research 
topics.

INTRODUCTION
Coined over 60 years ago by McCarthy and 
Minsky, the term artificial intelligence (AI) 
refers to the ability of a computer system to 
complete complex tasks normally requiring 
human abilities.1 The popularity of this idea 
has grown in medicine in recent years as there 
is great potential for the increase in the effi-
ciency of medical systems via AI, particularly 
in the areas of visual processing for diagnosis 

and determination of treatment pathways. To 
date, AI has been applied to ophthalmology 
with great efficacy in diagnosis of common 
diseases such as diabetic retinopathy, retinop-
athy of prematurity, glaucoma and macular 
degeneration.2 A review by Grzybowski et al 
suggested that recent diagnostic software for 
diabetic retinopathy demonstrated a sensi-
tivity of 87.0% and a specificity of 96.8%.3

Bibliometric analysis as a method of charac-
terising research in a field has become increas-
ingly popular in recent years.4 Previously 
published bibliometric analyses in ophthal-
mology and intersecting fields include an 
analysis on uveal melanoma literature, and 
keratoconus.5 6 In particular, the growing use 
of AI in ophthalmology has been profiled 
by AlRyalat et al who performed a compara-
tive bibliometric analysis between the fields 
of glaucoma research and AI.7 Boudry et al 
have also demonstrated the growth of AI in 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ Bibliometric analysis as a method of characterising 
research in a field has become increasingly popu-
lar in recent years. Some bibliometric analyses on 
the body of ophthalmological literature have been 
published in specialised areas, as well as a small 
number in the intersection of artificial intelligence 
(AI) and ophthalmology.

WHAT THIS STUDY ADDS
	⇒ This study will provide a more recent and compre-
hensive profile of the intersection of AI and ophthal-
mology than previous studies, as well as examining 
a broader range of subspecialties and data sources.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ A better understanding of the existing literature on AI 
will provide insight into the growing influence of AI 
on ophthalmology, and will allow medical research-
ers and academics to anticipate emerging areas of 
research and allocate funds more effectively.
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the field of ophthalmology over several decades between 
1966 and 2019.8

Here, we aim to provide a bibliometric profile of the 
intersection of ophthalmology and AI. Our study comple-
ments previous studies in this area by examining a more 
recent timeframe (2018 to August 2021) across a broader 
range of data sources and all subspecialties in ophthal-
mology. A better understanding of the existing literature 
on AI will provide insight into the growing influence and 
importance of AI on the field of ophthalmology. This will 
allow medical researchers and academics to anticipate 
emerging areas of research and allocate funds more effec-
tively, to seek out research partners and institutions with 
common interests, and will allow the medical community 
to adapt to new technologies and integrate them into the 
future model of patient care.

METHODS
This is a bibliometric analysis of articles relating to AI 
technology and ophthalmology and vision research. A 
detailed review of the bibliometric analysis study methods 
is reported elsewhere.9 The protocol for this study was 
also prospectively registered on Open Science Framework 
registry (https://doi.org/10.17605/OSF.IO/BZ9YJ).

Search strategy
A comprehensive search was conducted in Web of Science, 
Scopus, Dimensions and Cochrane from 1 January 2018 
up to 4 August 2021. These specific databases were chosen 
as they encompass a wide selection of journals and arti-
cles pertaining to the selected topics and are compatible 
with a wide variety of bibliometric analytic softwares.10 11 
A 3-year timeline for the citation analysis was chosen with 
regard to the feasibility of analyses as well as its focused 
overview of the latest and most relevant technology in AI 
and ophthalmology. Search strategy keywords were care-
fully selected from relevant literature and online medical 
and computer science glossaries to ensure only relevant 
documents were analysed. No language or study design 
restrictions were placed on the search strategy. The details 
of the search query are provided in online supplemental 
file 1.

Screening
All citations were uploaded to the DistillerSR software 
and deduplicated.12 Following de-duplication, all articles 
were screened by title and abstract by a single reviewer 
for relevance. More information on the methods of 
extraction and data-cleaning processes are included 
in online supplemental file 2. Only articles directly 
pertaining to the field of ophthalmology and AI were 
included, and given that each article had to meet certain 
search criteria to be included in the preliminary dataset, 
articles passing the screening either clearly fell within the 
scope of ophthalmology and AI or did not.

Analytic methods
Several analytic methods were applied to this dataset to 
elucidate the present focus of the field and its future 

direction. Preliminary analyses were applied to the dataset 
using RStudio to obtain the number of articles and mean 
number of citations per year. Then charts displaying 
the most popular journals and countries and their gross 
publications were produced. Journals were categorised 
by topic and then an analysis was conducted using Excel. 
The journals contained in the dataset were categorised as 
belonging to medicine (M), vision (V), computer science 
(CS), engineering (E), artificial intelligence (AI) and 
general science (G). Journals belonging to both medi-
cine and computer science were labelled as intersectional 
(I). A metric measuring average publications per journal, 
and by extension the significance of that journal in the 
field, was calculated by summing all the articles and then 
dividing by the number of journals in that category. This 
value corresponds to the average number of articles per 
journal in that category.

The international distribution of the publications was 
analysed. The raw number of publications per country 
was extracted along with the number of mean citations 
in the literature for each country. The countries were 
ranked by the number of publications, the number of 
citations to those publications and the average number 
of citations per publication based on the principal investi-
gator. A statistical analysis was performed on the dataset to 
investigate if a statistically significant correlation existed 
between gross number of publications by a country and 
their average number of citations.

The data including the countries, their total number 
of articles published, and their average citations was 
exported, and a citation network was created using the 
VOSviewer software. A statistical analysis comparing 
countries by their published output and its average cita-
tions was performed. This was done via a Spearman rank 
correlation test. The null hypothesis (H0) was that there 
is no correlation between the number of publications 
produced by a country and the average number of citations 
received by those publications (ie, that the value of r is 0). 
Further, single country publication (a ratio representative 
of the proportion of total publications with intra-national 
collaborations) and multiple country publication (MCP, 
the proportion of total publications with international 
collaborators) ratios were used to investigate the linkage 
between international collaboration and rate of citation. 
Average citations by country were graphed against MCP 
to see if correlation between the two variables could be 
established.

Author keywords were extracted, and a co-occurrence 
map was created with all words with a minimum of five 
connections to others. A link between words is established 
if two keywords are listed in conjunction by more than 
one author. The number of occurrences of each keyword 
was represented by the size of the nodes.

RESULTS
From the initial search, 5917 articles were obtained 
from Dimensions, 5771 from Scopus, 3717 from Web of 
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Science and 136 from Cochrane. Following deduplica-
tion, and screening, 3939 articles were included in the 
analysis, with 433 articles collected from 2018, 697 articles 
from 2019, 1416 from 2020 and 1393 from 2021.

The number of journals and articles in each discrete 
category is summarised in table 1. The highest number 
of articles were categorised as medicine, with computer 
science being second and vision being a close third. No 
journals were categorised as specialising in vision and AI, 

while only two journals were categorised as specialising 
in vision and computer science. Vision and computer 
science had the highest average number of publications 
(18.00 publications/journal), although it accounted for 
less than 1% of the total journals. The second highest 
average number of publications was in the vision (V) cate-
gory, with 11.36 publications/journal. General medical 
journals (M), while accounted for the highest number 
of journals, had only 2.73 publications/journal whereas 
medical and computer science journals had an average 
of 8.19 publications/journal. The top three journals were 
Translational Vision Sciences and Technology, categorised as 
vision with 133 articles; Scientific Reports categorised as 
general science with 129 articles; and IEEE Access catego-
rised as engineering with 120 articles. Below, we present 
the top five articles from IEEE Access, the engineering 
journal with the greatest number of publications, to 
exemplify the growing popularity of the field of ophthal-
mology and AI outside of medicine.

Based on corresponding authors’ affiliations, China 
(946, 25%) and the USA (719, 19%) produced the most 
number of publications overall (table  2). The rest of 
the publications came from a wide range of countries 

Table 1  Number of journals and articles in each category

Category Journals (n)
Articles 
(n)

Medicine (M) 371 949

Vision (V) 128 1454

Computer science (CS) 141 446

Engineering (E) 49 182

Artificial intelligence (AI) 47 124

General (G)
nature, science, etc

120 306

Intersection of CS and medicine (I) 95 667

Table 2  Countries ranked in order of most publications, accompanied by citation data

Publication rank Citation rank

Average 
article 
citations

Corresponding 
author’s country Publications Total citations

Average 
article 
citations

1 2 11 China 946 7769 8.21

2 1 6 USA 719 8108 11.28

3 4 21 India 367 1894 5.16

4 6 16 Korea 178 1190 6.69

5 3 3 UK 150 2254 15.03

6 8 13 Japan 134 998 7.45

7 9 10 Germany 106 871 8.22

8 11 14 Spain 106 747 7.05

9 5 2 Singapore 95 1460 15.37

10 7 5 Australia 94 1116 11.87

11 14 23 Turkey 85 372 4.38

12 13 20 Italy 82 466 5.68

13 10 4 Canada 52 772 14.85

14 15 17 Brazil 51 329 6.45

15 17 19 France 51 311 6.10

16 18 18 Iran 47 291 6.19

17 12 1 Austria 42 742 17.67

18 19 12 Pakistan 34 259 7.62

19 21 15 Saudi Arabia 34 235 6.91

20 16 8 Netherlands 33 312 9.46

21 23 22 Egypt 26 127 4.89

22 20 7 Switzerland 26 252 9.69

25 22 9 Portugal 24 226 9.42
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in Europe and Asia, with no country (aside from India) 
accounting for more than 5% of the total number of publi-
cations (figure 1). Austria had the highest average article 
citations, collaborated with authors from nine different 
countries, had 42 articles by corresponding authors, and 
138 total publications. China collaborated with 17 distinct 
countries, had 946 articles by corresponding authors and 
had 2911 total publications (figure 2). When comparing 
countries by their published output and average cita-
tions, the findings did not reveal a significant correlation 
(p value=0.866, r=0.038). This suggests that there is no 
statistically significant correlation between gross amount 
of literature published by a country and average number 
of articles citations for that country, which is a surrogate 
metric for literature quality.

Austria had a higher MCP/total fraction, at 0.4762, as 
compared with China, which had an MCP/total fraction 
of 0.243. Plotting countries by their average citations per 
publication against their proportion of international 
collaborations yielded a weakly positive correlation coef-
ficient of R2=0.283 (figure 3). This suggests that there is 
association between number of international collabora-
tors and global popularity of literature.

The top five most frequent indexed keywords included 
‘deep learning’ (677, 11%), ‘diabetic retinopathy’ (391, 
6%), ‘machine learning’ (364,6%), ‘artificial intelli-
gence’ (332, 5%) and ‘optical coherence tomography’ 
(311, 5%, figure  4). Diabetic retinopathy was the most 
frequently occurring ophthalmological disease by a 
margin of 291 occurrences (5% of the top 100 occur-
rences), with ‘age-related macular degeneration’ being 
the next most frequently occurring ophthalmic disease at 
only 100 occurrences.

DISCUSSION
We conducted a bibliometric analysis of the intersection 
of ophthalmology and AI between January 2018 and 
August 2021. Many aspects of the dataset were analysed in 
order to gain both quantitative and qualitative insights. In 
particular, investigation into countries of publication and 
their correlation (or lack thereof) with literature quality 
was performed, and it was found that smaller countries 
tended to produce more highly cited literature. There 
was a direct correlation between country population 
and gross quantity of published literature. Furthermore, 
countries with more international collaboration tended 
to have higher average article citations. With respect to 
research topics, the most common application of the AI 
technology to ophthalmology tended to be in diagnostic 
imaging.

Our findings suggested that the field of ophthal-
mology and AI has been growing at an exponential rate 
as predicted by Lotka’s law until 2020 when the scientific 
production dropped sharply.13 The authors hypothesise 
that there are two main reasons for this finding. First, 
it is likely that SARS-CoV-2 affected scientific produc-
tion in the field of ophthalmology and AI as the broad 

scientific community shifted to focus on developing a 
body of research on the novel virus. Second, articles were 
only collected up to August 2021, and had the articles 
been collected up to December it is predicted that the 
growth rate of the field would have increased rather than 
decreased, though likely not with the same increase in 
rate as in previous years.

It was noted in our analysis that China and the USA 
collectively account for over 40% of the literature in the 
dataset. This is not surprising in consideration of the 
population size and large number of research institutions 
in both countries. Within the dataset there is an over-
representation in the advanced economies of Southeast 
Asia, where Japan, Korea and Singapore accounted for 
more research in this field than the UK and Germany 
combined.

Popular AI ranking indices have consistently placed the 
USA and China at the top of research, development and 
implementation of new AI technologies over the past 5 
years, with Japan and Korea ranking in the top 10.14 15 
According to the Stanford AI index, in 2021, East Asia 
accounted for 26.7% of all published academic articles 
pertaining to AI globally, while the USA accounted for 
14.0%.14 15 Further, global AI publications have seen 
a steep growth curve recently, with total international 
journal publications having increased 2.5 times since 
2015. This rapid growth is seen in conjunction with an 
exponential increase in AI patent filings globally, with a 
compound annual growth rate of 76.9% between 2015 and 
2021.16 As more research is published, more innovation is 
spurred, while new technology promotes new research, 
in a positive and fast accelerating feedback loop. In 2021, 
China held the greatest number of AI patent filings, while 
the USA had the most granted patents as a percentage of 
the world total filed and granted patents.16

We have used the number of citations as a measurement 
of literature impact. Previous studies have suggested that 
the correlation between citation numbers and value of 
scientific knowledge and influence is not perfect, and 
citations might also be influenced by factors such as 
author prominence and randomness.17 Although, there 
are important factors that should be considered when 
using number of citations as an absolute measure of liter-
ature quality,17 the large size of our data set may give an 
accurate overall picture of global impact.18 Our findings 
showed no statistically significant correlation between 
the gross number of publications for a country and mean 
number of citations. This result indicates that while China 
and the USA may produce nearly half of the articles in 
this field, they do not also attract the most citations. Our 
findings suggested that research from countries such as 
Austria, had the most citations per publication and high 
proportional international collaboration than China. It 
is well-established for scientometric characteristics that 
collaboration between institutions, in particular inter-
nationally, tends to produce research that is cited more 
frequently than less-collaborative work.19 As such China 
and the USA, although produce most publications they 



5Monson H, et al. BMJ Health Care Inform 2024;31:e100780. doi:10.1136/bmjhci-2023-100780

Open access

Figure 1  Breakdown of percentage of total number of publications identified based on the country of the corresponding 
author.
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tend to collaborate less with institutions in other coun-
tries. The reasons behind this effect are multi-faceted 
and beyond the scope of this paper. Besides the cultural 
and geographic factors that would limit their interna-
tional connections, both China and the USA have many 
universities within their own borders with whom to collab-
orate. In contrast, the high impact of smaller countries 
such as Singapore and Austria are surrounded by many 
other countries to collaborate with and have some of the 

highest citations-per-publication alongside a high propor-
tion of MCPs.

We noted that the most collaborative countries, 
as well as those with the highest average citation 
impact, tend to be smaller countries in Europe 
with the exception of Singapore. As an Asian city-
state with a British colonial heritage, Singapore’s 
cultural-linguistic connections both to Europe and to 
South-East Asia enable it to have the second-highest 

Figure 2  Countries were clustered via unique colours representing the average number of citations for that country. Purple 
countries had the highest average citations (>12), light blue countries had between 8 and 12 average citations, light green 
countries had between 4 and 8, and red countries had the fewest, between 0 and 4. The sizes of the country names indicate 
their gross number of publications, the larger the label being correlated with the total number of publications for that country. 
Links between countries indicate which tend to collaborate, and the thickness of the linkage corresponds to the strength of the 
connection. Countries which collaborate on many papers will have a thicker connecting line. Links between countries are only 
displayed if there has been a minimum of five collaborative publications.
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citations-per-paper of all the countries in this survey, 
showing how collaborations are more important 
than size. We also found that while China is the most 
productive country, it lags behind the only other 
country of comparable output (the USA) which tends 

to have more international collaborations. This is 
corroborated by two popular AI index reports, which 
find that while China leads the USA in gross publica-
tions, the USA ‘leads on the most significant research 
into cutting-edge developments’.14–16

Figure 3  A plot depicting countries by their average citations per publication against their proportion of international 
collaborations.

Figure 4  A co-occurrence network showing the top 20 keywords among all listed author keywords. Larger nodes correspond 
to a higher number of occurrences of that keyword, thicker connections indicate a higher frequency of two keywords being 
listed together.
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From the co-occurrence network created diabetic 
retinopathy is most connected with the terms ‘deep 
learning’, ‘machine learning’ and ‘artificial intelli-
gence’. Further, other popular terms relate to types of 
diagnostic imaging, such as ‘optical coherence tomog-
raphy’ and ‘image segmentation’. This implies that 
the focus of the field is on applications of AI to diag-
nosis, and creation of algorithms for automating diag-
nosis and triage of ophthalmic diseases. Many medical 
fields follow a progression of care model, where diag-
nosis is the first step, followed by prognostication, 
development and administration of treatment proto-
cols, and surgical management if necessary. As such, 
new technology may begin to develop first in the areas 
of need, in the case of the field of ophthalmology this 
is diagnosis and triage. Additionally, there is more 
cost and resource associated with research in robotics 
than computer research.20

CONCLUSION
This paper presents an in-depth bibliometric analysis 
of literature in the field of ophthalmology and AI. 
Articles were collected from a wide variety of sources 
over a 3-year time period in order to gain a detailed 
perspective on the current state of the technology 
and its future trajectory. We have characterised the 
field via both qualitative and quantitative methods. 
We have investigated trends in topics in the field, and 
which varieties of research are currently gaining the 
most traction and may have practical application in 
the near future. We have determined that the USA 
and China together produce the highest volume of 
research, though they have among the lowest rates 
of international collaboration, while smaller coun-
tries with high rates of international collaboration 
such as Singapore and Austria produce the most cited 
research. Increasing international collaborations may 
be an effective way for geographic areas which are 
behind in this field to strengthen their body of research 
in AI and ophthalmology. Encouraging researchers to 
provide open source access to research, particularly 
to newly developed code for AI algorithms, can aid 
in increasing participation and collaboration from 
previously dormant countries. These findings will aid 
the ophthalmology medical and research community 
in adapting their practices to the changing landscape 
of vision care.
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ABSTRACT
Objectives In this overview, we describe theObservational 
Medical Outcomes Partnership Common Data Model 
(OMOP-CDM), the established governance processes 
employed in EMR data repositories, and demonstrate how 
OMOP transformed data provides a lever for more efficient 
and secure access to electronic medical record (EMR) data 
by health service providers and researchers.
Methods Through pseudonymisation and common 
data quality assessments, the OMOP-CDM provides a 
robust framework for converting complex EMR data 
into a standardised format. This allows for the creation 
of shared end-to-end analysis packages without the 
need for direct data exchange, thereby enhancing data 
security and privacy. By securely sharing de-identified and 
aggregated data and conducting analyses across multiple 
OMOP-converted databases, patient-level data is securely 
firewalled within its respective local site.
Results By simplifying data management processes and 
governance, and through the promotion of interoperability, 
the OMOP-CDM supports a wide range of clinical, 
epidemiological, and translational research projects, as 
well as health service operational reporting.
Discussion Adoption of the OMOP-CDM internationally 
and locally enables conversion of vast amounts of 
complex, and heterogeneous EMR data into a standardised 
structured data model, simplifies governance processes, 
and facilitates rapid repeatable cross-institution analysis 
through shared end-to-end analysis packages, without the 
sharing of data.
Conclusion The adoption of the OMOP-CDM has the 
potential to transform health data analytics by providing a 
common platform for analysing EMR data across diverse 
healthcare settings.

 
INTRODUCTION
The Observational Medical Outcomes Partnership 
Common Data Model
Adoption of the Observational Medical 
Outcomes Partnership Common Data 
Model (OMOP-CDM) internationally and in 
Australia has enabled the conversion of vast 
amounts of complex, and heterogeneous 

electronic medical record (EMR) data 
into a standardised structured data model. 
The conversion of data has the potential to 
provide hospitals, health departments, audi-
tors, regulators and universities valuable 
insights tailored to each institution’s needs, 
both for operational and research purposes. 
This is achievable as long as the secure util-
isation of an institution’s EMR clinical and 
administrative data for purposes beyond its 
initial collection, known as ‘secondary use’, is 
effectively managed and employed.

Such data can be transformative, especially 
if used to monitor, evaluate and audit health-
care to improve clinical practice, reduce inef-
ficiencies, contribute to the evidence base 
and develop a ‘learning healthcare system’ 
for improved patient care.1–4 However, this 
potential is often not realised due to the 
inherent complexity of EMR databases—that 
comprise thousands of data elements across 
thousands of proprietary tables—where vast 
amount of data needs to be transformed, 
cleaned and restructured to make it ‘fit’ for 
‘secondary use’.5 For highly powered collabo-
rative research, where large volumes of EMR 
data are combined, use is further constrained 
by the heterogeneity of each institution’s 
EMR schema6; concern over data sharing 
and privacy breaches and lack of clarity over 
governance and consent.7

The Observational Health Data Sciences 
and Informatics (OHDSI) consortium8 is 
addressing these challenges through the 
transformation of each EMR database into the 
open-source OMOP-CDM, where EMR data 
elements are translated into the OMOP-CDM 
using standardised terminologies such as 
SNOMED-CT,9 LOINC10 or RxNORM.11 
Importantly, these transformed data are 
also able to be securely stored within their 
dedicated environment, complete with the 
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necessary validation, analysis and reporting tools.12 Given 
the OMOP-CDM is ‘open source’, the original source 
code is freely available to the public. This allows anyone 
to view, use, modify and distribute the software’s source 
code which fosters collaboration and community-driven 
development. This ‘open-source’ approach promotes 
transparency, innovation and widespread accessibility.

The utility and adoption of the OMOP-CDM
An increasing number of Australian and international 
organisations are transforming their EMR data into 
the OMOP-CDM as these converted databases provide 
health services and researchers a valuable data source 
to monitoring health service utilisation, contribute to 
the evidence base through research and develop clin-
ical decision support systems to improve quality of care. 
Furthermore, it enables researchers to ‘scale-up’ and ‘de-
risk’ collaborative research, by securely sharing deidenti-
fied and aggregated data and executing analyses across 
multiple OMOP-converted databases, ensuring that 
patient-level data remains securely firewalled within its 
respective local site.12

The adoption of OMOP-CDM has been on the rise glob-
ally, with the conversion of approximately 12% of EMRs 
worldwide by 2022, which encompasses data from 453 
databases, that accounts for more than 928 million unique 
patient records across 41 countries.12 This substantial 
adoption demonstrates the recognition of OMOP-CDM’s 
utility in leveraging EMR data for various purposes.

An Australian OHDSI Chapter has been established 
to support the use of OMOP and develop collabora-
tions between database stakeholders. OMOP members 
include clinicians and researchers from the University 
of Melbourne, the University of South Australia, the 
University of Queensland and the University of New 
South Wales and Western Australia.13 The Australian 
databases that have undergone OMOP-CDM conversion 
include those that contain data from large tertiary hospi-
tals in major cities, specialised hospitals that hold data 
for children’s and cancer care services, joint replacement 
registries, Australian Electronic Practice-Based Research 
Network (AU-ePBRN),14 local health district databases, 
the Primary Care Audit, Teaching and Research Open 
Network (PATRON) database15, pharmaceutical regis-
tries, and the Australian Department of Veterans Affairs.12 
However, it is important to acknowledge that this prog-
ress is not without its limitations. Currently, there exists a 
gap in data integration, notably the absence of a seamless 
linkage between hospital and primary care data OMOP 
data sources. Despite the comprehensive approach to 
data integration across various healthcare contexts, the 
lack of connectivity between these crucial components 
of the healthcare system represents a constraint. This 
limitation highlights an area for potential improvement 
in Australia’s data infrastructure. Addressing this gap 
and establishing effective linkage between hospital and 
primary care data could lead to even more comprehen-
sive and impactful research outcomes.

Aim
In this overview, we describe the OMOP-CDM, the estab-
lished governance processes employed in EMR data 
repositories, and demonstrate how OMOP transformed 
data provides a lever for more efficient and secure access 
to EMR data, by health service providers, evaluators, audi-
tors and researchers. Governance, privacy, consent and 
ethics vary by country or jurisdiction. For this review, we 
have applied an Australian context, however, the general 
nature of the guidance here is applicable internationally.

THE OBSERVATIONAL MEDICAL OUTCOMES PARTNERSHIP 
COMMON DATA MODEL
The OMOP-CDM: structure and process
The OMOP-CDM can be implemented using many of the 
existing database management systems. The OMOP-CDM 
extraction, transformation and loading process converts 
complex clinical and administrative EMR data into a 
simplified standard format consisting of 16 data tables 
and other derived tables.8 Through this process, it is 
important to note the source EMR data are not changed 
or lost, OMOP conversion just provides a new represen-
tation of existing EMR data. For the deployment and 
installation of the OMOP-CDM into existing informa-
tion system infrastructure (figure 1), we recommend the 
OMOP-CDM instance, that model’s institution-specific 
data, is maintained under the existing repository data 
access and governance mechanisms established by each 
data custodian.

OMOP, data quality and the principles of Findable, Accessible, 
Interoperable and Reusable, Collective benefit, Authority, 
Researcher and Ethics and Five Safes
The use of OMOP-CDM aligns well with the need for 
systematic data evaluation and adherence to data quality 
standards and the principles of FAIR (Findable, Acces-
sible, Interoperable and Reusable), CARE (Collective 

Figure 1  Observational Medical Outcomes Partnership 
Common Data Model (OMOP-CDM). Adapted from 
Standardised Data: The OMOP Common Data Model.12
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benefit, Authority, Researcher and Ethics) and the Five 
Safes.

Before use, OMOP-CDM data undergoes a rigorous 
data quality assessment process, which includes 
checks for completeness, concordance, plausibility 
and currency when compared with the source EMR 
data.16 These quality checks are predefined and 
configured to run on datasets conforming to OMOP 
standards, and they can be executed using tools such 
as Achilles, which is accessible via the OHDSI Data 
Quality Dashboard.17 In addition, the OMOP-CDM 
enables researchers to work within a secure and 
firewalled environment while conducting advanced 
analytics and prediction techniques. This aligns with 
the principles of making data ‘FAIR, ensuring that 
data are available for a wide range of research appli-
cations.18 19 Data accessed through an OMOP-CDM 
also adheres to the CARE Principles for Indigenous 
Data. CARE operates within the governance frame-
work established by the custodians of each local data 
repository. The CARE principles complement FAIR 
principles by aligning data sharing with the rights and 
interests of Indigenous Peoples. By adhering to CARE, 
Indigenous Peoples worldwide gain greater control 
over their data and the knowledge derived from it, 
ensuring alignment with their worldviews and the 
knowledge economy. This framework emphasises the 
Indigenous Peoples’ right to derive value from data 
while promoting responsible and ethical data usage, 
for collective and equitable benefit of researchers, 
evaluators and the broader community.18 19

OMOP data adheres to the ‘Five Safes’ guiding princi-
ples by providing a structured and secure framework for 
managing and sharing healthcare data while ensuring 
privacy and security are maintained.20 These frameworks 
were selected for their compatibility with the principles of 
ethical research, data quality and data governance. Their 
widespread adoption and acceptance within the research 
community make them robust and suitable choices for 
guiding data management practices in the context of the 
OMOP-CDM. The responsibility for applying the SAFES 
framework typically falls on various stakeholders involved 
in data access and usage, including government agencies, 
research institutions and data custodians (table 1).

OMOP, DATA GOVERNANCE, ETHICAL REVIEW AND CONSENT
OMOP-CDM and governance
By virtue of its design and objectives, the OMOP-CDM 
enhances the governance of secondary health data, by 
ensuring data utilisation in both research and healthcare 
decision-making is ethical, transparent and effective.

With the transformation of EMR data into a stan-
dardised structure, the OMOP-CDM ensures there 
is a uniform representation of these data regard-
less of the data’s original source. This uniformity 
streamlines data governance and, importantly, eases 
the complexities associated with conducting single 

site studies that contain native EMR data (raw and/
or curated), and multisite studies that involve inte-
grating data from various disparate sources.21 22 In 
addition, the common data model emphasises data 
quality, allowing for consistent checks and ensuring 
that research data meets the highest standards.23 24 
The standardised model also ensures that security and 
privacy protocols are uniformly applied, safeguarding 
secondary health data from data breaches to main-
tain patient privacy. Given the structured approach of 
the OMOP-CDM, an institution can easily implement 
access controls, thereby ensuring that only autho-
rised parties can access or interact with the data. As a 
result, the OMOP-CDM acts as a cornerstone for the 
conduction of rigorous and ethically sound research 
as it builds trust among stakeholders, mitigates infor-
mation disparities and encourages the production 
of high-quality medical evidence for rigorous and 
ethical research25

Operational use and quality assurance activities in a hospital 
or healthcare setting
For operational use quality assurance activities where the 
‘primary purpose is to monitor or improve the quality of 
service delivered by an individual or an organisation’26 
data governance and principles for ethical use apply. 
However, within healthcare institutions, ethics approval 
is not mandated for the establishment of the OMOP data-
base or data use, provided:

	► The data being collected and analysed, is coincidental 
to standard operating procedures with standard 
equipment and/or protocols.

	► The data are being collected and analysed expressly 
for the purpose of, maintaining standards or identi-
fying areas for improvement in the environment from 
which the data were obtained.

	► The data being collected and analysed, is not linked 
to individuals.

	► None of the triggers for consideration of ethical 
review are present.26

Research in a university setting
For research use, the data custodian is usually the 
agency or organisation that commissioned the 
research and paid for the data collected by the 
owner (ie, hospital/general practice). Existing local 
governance principles already developed by custo-
dians can be applied to OMOP standardised data 
including: (1) data only being made accessible to 
named researchers on relevant ethics applications 
approved by the relevant institution, (2) appro-
priate secure data management strategies for transfer 
and management of data using password-protected 
computers or servers with multifactor authentication, 
3) data restrictions that align with project scope and 
objectives and (4) storage of data outputs extracted 
from the OMOP-CDM as approved by the HREC. For 
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OMOP converted data that contains linked data, for 
example, AU-ePBRN where primary care data are 
linked with hospital admissions data,27 governance 
and liability procedures would need to be explicitly 
developed to ensure the governance interests of all 
institutions are considered.

Consent
In any research, regardless of whether it is conducted 
by an individual researcher, clinician or collaborative 
research team, it is imperative to determine the nature of 
the consent obtained from a patient for the secondary use 
of their data. This assessment should consider the risks 
and the potential for psychological, social, economic and 
legal harm that may arise from data collection, utilisation 
or any potential breaches.

In Australia, a ‘waiver of consent’ as per National 
Health and Medical Research Council (NHMRC) 
guidelines can be applied to secondary use of health 
data26 (box 1). Some ethics committees may request 
an ‘opt-out’ model, necessitating the consideration 

of options for patients who wish to decline to partic-
ipate.26 27 Through the deidentification methods 
employed by OMOP-CDM, the risks related to data 
breaches, such as the reidentification of individuals, 
are significantly reduced. This is achieved by exclu-
sively using aggregated results from OMOP-CDM and 
by refraining from reporting small cell sizes. Reiden-
tification is further minimised by ensuring only aggre-
gated outputs from OMOP-CDM are used and that 
small cell sizes are not reported.

Risk mitigation
OMOP mitigates many of the risks of using EMR data 
for secondary purposes including: (1) replacement 
of all personal identifiers with a generic number that 
does not allow reidentification back to the original 
personal identifier12; (2) an option for data custo-
dians to perform analyses on behalf of an individual 
researcher and auditor (ie, no data release); (3) the 
use of a user interface tool such as ATLAS, where 
researcher or auditor access to data in all tables can 

Table 1  Guiding principles of FAIR, CARE and the Five Safes

The FAIR guiding principles

F  � Findability Metadata and data should be easily found by both humans and computers through the 
assigment of globally unique and permanent identifier to enable the automatic discovery 
of datasets and services via machine learning.18

A  � Accessability Metadata and data should easily retrieved by authorised and authenticated users via a 
standard communication protocol.18

I  � Interoperabilty Data from one data source can be integrated with data from other sources so that it can 
be aggregated into a single, unified view and refers to the intergration and exchange of 
applications, analysis, storage and workflow processing across different data sources.18

R  � Reusability Metadata and data characteristics are specified in detail to enable replication and/
or linkage in different settings. Reusability includes the release of data usage licenses, 
provenance details and disclosure around community standards relevant to the domain.18

The CARE principles

C  � Collective benefit Collective benefit including where the well-being of Indigenous Peoples’ rights is of 
primary concern.19

A  � Authority Indigenous Peoples’ rights and interests about their peoples, communities, cultures and 
territories with regard to data are recognised and clearly articulated.19

R  � Researcher Researchers have a responsibility to develop and nurture respectful relationship with 
Indigenous Peoples’ from whom the data originate.19

E  � Ethics Minimise harm and maximise benfit for Indigenous Peoples’, for justice and future use.19

The Five Safes framework

People Safe People
Is the researcher appropriately trained and authorised to access and use the data?20

Projects Safe Projects
Is data used for an appropriate purpose that is valid and of public benefit?20

Settings Safe Settings
Does IT access and physical environment prevent unauthorised use?20

Data Safe Data
Has appropriate and sufficient protection been applied to the data to avoid risk of 
disclosure?20

Outputs Safe Outputs
Are the statistical results non-disclosive?20
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be configured to protect privacy8; (4) collaborative 
analyses are always conducted within each institu-
tion’s firewalled network8; (5) use of standardised 
terminology only removes potential identifiers in 
the source terminology and (6) there is an option to 
obscure dates from view, such that temporal associa-
tion can be calculated from a relative date (box 2).28

BENEFITS, LIMITATIONS AND CONSIDERATIONS OF OMOP-
CDMS
OMOP-converted databases offer a secure and stan-
dardised approach to EMR data analysis within an open-
source framework, which produces aggregated results 
which are free of patient identifiers. This eliminates the 
need for direct access to native EMR data or external 

sources that have data sharing restrictions, it also sets 
it apart from the less structured EMR 'data lakes’ that 
contain vast amounts of native and disparate data. These 
‘data lakes’ that lack standardised schemas, make data 
management and analysis more challenging. In contrast, 
OMOP-CDM benefits from OHDSI’s open-source tools 
and standardised analytics, by enhancing transpar-
ency, reducing coding errors and supporting validation 
processes.

As an extension of OMOP data conversion, the OHDSI 
consortium has developed the OHDSI Quality Dash-
board, a tool to ensure the quality of data converted into 
the OMOP-CDM to improve transparency, reduce coding 
errors and enable validation.29 The OHDSI Quality Dash-
board is designed to assess and monitor the quality of 
data that has been converted into the OMOP-CDM. It 
provides a set of data quality checks and validation tools 
that help identify issues or anomalies in the converted 
data.16 In doing so, it identifies and addresses data quality 
issues that may arise during the conversion process by 
checking data for completeness, consistence, accuracy 
and adherence to standard terminologies. This ensures 
that the data in the OMOP-CDM are reliable and suitable 
for research, analysis, evaluation and audit.

Specialist fields such as oncology and pregnancy have 
unique data requirements.8 For instance, cancer-related 
data elements can vary among healthcare sites due to clin-
ical practice variations. The OMOP-CDM may not always 
fully standardise these elements during the mapping 

Box 1  Consent

If an ethics committee deems a research project or a healthcare eval-
uation to be of minimal risk to the individual, an exception to obtaining 
the legislated requirement for patient consent can be managed using 
a ‘waiver of consent.’ A ‘waiver of consent’ can be applied based on a 
duty of ‘easy rescue,’ where the potential benefits of data access are 
considered significant, and the harm associated with the risk of a loss 
of privacy are considered minimal.30 It is also hypothesised a ‘waiver of 
consent’ avoids the consequence of consent bias where individuals who 
provide informed consent to participate in a study differ in important 
ways from those who do not consent or choose not to participate.30 
Numerous research and evaluation initiatives have employed a ‘waiver 
of consent’ approach, allowing for the secondary utilisation of electronic 
medical record (EMR) data.31–34

Arguments against a ‘waiver of consent’ considers the societal costs 
and potential patient harm, against the benefits of patient data utili-
sation. Costs include privacy breaches per se and the use of data for 
nefarious purposes, both of which contribute to a heightened risk of 
eroding trust.35 This includes potential for a loss of informational priva-
cy where an individual’s personal or sensitive information is exposed, 
shared or accessed by others without their consent, or in a manner that 
violates their expectations of privacy.35 Additional rational against the 
application of a ‘waiver of consent’ stems from the primary rationale 
for an individual’s involvement in research lies in the process of duty of 
care to obtain, ‘informed consent’. This justification is grounded in the 
idea that depending solely on research and evaluation might not ade-
quately protect the values and interests of those participating. Further 
to this, informed consent is regarded as a means of building trust, not 
only in the research and evaluation process itself but in the researcher/
clinician understanding of health data use.35

Notwithstanding ethics committee considerations for patient consent, 
there should also be considerable social engagement across a breadth 
of stakeholders on research that uses health data, even if it is deiden-
tified. This engagement provides options for the provision of ‘social 
permission’ and ‘social licence’ for consent, where the determination 
of consent is cocreated by patients and therefore morally legitimised—
beyond the limits of law and outside of what is acceptable by an ethics 
committee—to preserve societal trust.36

Patient and community acceptability of the use of data within their EMR 
for research and healthcare evaluation indicates, for social licence to be 
assumed, a breadth of patient and public values, needs and interests 
should be incorporated into governance frameworks.37

Box 2  Risk mitigation

An access control policy is crucial for ensuring the privacy, management 
and security of data, especially when it is related to research. This en-
sures use of data is managed appropriately and underpinned by respect 
of the rights and expectations of the individuals it represents.
Access control measures include the application of strong passwords 
that are complex and contain alphanumeric characters as well as sym-
bols; multifactor authentication where data users apply two or more 
evidence pieces (or factors) to verify their identity; safe connectivity 
where the standard practice for data access is via devices connected to 
secure and private networks rather than devices that are connected to 
public networks; the prompt reporting of data breaches to mitigate the 
impact of any cybersecurity attack and prevent further vulnerabilities; 
the verification of ethics approvals before granting access to ensure 
that research, healthcare evaluation and audit is conducted in an eth-
ically sound manner; and the permissions for data access limited to 
those researchers and health service evaluators who are authorised 
and working within the confines of an institution’s environment.
A review of data that is due to be transmitted to researchers and health 
service evaluators provides another important safety check, as does 
maintenance of version control, where the most recent database is 
always held as back up. Additional risk management controls include 
the delivery of explicit instructions to researchers and evaluators on 
the appropriate use of the dataset; the incorporation of additional hard-
ware authentication such as the YubiKey, Titan, Thetis and Kensington 
Verimark hardware keys; restricted access to identifiers in the under-
lying Structured Query Language database and continuous evaluation 
of anonymisation adequacy instructions on appropriate use for dataset.
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process. To address specialised data needs, the OHDSI 
community actively develops and shares OMOP-CDM 
extensions, particularly for specific cancer types.

Specialist fields such as oncology and pregnancy have 
specific data needs8 and data elements may vary among 
healthcare sites due to differences in clinical practices. 
The OMOP-CDM may not always fully standardise these 
elements during the mapping process. To cater to these 
specialised data needs, the OHDSI community actively 
creates, refines and disseminates OMOP-CDM extensions 
that are highly specific to cancer types and treatments, as 
well as pregnancy episodes and outcomes.

Given the EMR captures similar data across various 
healthcare sites, such as specific pathology indicators, 
they may contain different data elements due to differ-
ences in pathology classifications (ie, pathology defini-
tions and units). To address these variations and maintain 
the OMOP-CDM’s relevance and flexibility, the OHDSI 
community also actively develops extension to address 
variation in pathology phenotypes to preserve the OMOP-
CDM’s overall compatibility and interoperability across 
diverse healthcare sites and research projects.

Institutional governance and privacy frameworks 
have evolved independently alongside the adoption of 
secondary EMR use,7 therefore, achieving a consensus 
on governance practices across institutions is an 
ongoing endeavour. This underscores the importance 
of ongoing collaboration and standardisation in the 
healthcare data field to ensure that valuable health data 
can be leveraged effectively and ethically for research 
and healthcare improvement. Given all the oppor-
tunities the OMOP-CDM offers for integrated data 
governance, these opportunities are limited by lack 
of standalone funding required for the comprehen-
sive mapping of data from local EMRs to the common 
format. Despite these challenges, the commitment of 
the global community to the OMOP-CDM signifies a 
promising future for standardised health data, which 
will pave the way to transform healthcare research, 
evaluate operational processes and facilitate quality 
improvement within healthcare organisations.

CONCLUSION
Adoption of the OMOP-CDM internationally and 
locally is well worth the investment, as it enables 
conversion of large amounts of complex, and hetero-
geneous EMR data into a standardised structured 
data model, simplifies governance processes and 
facilitates rapid repeatable cross-institution analysis 
through shared end-to-end analysis packages, without 
the sharing of native data. Combined with pseudony-
misation and common data quality assessments, the 
OMOP-CDM provides a powerful model to support 
ethical real-world ‘big’ data research. The continued 
adoption of OMOP-CDM, ongoing development 
efforts, and the emphasis on sound governance prac-
tices all contribute to the realisation of OMOP’s 

utility in unlocking valuable EMR data. These factors 
collectively support a wide range of applications, 
from health service operational reporting to diverse 
clinical, epidemiological and translational research 
projects.

While the adoption of OMOP and the collaborative 
efforts in data integration in Australia is commendable, 
there is room for further development in bridging the 
gap between hospital and primary care data. This ongoing 
endeavour has the potential to significantly enhance 
Australia’s capacity for data-driven research and improve 
healthcare outcomes for its population.
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ABSTRACT
Background  Breast cancer is the most common disease 
in women. Recently, explainable artificial intelligence (XAI) 
approaches have been dedicated to investigate breast 
cancer. An overwhelming study has been done on XAI for 
breast cancer. Therefore, this study aims to review an 
XAI for breast cancer diagnosis from mammography and 
ultrasound (US) images. We investigated how XAI methods 
for breast cancer diagnosis have been evaluated, the 
existing ethical challenges, research gaps, the XAI used 
and the relation between the accuracy and explainability of 
algorithms.
Methods  In this work, Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses checklist and 
diagram were used. Peer-reviewed articles and conference 
proceedings from PubMed, IEEE Explore, ScienceDirect, 
Scopus and Google Scholar databases were searched. 
There is no stated date limit to filter the papers. The 
papers were searched on 19 September 2023, using 
various combinations of the search terms ‘breast cancer’, 
‘explainable’, ‘interpretable’, ‘machine learning’, ‘artificial 
intelligence’ and ‘XAI’. Rayyan online platform detected 
duplicates, inclusion and exclusion of papers.
Results  This study identified 14 primary studies 
employing XAI for breast cancer diagnosis from 
mammography and US images. Out of the selected 14 
studies, only 1 research evaluated humans’ confidence in 
using the XAI system—additionally, 92.86% of identified 
papers identified dataset and dataset-related issues as 
research gaps and future direction. The result showed that 
further research and evaluation are needed to determine 
the most effective XAI method for breast cancer.
Conclusion  XAI is not conceded to increase users’ and 
doctors’ trust in the system. For the real-world application, 
effective and systematic evaluation of its trustworthiness 
in this scenario is lacking.
PROSPERO registration number  CRD42023458665.

INTRODUCTION
Breast cancer is the first and most common 
type of cancer in women.1 2 Anatomically, 
the breast consists of healthy blood vessels, 
connective tissue, ductal lobules and lymph 
nodes.3 Breast cancer is a problem with 
abnormal growth of the breast cells. By 2040, 
the burden of breast cancer is predicted to 
increase to over three million new cases and 

one million deaths every year because of 
population growth and ageing alone.2

Breast cancer is highly treatable if identified 
at an early stage, and hence, early detection is 
crucial to save lives. Among the methods of 
breast cancer detection, the most popular 
are ultrasound (US),4 mammography5 and 
MRI. However, traditional computer-aided 
design systems generally depend on manu-
ally created features and experience of the 
physiologist, therefore weakening the overall 
performance of breast cancer identifica-
tion. Therefore, artificial intelligence (AI) 
methods like machine learning and deep 
learning-based techniques have emerged for 
breast cancer diagnosis with high accuracy. 
Additionally, improved breast cancer classi-
fication by combining graph convolutional 
network and convolutional neural network6 
and abnormal breast identification by a nine-
layer convolutional neural network with 
parametric rectified linear unit and rank-
based stochastic pooling are used to support 
patients and doctors’ decisions.7 However, the 
algorithms lack ethical AI, right of explana-
tion and trustworthy AI. These concepts are 
considered critical issues by high-level polit-
ical and technical bodies (eg, G20, EU expert 
groups, Association of Computing Machinery 
in the USA).8 9

Additionally, AI algorithms like machine 
learning and deep learning are vulnerable to 
bad stuff (bad decisions, bad medical diag-
nosis and bad prediction) is the most common 
drawback of AI algorithms today. They are 
also black box for predictive interpretation.

To overcome this issue, the science of 
explainable AI (XAI) has grown expo-
nentially with its successful application in 
breast cancer diagnosis. However, it still 
requires a comprehensive review of existing 
studies to help researchers and practi-
tioners gain insight and understanding of 
the field. Therefore, his systematic review is 
conducted.

http://bmjopen.bmj.com/
http://orcid.org/0000-0002-1526-7547
https://doi.org/10.1136/bmjhci-2023-100954
https://doi.org/10.1136/bmjhci-2023-100954
http://crossmark.crossref.org/dialog/?doi=10.1136/bmjhci-2023-100954&domain=pdf&date_stamp=2024-02-02
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XAI is the extent to which people can easily understand 
the model. It has received much attention over the past 
few years. The purpose of a model explanation is to clarify 
why the model makes a certain prediction, to increase 
confidence in the model’s predictions10 and to describe 
exactly how a machine learning model achieves its prop-
erties.11 Therefore, using machine learning explanations 
can increase the transparency, interpretability, fairness, 
robustness, privacy, trust and reliability of machine 
learning models. Recently, various methods have been 
proposed and used to improve the interpretation of 
machine learning models.

There are different taxonomies for machine learning 
explainability. An interactive explanation allows 
consumers to drill down or ask for different types of expla-
nations until they are satisfied, while a static explanation 
refers to one that does not change in response to feed-
back from the consumer.12 A local explanation is for a 
single prediction, whereas a global explanation describes 
the behaviour of the entire model. A directly interpre-
table model is one that by its intrinsic transparent nature 
is understandable by most consumers, whereas a post hoc 
explanation involves an auxiliary method to explain a 
model after it has been trained.13 Self-explaining may not 
necessarily be a directly interpretable model. By itself, it 
generates local explanations. A surrogate model is usually 
a directly interpretable model that approximates a more 
complex model, while visualisation of a model may focus 
on parts of it and is not itself a full-fledged model.

No single method is always the best for interpreting 
machine learning.12 For this reason, it is necessary to have 
the skills and equipment to fill the gap from research to 
practice. To do so, XAI toolkits like AIX360,12 Alibi,14 
Skater,15 H2O,16 17 InterpretML,18 19 EthicalML-XAI,19 20 
DALEX,21 22 tf-explain,23 Investigate.24 Most interpreta-
tions and explanations are post hoc (local interpretable 
model-agnostic explanations (LIME) and SHapley Addi-
tive exPlanations (SHAP). LIME and SHAP are broadly 
used explanation types for machine learning models 
from physical examination datasets. But these made 
explanations with limited meaning as they lacked 
fidelity and transparency. However, deep learning and 
ensemble gradients are preferable in performance for 
image processing and computer vision. This research is 
processing mammography and US images. Therefore, 

deep learning is recommended for breast cancer image 
processing.

Ensemble gradients are used to interpret deep neural 
networks,11 GradientSHAP is a sample interpretation 
algorithm that approximates SHAP values.25 Occlusion 
methods are most useful in situations such as image 
processing. Biological nurturing(BN) is ideal for clin-
ical decision-making and, in general, for all assessments 
and studies involving multiple interventions and orien-
tations. The oriented, modified integrated gradient 
(OMIG) interpretability method is inspired by the inte-
grated gradients method. Since there is no one-size-fits-all 
approach to learning machine explanation, it needs a 
comprehensive evaluation of published papers and tools 
to bridge the gap in research to practice.

The research that does not consider objective metrics 
for evaluating XAI may lack significance and experience 
controversy, especially if negative reviews are not used.8 
To avoid the issues, a study8 suggests four metrics based 
on performance differences, ﻿‍ D‍, between the explana-
tion’s logic and the agent’s actual performance, the 
number of rules, ‍R,‍ outputted by the explanation, the 
number of features, ﻿‍F‍, used to generate the explanation, 
and the stability, ‍S‍, of the explanation. It is believed that 
user studies that focus on D, R, F and S metrics in their 
evaluations are inherently more valid.

The main contributions of this systematic review are:
1.	 Investigating XAI methods popularly applied for breast 

cancer diagnosis.
2.	 Identifying the algorithm’s explainability and their 

performance relation in breast cancer diagnosis.
3.	 Summarise the evaluation metrics used for breast can-

cer diagnosis using XAI methods.
4.	 Summarise existing ethical challenges that XAI over-

comes in breast cancer diagnoses.
5.	 Analysing the research gaps and future direction for 

XAI for breast cancer detection.

METHODOLOGY
The methodology employed in this systematic review is 
devoid of any medical (either prospective or retrospec-
tive) data of patients. This study applies the Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA 2020) guiding principles for conducting 
systematic reviews.26 PRISMA 2020 was adopted because 

Table 1  Search term combination

AND (&&) OR (||) or AND (&&)

 � OR (||) Term 1 Term 2 Term 3 Term 4 Term 5 Term 6

Explainable  � AND (&&) Machine Learning Breast Cancer Mammography Ultrasound

Artificial Intelligence

Interpretable Deep learning

AI

XAI
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of the clear guidelines it offers to ease robust systematic 
reviews. Therefore, this review article follows the recom-
mendations of the guidelines. There is no stated date 
limit to filter the papers. The papers were searched on 19 
September 2023. Peer-reviewed manuscripts and confer-
ence proceedings from PubMed, IEEE Explore, Science-
Direct, Scopus and Google Scholar databases published 
were searched. Rayyan for systematic review was used 
for duplicate removing, inclusion and exclusion term 
visualisations. The systematic review protocol was regis-
tered through PROSPERO with ID CRD42023458665.27 
Preplanned subgroup analyses were detailed.

Search strategy
Five databases (PubMed, IEEE Explore, ScienceDirect, 
Scopus and Google Scholar) were searched systemically 

on 19 September 2023. There is no stated date limit to 
filter the papers. The terms and logical operations are 
combined and arranged as per tables 1 and 2.

Inclusion and exclusion criteria
After applying the search equation, the criteria for inclu-
sion and exclusion are as follows:

	► Literature or systematic review articles were excluded.
	► All articles focusing specifically on using XAI and 

strategies for breast cancer diagnosis using US, 
mammography or both (practical or theoretical) were 
included.

	► Articles dealing with relevant technologies but, used 
procedures other than breast cancer diagnosis using 
US, mammography, or both were excluded, even if 
these systems were mentioned elsewhere in the article.

Figure 1  Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow chart of explainable artificial intelligence 
(XAI) for breast cancer diagnosis.
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	► Articles published in languages other than English 
were excluded.

	► Articles by year of publication were not excluded, 
given the novelty of using XAI for breast cancer diag-
nosis using US mammography or both.

Study selection
The selection process of the articles was conducted based 
on the inclusion and exclusion criteria defined (figure 1). 
A bibliography of 646 papers was extracted from databases 
(PubMed=118, ScienceDirect=331, Scopus=88, Google 
Scholar=102 and IEEE Xplore=7). All the extracted 
papers were imported into the Rayyan online platform 
for systematic review. In total, 132 articles were found to 
be duplicates and were deleted. Moreover, 501 papers 
were excluded (systematic review, scoping review, breast 
cancer diagnosis without explainable AI and explainable 
AI without breast cancer diagnosis). In total, 79 papers 
with XAI for breast cancer terms were retained. Their full 
documents were downloaded and reviewed. From these, 
65 papers with XAI for breast cancer without mammog-
raphy or US terms were excluded again. Finally, 14 studies 
with XAI for breast cancer and mammography or US or 
both terms were included and used for this systematic 
review.

Risk of bias (quality) assessment method
Quality and risk of bias are assessed using Risk of Bias 
Visualization assessment tool in a systematic review assess-
ment tool.28 The tool creates traffic light plots of the 
domain-level judgments for each result and weighted bar 
plots of the distribution of risk-of-bias judgments within 
each bias domain.28

RESULTS AND DISCUSSION
Results
A total of 646 papers were extracted using search queries 
and terms defined in tables  1 and 2 from the selected 
databases. From a total of 646 papers, 134 were dupli-
cates and removed. As depicted in figure  1, based on 
inclusion and exclusion stated in section Inclusion and 
exclusion criteria above, 79 papers (14%) with XAI for 

breast cancer were included (figure 1). Figure 2 depicts 
the included and excluded ratios. All screenshots added 
to these results are taken from Rayyan for a systematic 
review online platform.

US and mammography are the most recommended 
methods for breast cancer diagnosis. From 79 included 
papers based on XAI for breast cancer, 14 papers with 
XAI for breast cancer and mammography or US or both 
terms were either included or excluded based on criteria 
set in section Inclusion and exclusion criteria above. So, 
table 3 presents that 64.29% (9 papers from included 14) 
of papers were on US images, whereas 35.71% (5 papers 
from included 14) of papers were on mammography 
images.

Figure 2 shows that 97% were excluded and 3% were 
included based on inclusion criteria. Table 3 shows that 
100% of the included papers visualised are XAI for breast 
cancer from mammography, US or both. It shows that 
50% of them used heatmaps for visualisation.

The main objective of XAI is to encounter ethical chal-
lenges and to increase doctors’ and patients’ thrust on 
XAI. Different XAI are used for breast cancer. However, 
only one paper compared doctors’ trust in the system.

In most of the papers, 50% (7 from 14 papers) used 
heatmaps for visualisation of areas of interest29–35 and.36 
Additionally, Zhang et al37 used BI-RADS-Net, Zhang et 
al38 and Shen et al35 used a saliency map, Ortega-Martorell 
et al39 used uniform manifold approximation and projec-
tion (UMAP), Mital and Nguyen40 used a tornado 
diagram, Rezazadeh et al41 used histogram and Rezazade 
Mehrizii et al34 used class activation map (CAM)-based 
heatmaps.

Shen et al’s study35 used the largest number of datasets 
when compared with included studies. The study proves 
that the artificial intelligence system reduces false-positive 
findings in the interpretation of breast US examina-
tions.35 Breast cancer is most common in women, based 
on evidence on the ground in all of the studies most of 
the data are from women. This implies the ground truth. 
However, most of the datasets are taken from women and 
do not keep the existence of breast cancers in the ratio 
from man to women.

Table 2  Search equations

No Database Query Number of papers

1 ScienceDirect (((‘Explainable’ ||‘Interpretable’) && (‘AI’ ||‘Artificial Intelligence’ ||‘machine 
learning’ ||‘deep Learning’) && ‘Breast Cancer’))

331

2 PubMed ((((Breast Cancer) AND (((Explainable) OR (Explainable))) AND ((AI) OR (Artificial 
Intelligence) OR (machine learning) OR (deep Learning))

118

3 IEEE Explore Explainable Machine Learning for Breast Cancer Diagnosis from Mammography 
and Ultrasound Images

7

4 Scopus (((‘Explainable’ ||‘Interpretable’) && (‘AI’ ||‘Artificial Intelligence’ ||‘machine 
learning’ ||‘deep Learning’) &&‘Breast Cancer’))

88

5 Google Scholar Explainable Machine Learning for Breast Cancer Diagnosis from Mammography 
and Ultrasound Images

102
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A total of 5 648 066 datasets are used by all included 
papers. From all the included papers, US-based datasets 
were used by 99% of studies. Mammography-based data-
sets used by only 1% of the total studies. For example, 
the maximum datasets used by Shen et al35 used 5 442 907 
US images, and the study by Mital and Nguyen40 used 
100 000 mammography images. This shows that there 
are many works left to work on improving the number of 
datasets on mammography images when compared with 
US images. We recommend that data should be collected 
from suspected patients with breast cancer but all the 
included studies said nothing about it.

Explainable/interpretable algorithms used are deep 
learning explanation algorithms: Of 14 papers, Explainer 
alone or with Grad-CAM,29 interpretable deep learning,30 
Grad-CAM,31 Fisher information network (FIN),39 AI and 
Polygenic Risk Scores (PRS) algorithms,40 DenseNet,35 
Explainability-partial,34 Explainability-full,34 VGG-16,37 
fine-tuned MobileNet-V2 convolutional neural network,33 
OMIG explainability32 and BI-RADS-Net-V238 are used 
in 11 papers (78.57 %), SHAP41 42 is used in 2 papers 
(14.3%) and LIME36 is used in 1 paper (7.14%).

Risk of bias
The study population was known in all articles. We have 
obtained complete outcome variables in all articles. In 
all articles involved, selective reporting and publication 
bias were not obtained (figure 3). ‘Traffic light’ plots of 
the domain-level judgments for each result are sh0wn in 
figure 3.

DISCUSSION
Explainer is the situation that is explainable by itself 
rather than explaining black box.29 They proved that 
physicians perform better when assisted by Explainer 
than when diagnosing alone. The study compares the use 

of Explainer with the post hoc technique. Based on this, 
they prove that Explainer can locate more reasonable 
and feature-related regions than the classic post hoc tech-
nique. Robustness is a characteristic expected from XAI. 
The study by Song et al29 also tested the robustness of the 
proposed framework. Explainability29 is not only related 
to AI performance but also to responsibility and risk in 
medical diagnosis. For phantom object detection,30 accu-
racy and mean intersection over union were used to test 
the model over a total of 6369 out of 6400 objects. Finally, 
Oh et al’s study30 concludes interpretable deep learning 
model using large-scale data from multiple centres shows 
high performance.

In the study by Qian et al,31 BI-RADS scores for breast 
cancer were compared with experienced radiologists, 
areas under the receiver operating curve (ROC) and 
CI for multimodal images. Explanation using principal 
component analysis, visualisation using UMAP, FIN visual-
isations of the training cases and projecting the test cases 
onto the trained embedding.39 the study propose a novel 
visualisation using FIN containing accurate information 
about data points’ similarities that can provide intelli-
gence about neighbouring data points.

The finding by Mital and Nguyen40 explained AI’s 
ability to identify high-risk women more accurately than 
PRS, and family history reduces the possibility of delayed 
breast cancer diagnosis and fewer false-positive diagnoses 
from not screening low-risk women.

In Sun et al’s study,42 model-agnostic methods versus 
model-specific methods, post hoc (black box+SHAP) 
technique and three algorithms, namely, logistic regres-
sion, extreme gradient boosting and random forest 
performance, were evaluated by sensitivity, specificity and 
AUC.42 This evaluation was used to evaluate the black 
box model only. Moreover, SHAP was used for visualising 
feature importance using a heatmap but it was not tested.

Figure 2  Included and excluded ratio graph for explainable artificial intelligence, breast cancer and mammography or 
ultrasound.
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In Lee et al’s study,36 accuracy, sensitivity, specificity 
and AUC were used. Simple linear iterative clustering 
superpixel segmentation method and the LIME explana-
tion algorithm were employed to explain how the model 
makes decisions.

The area under the ROC of machine learning and an 
average of 10 board-certified breast radiologists were 
compared.35 In this case, radiologists decreased their 
false-positive rates with the help of XAI. They also eval-
uated an independent external test dataset to prove the 
potential of XAI in improving the accuracy, consistency 
and efficiency of breast US diagnosis worldwide. The study 
35 discuss accuracy of the VGG backbone to ResNet50 and 

EfficientNet B0 backbone was evaluated and BI-RADS 
descriptors were used to evaluate.37

In Zhang et al’s study,38 accuracy, sensitivity, specificity, 
F1 score, R2, Mean Squared Error (MSE), Root Mean 
Square Error (RMSE),d shape orientation and margin 
were used to test the likelihood of malignancy. Explainer 
I was used to explain the classification results semanti-
cally. Explainer II constructs a quantitative explanation 
based on the classifier and Explainer I.

The study by Amanova et al32 proposes and applies a 
new explainability method: OMIG method. The study 
proved that the proposed approach yields substantially 
more expressive and informative results for our specific 

Figure 3  Traffic light plot for risk of bias.
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use case. To avoid issues like limited meaning and confir-
mation bias due to low-fidelity explanations unneces-
sarily, Gurmessa and Jimma8 suggest four metrics based 
on performance (D, R, F and S), but none of the selected 
studies used these metrics.

Bad stuff (bad decision, bad medical diagnosis and 
bad prediction) is the most common drawback of AI 
algorithms today. However, XAI could resolve this draw-
back. Robustness is also a characteristic expected from 
XAI. The study by Song et al29 tested the robustness of the 
proposed framework. This study puts explainability as not 
only related to AI performance but also to responsibility 
and risk in medical diagnosis. XAI proves that the perfor-
mance of algorithms is complementary but not enough 
alone. The complementing of both performance and 
explainability satisfaction increases the system’s accep-
tance of legal and personal recognition.

XAI and ethical challenges
XAI overcomes ethical challenges37 38 42 43 by providing 
confidence, trustworthiness, transparency, accountability 
and interpretability in the decision-making process. It 
provides an opportunity to know the reason behind the 
prediction for patients, clinicians and doctors.37

The study by Song et al29 recommends focusing on 
augmenting AI systems to extract relevant information 
from past US examinations as future research. Another 
limitation of this work is the design of the reader study.29 
A limitation of the method proposed by Ortega-Martorell 
et al39 is that the calculation of the FI distances when 
creating the embedding might be slow depending on 
the number of data points and the sizes of the images. 
However, existing implementations can be used in a 
high-performance computing cluster which can reduce 
the time considerably.39 Future studies could re-examine 
the cost-effectiveness of using AI to guide breast cancer 
screening not just among women aged 40–49 years but 
also in women across the entire candidate age range, 
including those over age 50 years.40 To further enhance 
the applicability and accuracy parameters of the model, 
a larger dataset across multiple centres is necessary to 
enhance the data quality.42 While Sun et al’s study42 
focuses on age groups with the highest incidence of breast 
cancer, future analysis encompassing older age groups 
would yield significant conclusions, especially about the 
postmenopausal population.42 The retrospective nature 
of the study42 makes it prone to selection bias42 and also a 
small size dataset used.36

The study by Shen et al35 did not provide an evaluation 
of patient cohorts stratified by risk factors such as family 
history of breast cancer and breast and ovarian cancer are 
the breast cancer (BRCA) gene test results and it was only 
provided with US images, patients’ ages and notes from 
the operating technician.

It is important to investigate how the experience of 
working with these algorithms impacts the way radiologists 
make decisions.34 The image’s ‘low-resolution’ restriction 
remained a limitation. In future work, it is recommended 

to conduct a study for qualitative assessment of the level 
of explainability of this approach with BUS clinicians 
via structured interviews and questionnaires.37 The 
study by Zhang et al37 stated that using a more diverse 
dataset, trying different convolutional neural network 
architectures, building a multimodal model and imple-
menting denoising algorithms can be done to improve 
this research.33 It also states that combining convolu-
tional networks with decision trees is an interesting future 
work.41 To do so OMIG is used. OMIG reveals a complex 
pattern behind the prediction; this pattern could also be 
the subject of future work.32

Future research can also focus on augmenting AI 
systems to extract relevant information from past US 
examinations. Another limitation of this work is the 
design of the reader study.29 A limitation of the method 
proposed by Ortega-Martorell et al39 is that the calculation 
of the FI distance when creating the embedding might 
be slow depending on the number of data points and the 
sizes of the images. However, existing implementations 
can be used in a high-performance computing cluster 
which can reduce the time considerably.39 Re-examine 
the cost-effectiveness of using AI to guide breast cancer 
screening not just among women aged 40–49 years but 
also in women across the entire candidate age range, 
including those over age 50 years.40 To further enhance 
the applicability and accuracy parameters of their model, 
a larger dataset across multiple centres is necessary to 
enhance the data quality.36 42 The study by Addala33 
recommended a more diverse dataset, trying different 
convolutional neural network architectures, building a 
multimodal model and implementing denoising algo-
rithms as a future work, combining convolutional neural 
networks with decision trees.41 OMIG reveals a complex 
pattern behind the prediction; this pattern was the subject 
of future work by the study.32

Shen et al’s study35 recommends focusing on augmenting 
AI systems to extract relevant information from past US 
examinations as future research. In addition, Shen et al’s 
study35 did not provide an evaluation of patient cohorts 
stratified by risk factors such as family history of BRCA 
gene test results. To provide a fair comparison with the 
AI system, readers in the study were only provided with 
US images, patients’ ages and notes from the operating 
technician.35

Finally, it is important to investigate how the experience 
of working with these algorithms impacts the way radiol-
ogists make decisions.34 The study by Zhang et al37 recom-
mended conducting a study for qualitative assessment of 
the level of explainability with Breast ultrasound (BUS) 
clinicians via structured interviews and questionnaires.

XAI toolkits
The most popularly used toolkits that we can access from 
this review are DALEX and AIX360. DALEX21 22 is a 
library used by R Studio. It only supports a few function-
alities (ie, local post-hoc and global post-hoc), whereas 
AIX36012 is a library used by Python. This toolkit supports 
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all functionalities (ie, data explanations, directly interpre-
table, local post-hoc, global post-hoc and persona-specific 
explanations) including the evaluation matrix.

CONCLUSION
In addition to increasing accuracy, reducing human error 
and technological advancement, XAI for breast cancer 
diagnosis overcomes ethical challenges by providing the 
right to know, robustness, transparency, accountability 
and interpretability in the decision-making process of 
machine learning models. However, it is not approved 
that it increases users’ and doctors’ trust in the system. 
Effective and systematic evaluation of its usefulness in 
this scenario is also lacking. Additionally, further work is 
needed to enhance the interpretability of deep learning 
algorithms through overcoming explainable to accuracy 
trade-offs, as well as to investigate the potential insights 
they can provide for clinicians’ decision-making.
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ABSTRACT
Objectives  We aimed to examine the adherence of large 
language models (LLMs) to bacterial meningitis guidelines 
using a hypothetical medical case, highlighting their utility 
and limitations in healthcare.
Methods  A simulated clinical scenario of a patient 
with bacterial meningitis secondary to mastoiditis was 
presented in three independent sessions to seven publicly 
accessible LLMs (Bard, Bing, Claude-2, GTP-3.5, GTP-4, 
Llama, PaLM). Responses were evaluated for adherence 
to good clinical practice and two international meningitis 
guidelines.
Results  A central nervous system infection was identified 
in 90% of LLM sessions. All recommended imaging, while 
81% suggested lumbar puncture. Blood cultures and 
specific mastoiditis work-up were proposed in only 62% 
and 38% sessions, respectively. Only 38% of sessions 
provided the correct empirical antibiotic treatment, while 
antiviral treatment and dexamethasone were advised in 
33% and 24%, respectively. Misleading statements were 
generated in 52%. No significant correlation was found 
between LLMs’ text length and performance (r=0.29, 
p=0.20). Among all LLMs, GTP-4 demonstrated the best 
performance.
Discussion  Latest LLMs provide valuable advice on 
differential diagnosis and diagnostic procedures but 
significantly vary in treatment-specific information for 
bacterial meningitis when introduced to a realistic clinical 
scenario. Misleading statements were common, with 
performance differences attributed to each LLM’s unique 
algorithm rather than output length.
Conclusions  Users must be aware of such limitations 
and performance variability when considering LLMs 
as a support tool for medical decision-making. Further 
research is needed to refine these models' comprehension 
of complex medical scenarios and their ability to provide 
reliable information.

INTRODUCTION
Large language models (LLMs) are powerful 
artificial intelligence (AI) models trained 
on extensive text data to generate human-
like text. They can interpret user-generated 
textual instructions (prompts) and respond 
immediately with the contextually most 
appropriate response based on probabilistic 

computations learnt during their training. 
Lately, several LLMs were released to the 
public, attracting substantial attention for 
their chat-like interfaces requiring no tech-
nical prerequisites.

Recently, both trained and untrained LLMs 
have shown proficiency in handling medical 
licensing examination-level questions and 
demonstrated the ability to make rapid and 
accurate judgments in medical triage and 
diagnosing or provide helpful information to 
patients, underscoring their potential applica-
bility in the healthcare sector.1–6 However, the 
ability to perform well in knowledge-testing 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ Large language models (LLMs) have demonstrat-
ed proficiency in responding to medical licensing 
examination-level queries and shown aptitude in 
accurate medical triage decision-making. However, 
performance with knowledge-testing scenarios is 
not necessarily indicative of effectiveness in real-
world medical contexts.

WHAT THIS STUDY ADDS
	⇒ This investigation presents a qualitative analysis of 
the performance of seven publicly accessible LLMs, 
using a stepwise presentation of a hypothetical bac-
terial meningitis case reflecting a real-world sce-
nario. While LLMs generally offered helpful triage 
and diagnostic advice, there were significant dis-
crepancies in their recommendations for treatment 
and specific diagnostic work-ups. Moreover, the 
generation of misleading statements and variability 
in performances between different sessions were 
observed among individual LLMs.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ This study highlights the current capabilities of 
LLMs in handling real-world medical emergency 
situations and identifies areas of future research, 
such as enhancing LLMs’ understanding of complex 
medical scenarios and their capacity for delivering 
reliable and deterministic information.

http://bmjopen.bmj.com/
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http://dx.doi.org/10.1136/bmjhci-2023-100978
http://crossmark.crossref.org/dialog/?doi=10.1136/bmjhci-2023-100978&domain=pdf&date_stamp=2024-02-07


2 Fisch U, et al. BMJ Health Care Inform 2024;31:e100978. doi:10.1136/bmjhci-2023-100978

Open access�

vignettes does not fully reflect the needs of real-world 
medical settings which demand parallel work-up and 
nuanced decision-making on the basis of sometimes 
incomplete information. Considering that physicians 
already frequently use internet resources for diagnostic 
decisions and treatment options and that not all hospitals 
may have free access to the medical literature, it is likely 
that LLMs will be increasingly used as potential aids in 
clinical practice.7–9 However, a deeper understanding of 
their potential and limitations is essential for an appro-
priate use.10–12

This study explored the potentials and limitations 
of current LLMs by presenting these models with a 
predefined hypothetical but typical scenario of a patient 
with acute bacterial meningitis. The aim was to analyse 
their performance and alignment with good clinical 
practice and established medical guidelines regarding 
suggested diagnostic and treatment measures. Bacterial 
meningitis was chosen for its life-threatening nature, 
urgency required in diagnosis and treatment and the 
range of differential diagnoses it involves, making it ideal 
for assessing the performance of LLMs in a realistic and 
high stakes medical scenario.

METHODS
Seven publicly accessible LLMs were evaluated between 
5 and 8 August 2023: Bard by Google, Bing by Microsoft, 
generative pre-trained transformer (GTP)-3.5 by OpenAI, 
GTP-4 by OpenAI (accessed via Poe (Quora)), Claude-2 
by Anthropic PBC (accessed via Poe), pathways language 
model (PaLM) 2 chat-bison-001 by Google (accessed via 
Poe) and Llama-2-70b by Meta Platforms (accessed via 
Poe).

Each LLM was presented with the same hypothetical 
scenario of a patient presenting with symptoms of acute 
bacterial meningitis (as outlined below) three times 
within 3 days. The actual diagnosis was not provided. For 
the LLM Bard, the settings were chosen to inhibit inter-
session information storage. All other LLMs claimed that 
they are incapable of storing user information between 
sessions. Each session was initiated with a context clear-
ance of previous conversations.

Hypothetical scenario of a patient with acute bacterial 
meningitis
The patient vignette described a clinical scenario of 
a patient with acute symptoms due to pneumococcal 
meningitis secondary to mastoiditis without providing 
definite diagnosis. The text of the inputted case vignette 
and the subsequent follow-up queries consisted of five text 
blocks that were predefined and presented unchanged to 
each LLM in every session (online supplemental table 1). 
Given that the performance of LLMs is heavily influenced 
by prompting,13 the initial question began with a contex-
tualisation wherein the LLM was asked to act as an ‘expe-
rienced medical assistant’ and the user was identified as 
a ‘junior medical doctor’ seeking advice for a 52-year-old 

female patient suffering from severe headache and confu-
sion, followed by an open-ended question about the next 
steps. This prompt engaged all LLMs in a conversation 
about the hypothetical case. Second, a detailed vignette 
was presented, depicting the medical history (notably 
acute headache and confusion, a history of diabetes type 
2 and migraine), vital signs (tachycardia and fever) and 
prominent abnormal clinical findings (ie, a Glasgow 
Coma Scale (GCS) of 12 with lethargy, disorientation, fast 
downward drift of extremities, absence of stiff neck, signs 
of inflammatory skin of the right mastoid), followed by 
the open-ended request for a detailed step-by-step recom-
mendation of how to proceed. Third, two closed-ended 
questions were asked: (1) if a computer tomography (CT) 
scan of the head needs to be awaited before lumbar punc-
ture (LP) and (2) if administration of antibiotics should 
be delayed until LP has been performed. Fourth, the 
exact dosages of antibiotics were asked. Fifth, an open-
ended question was asked about any other considerations 
regarding the treatment or work-up.

The case was created to reflect clinical reality and not 
a medical license examination question, meaning that 
information was presented stepwise and reflected a real-
istic clinical case where not all typical signs and symptoms 
are necessarily present from the beginning. For example, 
neck stiffness has shown to have a low sensitivity and as 
such, its absence cannot rule out meningitis.14 A search 
for an infectious focus is crucial and patients should be 
examined for otitis media or mastoiditis.15 By this design 
we aimed to challenge the LLMs in multiple aspects, 
including good clinical practice, possible differential 
diagnoses and consideration of risk factors and comor-
bidities, such as age, diabetes and migraine, for diagnosis 
and treatment.

Evaluation of LLM performance
The Infectious Diseases Society of America (IDSA) and the 
European Society of Clinical Microbiology and Infectious 
Diseases (ESCMID) guidelines were chosen as references 
as they have previously both been shown in a systematic 
review to be excellent clinical management guidelines for 
bacterial meningitis with multinational validity (online 
supplemental table 2, right column).14 16 17

Individual responses from the LLMs underwent two 
temporally separated qualitative assessments (accom-
plished vs unaccomplished) of predefined tasks (online 
supplemental table 2, middle column) in adherence with 
good clinical practice and the reference guidelines.14–18 
Accomplished tasks were summarised to a qualitative 
performance summary. Response consistency was defined 
as the percentage of responded tasks that were assessed 
identically (regardless of accomplished or unaccom-
plished) across all sessions of an individual LLM. In cases 
where an LLM declined to respond to a question, the 
corresponding tasks were excluded from the assessment.

As the two reference guidelines differently define 
criteria for imaging before LP (ie, according to the 
IDSA guideline, a scan of the brain would be required as 

https://dx.doi.org/10.1136/bmjhci-2023-100978
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the patient expresses any altered mental status and has 
downward drift of extremities, whereas according to the 
ESCMID guideline, a scan of the brain is not mandatory 
with a GCS>10) and maximal allowed delay to start anti-
biotics, these aspects were not included in the qualitative 
performance summary.14 16

Statistics
Descriptive statistics with numbers and percentages and 
the two-sided Pearson correlation coefficient were used 
where appropriate (R, V.4.3.1). Due to the principally 
qualitative aim of this study, a statistical comparison 
between the LLMs was not intended.

RESULTS
The individual responses of all 21 sessions of the seven 
LLMs are summarised in figure  1. We noticed marked 
differences in the qualitative performance summary 
between different LLMs and to a lesser extent also between 
different sessions of individual LLMs. The response consis-
tency ranged from 53% to 85%. LLMs with low numbers 
of accomplished tasks also had low response consistency. 
Among all the LLMs evaluated, GPT-4 demonstrated 
the most consistent performance, effectively addressing 
almost all tasks and having a high response consistency 
across all tasks and responses. Exemplary transcripts of 

the first conversations with Bard and GTP-4 are shown in 
online supplemental material.

The word count of individual LLMs sessions varied 
significantly, ranging from 325 (PaLM 2 chat-bison-001) 
to 2045 (GTP-3.5), with an average of 1270 words (stan-
dard deviation 477). There was no significant correlation 
(r=0.29, p=0.20) between the total length of individual 
LLM responses and the summative performance of 
accomplished tasks, indicating that simply generating 
more text output does not necessarily lead to improved 
performance.

Suggested differential diagnoses and recommended 
diagnostic work-up
In 62% of the sessions, LLMs suggested an urgent work-up 
without direct prompting. In 57% of sessions, they recom-
mended measuring vital parameters, taking the patient’s 
history and performing a physical examination as initial 
steps. Furthermore, in 90% of the sessions, the LLMs accu-
rately suspected a central nervous system (CNS) infection 
as a possible cause of the patient’s symptoms. However, only 
38% of the responses mentioned mastoiditis as a poten-
tial underlying cause or suggested correspondent diag-
nostic procedures (imaging with purpose of investigating 
mastoiditis, otoscopy, ear–nose–throat consultation). 
The most frequently mentioned differential diagnoses 

Figure 1  Qualitative assessment of large language models (LLMs) performance on a case of bacterial meningitis. Each LLM 
was tested three times with a standardised case vignette (individual sessions separated by dashed lines). Accomplished tasks 
are marked in green in decreasing order of agreement among all LLMs, while unaccomplished tasks are highlighted in red. 
White boxes represent tasks where the model either declined to respond or no additional information could be provided due 
to gaps in previous responses. Response consistency was defined as identically assessed responded tasks across different 
sessions of a single LLM. CNS, central nervous system.
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were stroke (86%), followed by intracranial/subarach-
noid haemorrhage and brain tumour (both 48%). Other 
proposed differential diagnoses were migraine (19%), 
metabolic/endocrine disbalances (19%), medication side 
effects (10%), non-CNS infections (10%), severe hyperten-
sion (5%), drug intoxication (5%) and neurodegenerative 
disorders (5%).

Regarding diagnostic work-up, cranial imaging was 
recommended in 100% of sessions, LP in 81% and blood 
cultures in 62%. Blood glucose measurement in the 
diabetic patient with altered mental status was suggested 
in 53%. Unrecommended tests by the IDSA and ESCMID 
guidelines (eg, electroencephalogram, electrocardiogram, 
chest radiography) were proposed in 19% of sessions as an 
initial work-up.

In 43% of responses, LLMs stated that a cranial CT scan 
is necessary before LP, while 14% suggested to perform an 
LP without CT scan and another 43% gave unclear answers. 
Only three LLMs (GTP-3.5, Claude-2, GTP-4) provided 
a case-specific rationale for their recommendation (92% 
responses suggested CT scan before LP). Due to different 
definitions of criteria for cranial imaging before LP in the 
reference guidelines and maximal allowed delay to start 
antibiotics,14 16 these aspects were not included in the qual-
itative performance summary displayed in figure 1.

Recommended treatment
Regarding treatment, 81% of responses stated that rapid 
administration of antibiotics is necessary. The correct 
choice of empirical antibiotic treatment, consisting of a 
third-generation cephalosporin with ampicillin (alterna-
tives: amoxicillin, penicillin G) with or without vancomycin, 
was provided in 38%, and of those, almost 90% with correct 
dosing.14 16 Another 29% provided an incomplete choice 
of antibiotic treatment and 33% declined to comment on 
any choice of antibiotics. In 33% of the sessions, antiviral 
treatment was considered with approximately half of them 
providing correct dosing. Dexamethasone administration 
was recommended in 24% of all responses.

Misleading statements
Misleading statements were identified in 52% of the 
sessions, such as performing an LP to relieve intracranial 
pressure or carrying it out prior to imaging in order to 
facilitate image interpretation; administering prophylactic 
antiseizure medication or giving benzodiazepines for seda-
tion; adjusting ceftriaxone dosage based on age, weight 
and kidney function or administering dexamethasone for 
meningococcal meningitis; the presence of a stiff neck and 
Kernig’s sign (while the vignette stated that these were 
absent); or the misinterpretation of mastoiditis as herpes 
zoster ophthalmicus.

DISCUSSION
This study investigated qualitative performance charac-
teristics of different LLMs when challenged with a hypo-
thetical clinical case of an adult patient with bacterial 

meningitis and revealed marked discrepancies between 
the LLMs. This reflects both the potentials and limita-
tions of these models when used as a guidance for medical 
work-up and treatment.9 The differences in qualitative 
performances observed among the LLMs did not demon-
strate a correlation with the length of their respective 
outputs. This suggests that the performance variations 
can be attributed to the unique algorithmic designs of 
each LLM rather than their quantitative output.

CNS infection was identified as a probable cause 
among other differential diagnosis in the majority of 
cases and almost all LLMs succeeded in identifying and 
recommending appropriate investigations, including 
cranial imaging and LP. A fair proportion underscored 
the need for urgent diagnostics and antibiotic treatment. 
These results align with previous findings demonstrating 
a satisfactory performance of GTP-3 (the predecessor of 
GTP-3.5) in terms of triage and reasoning on differential 
diagnoses and the high performance of GTP-4 in diag-
nostic case challenges.4 19–21 Our study expands on these 
findings by examining an additional five LLMs which 
were not available at the time of the previous studies.

Our investigation also highlights limitations of most 
LLMs regarding their understanding of case complexity 
and their ability to link different disease entities. For 
instance, the identification of mastoiditis as an underlying 
cause was mentioned infrequently, as were blood glucose 
measurements, drawing blood cultures, considerations 
of empirical antiviral treatment and the administration 
of dexamethasone. The considerable heterogeneity in 
the responses of individual LLMs, despite standardised 
prompts, raises further concerns about their reliability 
and consistency. The presentation of misleading state-
ments in more than half of the LLM sessions underscores 
the potential risk that comes along with their use for 
critical medical decision-making, especially in complex, 
life-threatening and time-sensitive situations, such as with 
bacterial meningitis. Such challenges must be addressed 
in future research when developing tools on the basis of 
LLMs for medical purposes.10–12

Most LLMs’ inability to provide definitive guidance on 
whether to conduct a cranial CT scan before an LP might 
be due to the differences in the guidelines.14 16 However, 
the lack of clear direction in many LLM responses could 
also suggest an insufficiency in handling complex clinical 
situations where there is a need for reasoned decision-
making. This finding may be viewed in the context of the 
research gap between healthcare AI development and the 
challenge of its validation and implementation in real-
world clinical settings.22–24

Limitations
Our study has several limitations. Most importantly, none 
of the LLMs was designed to assist in medical diagnos-
tics and treatment and most correctly included respec-
tive disclaimers. However, as LLMs are powerful, new 
and easily accessible AI tools, it is highly probable that 
they will find increasing use in the health sector, which 
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justifies studying their reliability and applicability.1–6 
Further, prompting has significant influence on the 
result.13 While our study did not explore the impact of 
different prompting strategies, we used standardised 
prompts, which included contextualisation and step-by-
step reasoning, to ensure comparability between LLMs. 
Although we evaluated the LLMs’ intuitive assessment of 
the scenario’s urgency, we did not directly inquire this in 
the prompts. In addition, the selection of tasks for the 
qualitative assessment was unweighted and focused on 
important initial management steps, while other aspects, 
such as laboratory testing procedures or duration of anti-
microbial treatment, were not investigated. Lastly, the 
study was limited to a single case scenario, and the results 
may not be generalisable to other clinical scenarios. Thus, 
we refrained from an absolute ranking of the LLMs.

CONCLUSIONS
The latest versions of LLMs show potential in helping 
healthcare professionals. Our study underscores the need 
for cautious and informed use of most of these models 
as demonstrated by the limitations in providing specific 
information and potentially misleading information for 
diagnostic work-up and treatment of adult patients with 
bacterial meningitis. Users should be aware of the vari-
ability in their performance.

Further research is needed to refine these models 
and enhance their understanding of complex medical 
scenarios and their ability to provide deterministic, reli-
able information regardless of prompt nuances. Concur-
rently, efforts are necessary to mitigate the potential for 
disseminating erroneous content.
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