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A B S T R A C T   

Data generated by the rapidly evolving human biomonitoring (HBM) programmes are providing invaluable 
opportunities to support and advance regulatory risk assessment and management of chemicals in occupational 
and environmental health domains. However, heterogeneity across studies, in terms of design, terminology, 
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biomarker nomenclature, and data formats, limits our capacity to compare and integrate data sets retrospectively 
(reuse). Registration of HBM studies is common for clinical trials; however, the study designs and resulting data 
collections cannot be traced easily. We argue that an HBM Global Registry Framework (HBM GRF) could be the 
solution to several of challenges hampering the (re)use of HBM (meta)data. The aim is to develop a global, host- 
independent HBM registry framework based on the use of harmonised open-access protocol templates from 
designing, undertaking of an HBM study to the use and possible reuse of the resulting HBM (meta)data. This 
framework should apply FAIR (Findable, Accessible, Interoperable and Reusable) principles as a core data 
management strategy to enable the (re)use of HBM (meta)data to its full potential through the data value chain. 
Moreover, we believe that implementation of FAIR principles is a fundamental enabler for digital transformation 
within environmental health. 

The HBM GRF would encompass internationally harmonised and agreed open access templates for HBM study 
protocols, structured web-based functionalities to deposit, find, and access harmonised protocols of HBM studies. 
Registration of HBM studies using the HBM GRF is anticipated to increase FAIRness of the resulting (meta)data. It 
is also considered that harmonisation of existing data sets could be performed retrospectively. As a consequence, 
data wrangling activities to make data ready for analysis will be minimised. In addition, this framework would 
enable the HBM (inter)national community to trace new HBM studies already in the planning phase and their 
results once finalised. The HBM GRF could also serve as a platform enhancing communication between scientists, 
risk assessors, and risk managers/policy makers. The planned European Partnership for the Assessment of Risk 
from Chemicals (PARC) work along these lines, based on the experience obtained in previous joint European 
initiatives. Therefore, PARC could very well bring a first demonstration of first essential functionalities within the 
development of the HBM GRF.   

1. Introduction 

Human biomonitoring (HBM) is defined as the method for assessing 
human exposure to chemicals or their effects by measuring chemicals, 
their metabolites or reaction products (and/or their effects biomarkers) 
in human specimens (WHO, 2015a). HBM is a valuable tool to support 
the environment and health policy-making process because it provides 
quantitative actual distribution of exposures in a population. Environ-
mental pollutants can then be mapped for emerging pollutants, as well 
as data regarding their resulting health effects, and/or population 
susceptibility. 

HBM has a long history serving health surveys with well-known 
national programs such as the German Environmental Surveys 
(GerES), the US National Health and Nutrition Examination Survey 
(NHANES), the Canadian Health Measures Survey (CHMS), and the 
Korean National Environmental Health Survey (KoNEHS). (Becker et al., 
2003; Choi et al., 2017; Cox, 1992; Haines et al., 2017). However, only 
recently HBM has become more widely used in risk assessment and 
management frameworks. HBM is considered the “gold standard” for 
assessing people’s exposure to environmental chemical agents (Sexton 
et al., 2004). The increased availability of exposure and effect bio-
markers is helping HBM to become an even more valuable tool to 
investigate associations between internal exposures and health out-
comes. This approach presents well-known complementary information 
on and advantages over cell-based and experimental animal studies 
(Burns et al., 2019; Mustieles and Fernández, 2020). In the current 
article, we define HBM studies as “all observational studies that apply 
HBM as a tool to collect data” (WHO, 2015a). These might include 
studies where the main scope is a health survey, health surveillance, as 
well as biomonitoring programmes in both general and occupational 
populations. 

HBM research in combination with results from human and/or ani-
mal toxicological studies, for example in the form of hypothesized 
Adverse Outcome Pathway (AOP) networks or the use of biomonitoring 
equivalents, can provide interpretation tools for human hazard and risk 
assessment (Baken et al., 2019; Faure et al., 2020; Mustieles et al., 2020; 
St-Amand et al., 2014; Zare Jeddi et al., 2020). Moreover, HBM provides 
a holistic perspective, enabling an integrative measurement of combined 
exposures from all routes (ingestion, inhalation, and dermal uptake) and 
all environmental sources (air, water, soil, dust, food), the results of 
toxicokinetic processes and individual differences in combination with 
signs of (early) responses with effect biomarkers (Mustieles et al., 2020; 
Zare Jeddi et al., 2020). If combined with health surveys and cohorts, 

HBM (meta)data can also provide opportunities to investigate the rela-
tionship between internal exposure and health effects, promote 
risk-reduction measures, monitor exposure trends, and evaluate the 
effectiveness of implemented national and global policies (e.g., (Eykel-
bosh et al., 2018; Romano et al., 2020)). Overall, the use of HBM (meta) 
data increases the value of exposure information in risk assessment and 
management context (Wilhelm, 2020). 

Given the multiple benefits of using HBM at national and global 
levels, the use of HBM is a recognized priority in chemical safety. HBM 
can increase the robustness of regulatory long-term decisions for mar-
keted chemicals, and in particular, the increased importance of mixture 
risk assessment of chemicals and grouping approaches, as echoed at 
national, supranational, and intergovernmental level such as UN, WHO, 
OECD and EU (EC, 2020a; OECD, 2018; SAICM, 2013; WHO, 2015b). To 
serve this role, methodologies should be harmonised and HBM (meta) 
data should be easily findable, accessible, interoperable, secure, shared 
and reused by default (EC, 2020a). 

Regrettably, HBM has received little regulatory application to date 
which is partly due to a lack of sufficient, reliable, quality-assured, and 
well-structured (meta)data. HBM is an important and useful tool, yet 
quite complicated in terms of its design, application, and interpretation. 
The existing legislative frameworks on chemicals do not currently pro-
vide clear harmonised guidance for developing a comprehensive and 
integrated assessment of (combined) internal exposures to chemicals 
from different sources and routes. Any available guidance has evolved 
separately in different regulatory frameworks (Bopp et al., 2018; 
Drakvik et al., 2020; Evans et al., 2016; Fantke et al., 2020a; Louro et al., 
2019). 

This article aims to describe the challenges and needs to drastically 
increase the use and possible reuse of HBM data. It describes re-
quirements to make HBM study information (metadata as wells as 
measurement data) more FAIR (Findable, Accessible, Interoperable, and 
Reusable) (Wilkinson et al., 2016). In this article, these four principles 
are grouped in the coupled cornerstones of findability/accessibility and 
interoperability/reusability. Findability/accessibility is a system to store 
HBM (meta)data. Interoperability/reusability is how the (meta)data 
themselves should be expressed (and stored in HBM data repositories). 
For both cornerstones, harmonisation is critical. Harmonisation of 
storage systems for HBM (meta)data helps to find and better access HBM 
(meta)data (better findability and quicker access) where harmonisation 
of the HBM (meta)data generation itself enables reuse and interopera-
bility. This article attempts to scrutinise whether a framework for 
harmonised, web-based HBM study registries, as so called HBM Global 
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Registry Framework (HBM GRF), could accommodate existing needs. 

2. Harmonisation and FAIRification of HBM studies, needs, 
challenges and opportunities 

Systematic harmonisation and FAIRification of HBM (meta)data 
production through the data value chain can improve all aspects of 
HBM. First, results from several HBM studies could be compared easier 
to delineate e.g., exposure patterns. This refers to challenges for instance 
regarding differences in the definition of age groups (teenagers e.g., 
10–18 years old or 13–19 years old), lifestyle parameters measured, 
biological matrices used, and of sampling methods, storage conditions as 
well as analytical procedures (Ågerstrand et al., 2018; Bocato et al., 
2019; Joas et al., 2012). Moreover, the metadata including information 
about the studies are not always readily available. Even when such data 
are accessible, data are often scattered and/or incomplete thereby 
undermining the proper understanding, interpretation, and final use of 
the HBM data collected to support chemical risk assessment. Second, it 
could facilitate performing combined (meta)analyses of data from 
different HBM studies, aiming for increased statistical power, to find e. 
g., correlations between exposure biomarkers and effect biomarkers to 
support exposure to outcome assessments (Boyden and Walnicki, 2021). 
The use of systematic reviews and (meta)analyses is gaining acceptance 
in exposure science to transparently synthesize and evaluate a body of 
scientific evidence to answer research or policy questions (Hubal, 2019; 
Wikoff et al., 2020; Wolffe et al., 2019). Nevertheless, handling and 
comparing heterogeneous data generated across multiple scientific dis-
ciplines is challenging. This is especially true when a high degree of 
variability across studies is expected in terms of study aims and designs, 
population characteristics, exposure assessment procedures, data anal-
ysis and reporting (Burns et al., 2019; Goodman et al., 2019; Hubal, 
2019). Third, it would also enable data sharing and data integration 
which are of particular relevance for decision making in environmental 
and occupational health policies (Kromerová and Bencko, 2019; Louro 
et al., 2019). It is clear that there is an increasing use purpose for HBM 
data in compliance to the FAIR (Findable, Accessible, Interoperable, 
Reusable) data principles. 

Currently, the abovementioned opportunities are unfortunately 
hindered by problems with data comparability due to lack of harmo-
nisation. Based on a survey regarding national practices in risk assess-
ment and risk assessors’ views on HBM use in Europe (Louro et al., 
2019), the European Human Biomonitoring Initiative HBM4EU1 

recognized that regulatory practices related to HBM still vary across 
different countries. HBM data should be collected using harmonised 
study protocols to a significant extent to facilitate data interpretation 
(Fiddicke et al., 2021). In addition, the need for harmonised coding of 
substances and metabolites measured and the statistical analysis such as 
aggregation of individual data to percentiles of a distribution of HBM 
levels has received particular attention under recent HBM research 
projects. Harmonised study designs and structured study registries could 
counter these problems. 

The HBM community would profit from global sharing of informa-
tion of existing, new, and planned HBM studies. The authors envisage 
that any registry system should be globally useable and legislative 
framework independent, be it national legislation such as in the USA, 
Canada, Japan, Korea, Germany, France, or regional legislations in the 
EU or a framework like the OECD. Given that, we hereby present the 
concept for a web-based system based on modern IT-technology and 
independent of any website host requirements as part of an overarching 
HBM GRF. 

The HBM GRF would facilitate and promote prospective (a priori) 
harmonisation of HBM study designs and thus the resulting HBM data 
would follow the FAIR data principals. As a consequence, data 

wrangling activities to make data ready for analysis will be minimised. 
Therefore, prospective (a priori) harmonisation of foreseen or already 
planned HBM studies is recommended rather than focusing on retro-
spective (post-hoc) harmonisation. The prospective (a priori) harmo-
nisation leads to a higher degree of data homogeneity in an effective 
way. It should be noted that aligning in terms of harmonisation is 
essential but is different from standardization. HBM is not science in the 
sense of duplicating experiments based on standardised methods. It is a 
tool for field studies where some parts obviously could be standardised 
in the future, such as analytical chemical methods while the process of 
defining study population and the sampling process can be harmonised 
but not standardised. The HBM GRF should facilitate a step-by-step 
harmonisation process but not necessarily standardization using a 
scientifically and technically sound and viable system. Fig. 1 provides a 
general overview of the HBM GRF concepts and potentials. 

3. Existing initiatives towards verification of HBM data 

Comparability and combination of results and interoperability of 
data are often difficult due to a lack of harmonisation, even when 
different HBM studies have investigated similar research questions (Joas 
et al., 2012; Lermen et al., 2020). In the last 10–15 years, significant 
efforts have been made towards harmonising HBM studies prospectively 
such as in the European Commission funded projects COPHES, DEMO-
COPHES and HBM4EU (Ganzleben et al., 2017) as well as the European 
Cooperation in Science and Technology (COST) Action DiMoPEx 
(DiMoPEx, 2015). Codebooks were developed for both the HBM expo-
sure data as well as accompanying variables important for interpretation 
(age, sex, gender, NUTS [Nomenclature of Territorial Units for Statis-
tics] codes, season of sampling, etc.) in a harmonised structure and 
format. Statistical analysis protocols scripted in R were used to extract 
comparable and machine-readable summary statistics or “aggregated 
data” that can be compared across data collections of the HBM4EU 
aligned studies and also across existing studies that share similarities in 
design. This has allowed the development of an interactive dashboard to 
display the data of the HBM4EU project (https://www.hbm4eu.eu/eu-h 
bm-dashboard/). Work on occupational exposure under the HBM4EU 
project is also directed to harmonise methodologies and data collection 
by developing standard operating procedures (SOPs), that can be used in 
multiple countries and analysed in an integrative approach (Santonen 
et al., 2019). 

Registries containing some (meta)data on HBM studies or studies 
containing an HBM part exist such as the WHO International Clinical 
Trials Registry Platform2, the US Clinical Trials database3. In addition, 
registries exist in which planned work is registered before the execution 
of the study. PROSPERO4 is an example of such an international data-
base of prospectively registered systematic reviews with a health-related 
outcome. Others such as the EU Clinical Trials Register5, already con-
tains human intervention studies. 

Moreover, there are several initiatives as listed in Table 1 regarding 
data collections containing mainly environmental monitoring and 
external exposure monitoring data. The Information Platform for 
Chemical Monitoring (IPCHEM6), the NORMAN network7, the Elixir 
community (ELIXIR, 2017), the BBMRI-ERIC8 and the Hazchem@work 
for occupational exposure data have been created to tackle the lack of 
harmonised information (EU, 2016). Most of these portals have their 
own challenges, some of which are highlighted in Table 1. In addition, 

1 https://www.hbm4eu.eu/. 

2 https://www.who.int/clinical-trials-registry-platform.  
3 https://clinicaltrials.gov/.  
4 https://www.crd.york.ac.uk/prospero/.  
5 https://www.clinicaltrialsregister.eu/.  
6 https://ipchem.jrc.ec.europa.eu/.  
7 https://www.norman-network.net.  
8 https://www.bbmri-eric.eu. 
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there are many health surveys and HBM studies at national, regional 
and/or international levels which are not typically integrated into these 
platforms despite their potential for enhancing informed decision 
making in environment, public and occupational health. 

IPCHEM was established by the European Commission (EC) to sup-
port a coordinated approach for collecting, storing, sharing, and 
assessing data on the occurrence of chemicals and chemical mixtures in 
humans and the environment. It is structured in four thematic modules: 
‘environmental monitoring’, ‘human biomonitoring’, ‘food and feed’ 
and ‘products and indoor air.’ IPCHEM is designed to specifically pro-
vide access to chemical monitoring data and underlying (meta)data 
currently not readily accessible, making them findable and accessible 
and to a certain extent interoperable and reusable (Comero et al., 2020; 
Knetsch and Ruether, 2016; Wilkinson et al., 2016). IPCHEM is intended 
to assist scientists and risk managers/policy makers to discover and 
access chemical monitoring data on existing, new, emerging and 
less-investigated chemicals, covering a wide range of matrices and 
media (Comero et al., 2020). It is however not intended to register study 
designs ex ante. IPCHEM is the European Commission’s reference access 
point for searching, accessing and retrieving chemical occurrence data 
collected and managed in Europe. IPCHEM is a distributed infrastruc-
ture. Data owners/data providers can decide on the level of detail to 
which the different IPCHEM user groups can access their data. As shown 
in Fig. 2, the volume of HBM datasets uploaded to the IPCHEM platform 
has increased by over 400% in the last two years. It includes now more 
than 100 (meta)data for HBM data collections gathered under the 
HBM4EU project (EC, 2020b). 

The platform already includes particularly useful (meta)data, con-
taining crucial information concerning study design, population size and 
age, sampling, analytics, and substances/biomarkers monitored, etc., 
amongst others. However, it is not able (yet) to quickly upload new data 
from data collections as the data collections themselves and the pre-
ceding study designs are lacking sufficient harmonisation. This limits 
easy and wider reuse and meta-analyses. There is for example currently 
not yet an optimal use of ontologies to facilitate linking different 
biomarker metabolites measured in different data collections but origi-
nating from the same parent substance to that parent substance. 

4. Remaining challenges to be addressed by development of the 
HBM registry system under the HBM GRF 

The current absence of harmonised study design templates makes 

searching HBM studies and their (meta)data cumbersome, and retro-
spective information validation processes time-consuming and often 
subject to errors. Data and metadata data harmonisation, at least from a 
retrospective point of view, requires access to a lot of information on 
each study including objectives, measured biomarkers and biological 
matrices, sampling methods, protocols, questionnaires, etc., which 
needs to be validated. Moreover, retrospective harmonisation processes 
are, to some extent, subjective processes and can thus present an 
inherent risk of biased (meta)data in a ‘post-hoc harmonised’ repository. 

In addition, researchers typically provide the data, including the 
(meta)data, quite some time after study completion. This can be prob-
lematic as other researchers and regulatory risk assessors, providing 
scientific advice to risk managers/policy makers, are often looking for 
fast and user-friendly access to information as well as protocols 
regarding planned and ongoing studies. Early-on registration of the plan 
for an HBM study, even in draft form, would enable other researchers to 
prepare for (re)using the new data once available. 

Another main issue is the lack of harmonisation in reporting of the 
chemical compounds investigated in HBM studies. Hundreds of non- 
endogenous compounds are found in HBM samples, some of them 
being known chemicals with a Chemical Abstract Services Registry 
Number (CAS RN), but many are unknown. Even known metabolites do 
not have CAS RNs as usually only the parent substance has been regis-
tered. Beyond this, even the use of a CAS RN for known compounds can 
be ambiguous (Williams and Yerin, 2013). Therefore, it is essential to 
harmonise how chemical compounds (parents and metabolites) are 
identified and findable (fulfil the FAIR criteria) in HBM studies. The 
InChI/InChIKey framework of IUPAC (IUPAC, 2018) is, to our knowl-
edge, the only system for unique identification of chemical substances 
with a known structure (including stereochemistry). Ontologies based 
on fragmentation in molecular structure might help in linking metabo-
lites to parent compounds. 

Although several environmental exposure studies have been regis-
tered in existing platforms (e.g., Study number NCT03440307 in the US 
ClinicalTrials database9), these platforms currently lack the design to 
enhance and optimize the dialogue between the scientific disciplines of 
epidemiology, HBM, toxicology and risk assessment. Most of these 
platforms merely make HBM-related studies findable. The harmo-
nisation of HBM would also be useful for prospective cohorts. Indeed, 

Fig. 1. HBM Global Registry Framework (HBM GRF).  

9 https://www.bbmri-eric.eu. 
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the proposed HBM GRF should promote a dialogue between organisers 
of HBM surveys and cohort studies since cohort data add a longitudinal 
component to better investigate exposure-effect-outcome relationships. 
Beyond this, a dialogue with the fields of toxicology and risk assessment 
must also be fostered. Toxicological data, preferably organized through 
AOPs (Adverse Outcome Pathways), help prioritise the most relevant 
effect biomarkers and adverse health outcomes to be investigated. Effect 
biomarkers are at the intersection of toxicology, epidemiology and 
HBM, and a more systematic use of effect biomarkers in HBM studies has 
been proposed (Zare Jeddi et al., 2020). Notwithstanding, given the 
complexity and diversity of effect biomarkers, a prospective harmo-
nisation of the type of biological samples collected (e.g., blood, urine), 
their processing (e.g., whole blood with or without RNA preservation, 
DNA isolation, serum, plasma, red blood cells, white blood cells) and 
their storage and biobanking are crucial for an optimal evaluation. 

Pourchet et al. (2020) in their recent publication on suspect and 
non-targeted screening of biomarkers in human matrices highlighted 
that harmonisation of quality assurance/quality control (QA/QC) 

Table 1 
Examples of existing platforms related to chemical monitoring data.  

Platform Coverage Funding Main aim(s) Limitation(s) 

IPCHEM (Information Platform for 
Chemical Monitoring) 
https://ipchem.jrc.ec.europa.eu/ 

Europe EC  • Assisting policy makers and scientists to 
discover and access chemical monitoring 
data on chemicals covering a range of 
matrices and media (environment, food and 
feed, human biomonitoring, indoor air, and 
products)  

• Hosting data currently not readily accessible 
(e.g., outcomes of research projects, off-line 
stored monitoring data)  

• Providing chemical monitoring data and 
information of defined quality in terms of 
spatial, temporal, methodological and 
metrological traceability  

• Differences in data quality  
• Differences in representativeness of 

populationsa  

• Discrepancies in reporting formats 
(harmonised for the essential fields 
but leaving room for data collection 
specific fields)  

• Only occurrence data from targeted, 
quantitative analyses 

Canada Open Government, 2020 
Canadian Health Measures Survey 
(CHMS) 
Human Biomonitoring Data for 
Environmental Chemicals 
Health Canada, Ottawa, ON (2020) 
http://open.canada.ca/data/en/dataset 
/8cc88229-8132-4ccd-a3dd-b4565 
79158c6 

Canada Canada government  • Present HBM results of the 5 cycles of the 
Canadian Health Measures Survey 
(2007–2017).  

• Tabulated CSV-downloadable results  

• Metadata not directly available in 
the app 

NORMAN Association 
https://www.norman-network.com/ 

Europe, 
North 
America, and 
Asia 

Not for profit network; 
self-funded by its 
members  

• Enhancing the exchange of information and 
collection of data on emerging 
environmental substances  

• Encouraging the validation and 
harmonisation of common measurement 
methods and monitoring tools  

• Ensuring that knowledge on emerging 
pollutants is maintained and developed by 
stimulating coordinated, interdisciplinary 
projects on problem-oriented research and 
knowledge transfer to address identified 
needs  

• Focus only on environment  
• Absence of information regarding 

human data 

BBMRI-ERIC (Biobanking and Bio- 
molecular Resources Research 
Infrastructure) 
https://www.bbmri-eric.eu/ 

Europe European Research 
Infrastructure 
Consortium funded by 
its members  

• Collecting and making available information 
about biobanks throughout Europe that are 
willing to share their data and/or samples, 
and to collaborate with other research 
groups  

• Only puts in contact people who 
search information on biobanks  

• Sample query processing missing 

Elixir community 
https://elixir-europe.org/ 

Europe National funding in 
each country (hubs) 

Managing and safeguarding the increasing 
volume of data being generated by publicly 
funded life sciences research  

• Currently mostly focussed on human 
endogenous compounds (DNA, 
proteins, small molecules) 

HazChem@work 
https://www.certifico.com/sicurezza-l 
avoro/documenti-sicurezza/68-docume 
nti-ue/3859-hazchem-work-project- 
to-estimate-occupational-exposure-che 
micals 

Europe European Commission 
(DG Employment) 

Create a database and developing a model to 
estimate the occupational exposure for a list of 
hazardous chemicals in EU countries and in the 
EFTA/EEA countries.  

• Discontinued  
• Dedicated only to specific chemicals 

EC-European Commission; EFTA - European Free Trade Association; EEA – European Economic Area. 
a E.g., samples in one ‘national’ HBM cohort might be taken in 50 different locations in that country where another cohort in the same country might be taken at only 

10 different locations. 

Fig. 2. Time trend of monitoring data included in IPCHEM.  
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criteria and structure of reporting results appear necessary for better 
comparability of results produced by different laboratories (Pourchet 
et al., 2020). In addition, Galea et al. highlighted in their lessons learned 
from undertaking the HBM4EU chromates study that users must receive 
training and instruction to ensure that harmonised templates used to 
collect study data are populated correctly (Galea et al., 2021). A rigorous 
structure for reporting of screening-level monitoring data in environ-
mental matrices is already incorporated in the NORMAN Database 
System in the EMPODAT (Environmental Monitoring of POllutants 
DATabase) module (Dulio et al., 2020) and the first prototype for 
structured collection of non-target and suspect screening data has been 
developed in its Digital Sample Freezing Platform module (DSFP (Aly-
gizakis et al., 2019)). Another critical issue is how to deal with obser-
vations below the LOD (limit of determination) or LOQ (limit of 
quantification) in the statistical analyses and aggregation of the indi-
vidual data. Obviously, these are issues that could be included in the 
harmonisation efforts as part of the HBM GRF. 

In addition, policy support is not a strong component of existing 
platforms, which tend to function primarily as a repository of scientific 
information for researchers and not as an easily useable source of in-
formation for regulatory risk assessors, providing advice to risk man-
agers/policy makers. 

Existing platforms should be scrutinized for their strengths and 
weaknesses when developing the HBM GRF. Overall, user friendly web- 
based platforms would be key to facilitate further use of HBM (meta) 
data available or accessible via HBM GRF for regulatory risk assessment 
of chemicals and their mixtures. 

5. Aim and objectives of the HBM Global Registry Framework 
(HBM GRF) 

The aim of the HBM GRF is to make HBM research FAIR (Fig. 1). Only 
by doing so, the ethical imperative to make the most out of human 
volunteer data would be met. 

Based on crucial needs, a series of underlying objectives can be 
defined that, when accomplished, will increase wider use of HBM (meta) 
data. An HBM GRF is expected to be able to contribute to the following 
objectives: 

1. Creating an open-access web-based registry system that allows re-
searchers to register HBM studies.  

2. Improving data management infrastructure that will meet the FAIR 
principles by facilitating registrations of HBM studies. For example, 
assigning a unique reference ID for each study, which can be referred 
to in any research using data from that study. This would simplify the 
identification of studies generating new data or reusing data (orig-
inal study).  

3. Harmonising identifiers for chemical substances, including parent 
substances, metabolites, and effect biomarkers. Examples of effect 
biomarkers are hormones, specific DNA methylation, markers for 
gene expression of specific nuclear receptor, cholesterol, liver 
enzymes.  

4. Facilitating multidisciplinary interaction among research scientists, 
regulatory risk assessors and risk managers/policy makers in the 
domain of HBM, epidemiology, toxicology, and risk assessment. 

As an HBM GRF would benefit many stakeholders (national, EU, 
international), Table 2 summarises suggested intended audiences for the 
proposed HBM GRF including other regulatory frameworks and risk 
assessment processes, as well as for demonstrating regulatory efficacy 
(Louro et al., 2019). In addition, policy initiatives foreseen under the 
European Green Deal might benefit from an HBM GRF. A tabulated 
overview as prepared by the HBM4EU project indicates where HBM data 
could support directly and indirectly the European Green Deal (see 
Annex A, unpublished HBM4EU deliverable). 

6. How to make the HBM Global Registry Framework (HBM 
GRF) happen? 

In Europe there is an opportunity to bring the outlined concepts to 
fruition. In the coming years, the EU-wide research and innovation 
program PARC (Partnership for the Assessment of Risks from Chemicals) 
will run (see intermezzo overleaf). We think that this provides an 
excellent opportunity to investigate feasibility and options for devel-
opment of such a registry framework. The current organisations 
involved in the preparation of the Partnership represent 28 EU and non- 
EU countries and include ministries (for research, health, and environ-
ment), national and EU agencies and research organisations as well as 
academia and research institutions. We believe that this broad set-up is 
very well suited and capable of developing further the HBM GRF as 
advocated by the authors of in this article from various parts of the 
world. The stimulus could very well come from Europe under PARC. 
Global input during the process could be processed through the inter-
national PARC Advisory Board. Global contributions where possible 
along the process would be essential to ensure worldwide use of the 
HBM GRF to enhance registration of new and ongoing HBM studies e.g., 

Table 2 
Description of potential users and foreseen advantages of the HBM Global 
Registry Framework (HBM GRF).  

Users/Regulatory 
Frameworks 

More specific data/ 
information to be 
provided by the 
registriesa 

Advantages 

HBM and 
epidemiological 
researchers/REACHb, 
OSHc, Food safety 

Questionnaires; Informed 
consent templates; 
Sampling templates; 
Analytical methods, QC/ 
QA; Guidelines for ethics, 
monitoring and 
reporting; Methods 
description; Harmonised 
Standard Operating 
Procedures (SOPs) 
describing some of the 
above; Statistical analysis 
plan; Biological sample 
processing and 
biobanking. 

Harmonised approaches; 
Comparability of the data; 
Awareness of data 
requirements, 
Identification of gaps and 
needs for further research; 
Discovery of chemical 
analytical methods 
available; Use of HBM 
data for building and 
evaluating exposure 
models. 

Exposure researchers 
and regulatory 
exposure assessors/ 
REACH, OSH, Food 
safety 

Harmonised SOPs; 
Methods description; 
Guidelines for ethics, 
monitoring and 
reporting; Statistical 
analysis plan. 

Harmonised approaches; 
Comparability of the data; 
Data available to support 
modelling; Awareness for 
data requirements; 
Support for defining new 
HBM campaigns/ 
programmes. 

Regulatory risk assessors 
and competent 
authorities/REACH, 
OSH, Food safety 

Access to planned HBM- 
related studies 
(measuring exposure as 
well as effect biomarkers) 
also pointing at 
contextual data of 
studies; HBM results 
might enable setting of 
HBM guidance and limit 
values. 

Definition of priorities for 
RMMs (risk management 
measures) 
implementation; 
identification of new 
RMMs; Risk assessment 
options; Identification of 
needs for further 
regulatory actions to be 
supported by robust and 
available scientific 
knowledge. 

Industry and trade 
associations/REACH 
and OSH 

Access to planned HBM- 
related studies also 
pointing at contextual 
data of studies. 

Definition of priorities for 
RMMs implementation; 
identification of new 
RMMs.  

a The registries aimed at are not about results, but about the contextual data, 
and information on the study (sampling plan, study population, QC/QA, 
research hypotheses etc). 

b EU Regulation on Registration, Evaluation and Authorisation of CHemicals. 
c Occupational Safety and Health. 
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NHANES in the USA, the CHMS in Canada, KNEHS in Korea and JECS in 
Japan. Additionally, support from and cooperation with UN, WHO and 
OECD would help global implementation of this initiative. 

PARC – Partnership for the Assessment of Risks from 
Chemicals 

PARC is an EU-wide research and innovation programme that will 
run 2022–2028. The Partnership will promote harmonisation of 
data and exchange between different actors (scientific commu-
nity, health agencies, regulators, policymakers etc.) and disci-
plines (e.g., exposure science, toxicology) to promote 
transparency, support risk assessment, and facilitate wider reuse 
of obtained data. To achieve this, it will build on existing data 
platforms included in or collaborating with the Partnership and 
contribute to extend their usability for risk assessors and man-
agers. It will ensure data and associated information is FAIR and 
addresses the GDPR (EU General Data Protection Regulation) 
related challenges for data exchange. Important will be that all 
relevant EU Agencies can duly contribute to and access relevant 
PARC activities and outputs, and the most relevant European 
Commission Directorates General will be involved as well. 

The Partnership will strive towards fostering European leadership 
at the international level for research and innovation in chemical 
risk assessment and will promote cooperation and collaboration 
across Europe and internationally. The Partnership will contribute 
to international fora, dealing with chemicals, pollution, and the 
SDGs (UN Sustainable Development Goals), such as the World 
Health Organisation (WHO) (e.g., International Programme on 
Chemical Safety IPCS Chemical Risk Assessment Network) and 
Strategic Approach to International Chemicals Management 
(SAICM), UN Environment Programme (UNEP) and OECD, 
dealing with chemicals, pollution, and the SDGs. Bilateral re-
lations with major international risk assessment agencies (e.g., U. 
S. Environmental Protection Agency) and research institutions (e. 
g., U.S. National Toxicology Program) will also be envisaged. 
Member States are already contributing as single entity to many of 
these networks. Collaboration of MS in the Partnership will 
strengthen the influence of the EU in addressing global challenges 
associated with chemical risk assessment and place the EU as the 
front runner of the international community in this area. 

Dialogue and collaboration with the international community is 
essential for mutual support and for the identification of needs and 
opportunities for harmonisation actions and development of tools 
that support the collaboration. Connecting this Partnership with 
the international community will foster the dissemination of re-
sults and will promote the importance of data and knowledge 
sharing among international networks. An international board 
consisting of experts from other international chemical risk 
assessment platforms, scientific advisory boards or scientific so-
cieties, or experts in related EU or international activities will 
contribute to ensuring the Partnership establishes links and dia-
logue with relevant international activities.   

7. Summary and conclusion 

Overall, we propose to develop an HBM Global Registry Framework 
(HBM GRF) aiming at harmonising the design and structuring the 
registration of HBM studies and by such, making the ultimate HBM 
(meta)data more FAIR (Findable, Accessible, Interoperable and Reus-
able). Consequently, this will improve the assessment, comparability 
and combination, reuse, and interpretation of HBM-study results. Pre-
paring HBM study protocols would be facilitated with such a web-based 
system as they would be based on digitised and harmonised templates. 
This would result in harmonised data entries into registries. 

The ultimate objective could be to make HBM (meta)data accessible 
in a virtual, federated, infrastructure, so that data with the right 

credentials become instantaneously accessible for human and machine 
interactions. Implementing the FAIR principles in the HBM domain 
could act as fundamental enabler for digital transformation in the 
environment and health domain. 

HBM GRF would facilitate the process of data creation and use to its 
final use and reuse (the data value chain). This is expected to better 
channel knowledge on the internal exposure of chemicals (exposure 
biomarkers) and early warnings of effects (effects biomarkers) in human 
samples into regulatory risk assessment and risk management (Burns 
et al., 2019). 

The HBM GRF would help to close the science to policy interface gap 
between scientific ambitions and regulatory and policy requirements 
resulting in an added value in protecting human health (Burns et al., 
2019).This knowledge transfer is of particular relevance for the Euro-
pean Chemicals Sustainability Strategy, which needs more and better 
exposure data, as well as in the scope of international conventions 
aiming to protect human health from chemical exposures. Creating the 
HBM GRF as proposed here would advance exposure science and would 
ultimately support a better protection of citizen’s health throughout the 
world (Fantke et al., 2020b). 
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The contents, including any opinions and/or conclusions expressed 
of this manuscript, are those of the authors alone and do not necessarily 
reflect the opinions or policy of the organisations to which they are 
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A B S T R A C T   

Per- and poly-fluoroalkyl substances (PFAS) are a range of persistent organofluorine contaminants, some of 
which have been found to accumulate in humans and have long half-lives. In longitudinal studies, when relying 
on measurements obtained at different points in time, it is critical to understand the associated analytical un-
certainties when interpreting the data. In this manuscript we assess precision measurements of serum PFAS 
analysis in a follow-up study undertaken approximately 5 years after the initial study. These measurements 
included intra-(n = 58) and inter-batch duplicates (n = 57), inter-batch replicates (n = 58), inter-laboratory 
replicates (n = 10) and a re-analysis of 120 archived serum samples from the initial study. Average co-
efficients of variation (CV) for perfluorooctanoic acid (PFOA), perfluorohexane sulfonate (PFHxS) and per-
fluorooctane sulfonate (PFOS) associated with the reanalysis of archived samples ranged from 4 to 8%, which 
was greater than the inter- and intra -batch duplicates (<3%), but lower than the inter-laboratory comparison 
(CV ≥ 10%). Multi-centre analytical capacity in studies increases the variance within the dataset and imple-
mentation of variability-measures are useful to refine and maintain comparability. Due to long PFAS half-lives, 
this variance is an important consideration when deciding appropriate time intervals for sample collections in 
longitudinal studies, to ensure the difference is greater than the analytical uncertainty.   

1. Introduction 

Per- and polyfluoroalkyl substances (PFASs) are a group of manmade 
fluorinated organic compounds used in applications and products such 
as stain repellents, cookware and aqueous film forming foam (AFFF). 
Due to the high production and use, as well as the persistency of these 
compounds, PFASs are ubiquitously detected in the environment, in 
wildlife and in humans globally (Lindstrom et al., 2011). 

The most frequently studied PFASs, belonging to the group of per-
fluoroalkyl acids (PFAAs), are perfluorooctane sulfonate (PFOS), per-
fluorohexane sulfonate (PFHxS) and perfluorooctanoic acid (PFOA). 
Worldwide, biomonitoring studies estimate exposure to these PFASs 
through measuring the blood serum concentrations (Calafat et al., 2007; 
Eriksson et al., 2017; Ingelido et al., 2018; Li et al., 2018; Zhou et al., 
2014). Studies have suggested that PFAS exposure may be associated 
with adverse health effects. PFAS serum concentrations have been found 
to associate with biomarkers for several health outcomes such as car-
diovascular disease, liver and kidney function, and have been discussed 
in several recent reviews (Ballesteros et al., 2017; Kirk et al., 2018; Zhao 

et al., 2020). However, studies have not always been consistent, and 
longitudinal studies are needed to reduce the risk of bias, uncontrolled 
confounding and reverse causality (Buckley et al., 2018). Additionally, 
longitudinal studies are necessary to estimate temporal exposure trends 
and are of special importance after exposure control attempts, when 
evaluating the success of intervention and estimating the apparent 
elimination half-lives. 

Notwithstanding, longitudinal study designs implicit numerous 
challenges such as increased temporal and financial demands and the 
possibility of incomplete follow-up of individuals. The loss to follow up 
may be especially apparent in studies using invasive sample collections, 
such as blood collection, due to increased time-commitment, intrusive-
ness and burden to the study participants (Boyle et al., 2020; Galea and 
Tracy, 2007). Minimizing the degree and frequency of sampling can 
limit the burden on study participants, as well as shorten the study 
duration and deliver faster outcomes. Planning and interpretation of 
such a study, will need to consider the associated uncertainties. It is 
critical to relate the precision and accuracy of PFAS analysis to the long 
half-life of PFASs (>several years for longer chained PFAAs) (Li et al., 
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2019; Olsen et al., 2007). Consideration of appropriate temporal dis-
tance between sample collections is critical to be able to detect PFAS 
concentration trends and differentiate them from the variability of PFAS 
analysis. 

In the last two decades PFAS analysis has substantially advanced. 
Standard methods using isotopically labelled standards have been 
developed and reference materials have become available (Martin et al., 
2004). Inter-laboratory studies are available on an annual basis for PFAS 
serum analysis, and have shown that experienced laboratories can 
quantify several PFAAs, including PFOA, PFHxS and PFOS, in human 
serum, with precision and accuracy, using validated sample preparation 
methods, labelled and native standards and appropriate instrumentation 
(Kaiser et al., 2021; Keller et al., 2010; Lindström et al., 2009). 

However, the development of PFAS analysis over time needs to be 
considered in longitudinal studies. For example, if samples are obtained 
and analysed over the course of several years, potential changes of 
analytical methods may also influence the uncertainty when comparing 
data from the different years, and this has been discussed as a major 
limitation in previous studies investigating half-lives in individuals fol-
lowed over time (Li et al., 2018; Olsen et al., 2012). 

The overall aim of this manuscript is to assess uncertainties in a 
longitudinal biomonitoring study. We evaluate the uncertainty associ-
ated with the use of analytical data obtained approximately five years 
apart versus the reanalysis of archived samples. We compare this to the 
uncertainties associated with other aspects of analysis, such as the 
analytical variation within a batch, between batches and between 
laboratories. 

2. Methods 

2.1. Overview 

This manuscript focuses on a range of samples that were included as 
quality assurance and quality control (QA/QC) in an exposure study, 
and a flowchart of the methodology is presented in Fig. 1. The study was 
approved by the Human research ethics committee (number 
2014000614 and 2018001790), and consent from participants was 
recorded verbally. The study was first undertaken in 2013–2014, where 
serum from airport firefighters was analysed for PFASs (Rotander et al., 
2015)(Fig. 1(a)). After analysis, serum samples of consenting partici-
pants were archived in a − 20◦ freezer. In 2018–2019, airport firefighters 
were recruited again, including both new and previous study partici-
pants (Fig. 1(b)). A total of 130 participants had two longitudinally 
collected samples (2013–2014 and 2018–2019), while 671 had a single 
sample from 2018 to 2019. Archived serum samples (n = 120) from 
2013 to 2014 were re-extracted and analysed together with all samples 
collected in the 2018–2019 study to assess the agreement between the 
two analysis years. PFOA, PFHxS and PFOS were the dominant PFASs in 
the 2013–2014 study, with the highest detection frequency and greatest 
concentration and are therefore the compounds of main interest in the 
longitudinal study. Likewise, these three compounds are generally the 
dominant PFASs in both exposed communities and the general pop-
ulations. The longitudinal dataset is limited to PFOA, PFHxS, PFOS and 
is the main focus in this manuscript. However, other variability mea-
surements include an extended suite of PFASs, and are presented in the 

Fig. 1. Flowchart of the methodology and measurements of variability performed in the current study. The current study focuses on a range of quality assurance/ 
quality control measurements (c–e), which were included in an 2018–2019 exposure study(b), as a follow up to a 2013–2014 exposure study(a). 

S. Nilsson et al.                                                                                                                                                                                                                                  
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SI. 
Serum samples were extracted and analysed in 58 batches during a 

period of 5 months (June–November 2019) (Fig. 1(c)). Each batch 
consisted of 14 individual serum samples from the 2018–2019 study, as 
well as 1–3 of the archived serum samples. In each batch, one serum 
sample was extracted and analysed as an intra-batch duplicate, and one 
sample as an inter-batch duplicate. Additionally, two aliquots (spiked 
and un-spiked) of a pooled serum sample were included as inter-batch 
replicates (aliquots from the same pooled serum sample were included 
in all batches). In total, the following QA/QC measurements were ob-
tained for the assessment of precision/variability within the laboratory; 
intra-batch duplicate samples (n = 58 pairs), inter-batch duplicate 
samples (n = 57 pairs) and two inter-batch replicates (spiked (n-58), and 
un-spiked (n = 58). The variability associated with storage and long 
term variance within our laboratory is assessed by the 120 stored sam-
ples that were reanalysed, by comparing the measurements to what was 
measured in the 2013–2014 study. Additionally, one participant pro-
vided multiple blood samples on several different days and times of the 
day, including fasting and non-fasting samples (Fig. 1(d)). These sam-
ples were extracted as triplicates and used to investigate potential daily 
variability of serum PFAS levels and consequently assess sample 
collection time as a factor of variability. However, as only one partici-
pant was used for this assessment, this is not considered a main result, 
and any further details of this assessment are presented in the SI. In 
addition to the variation that could be assessed within our laboratory, 
inter-laboratory variation was assessed with ten randomly selected 
serum samples which were extracted and analysed at two other labo-
ratories that are accredited for serum PFAS analysis (National Associa-
tion of Testing Authorities accredited) (Fig. 1(e)). Each measurement of 
variability, as well as a graphical presentation of the analytical batch 
construction and QA/QC measurements are explained in detail in the SI. 

2.2. Extraction and instrumental analysis 

Serum samples were extracted according to previously described 
methods (Rotander et al., 2015; Toms et al., 2019) with some minor 
modifications. Briefly, serum samples (1 mL), spiked with labelled PFAS 
mix, were vortex mixed and sonicated with acetonitrile, centrifuged, 
filtered and concentrated before they were spiked with recovery mix. 
PFASs were analysed using a high-performance liquid chromatograph 
(HPLC, Nexera, Shimadzu Corp., Kyoto Japan), coupled to a tandem 
mass spectrometer (SCIEX Triple Quad 6500+, Concord, Ontario, Can-
ada) equipped with an electrospray ionisation source and run on nega-
tive ionisation mode and scheduled multiple reaction monitoring mode 
(MRM). Separation was achieved by gradient elution on a Kinetex EVO 
C18 column (2.6 μm, 100 Å, 100 × 2.1 mm, Phenomenex). Reported 
concentrations are for linear isomers, with the exception of PFOS where 
the total concentration of both linear and branched isomers is presented. 
Further details of the solvents, PFAS mixes, and extraction and analysis 
methods are presented in the SI. 

2.3. General QA/QC 

During the extraction, two blanks (acetonitrile and MilliQ) and a 
standard reference material (SRM, NIST 1957) from the National Insti-
tute of Standards and Technology, were extracted and analysed in each 
batch (National Institute of Standards and Technology, 2016). Native 
spike recovery was assessed by comparing a serum sample that was 
spiked with native PFAS mix before and after extraction. Our laboratory 
participates in two external quality assessment schemes (AMAP and 
G-EQUAS) and passed acceptable criteria. Concurrently to this study, 
one round of each study was conducted (AMAP 2020-01, and G-EQUAS 
64) (Tables S5 and SI). Method detection limits (MDLs) were determined 
using EPA guidelines (40 CFR 136 Appendix B, detailed in SI) and set as 
3.14 times the standard deviation of seven spiked replicates. MDLs 
ranged from 0.06 to 0.08 ng/mL for PFOA, PFHxS and PFOS, and all 

MDLs are presented in the SI (Table S4). 

2.4. Statistical analysis 

Statistical analysis were performed in GraphPad Prism 8.3.1. The 
assessments of uncertainty consisted of comparisons between two 
samples (the re-extracted archived samples, the intra and inter batch 
duplicates), as well as comparisons across several measurements (the 
inter batch replicate, inter-laboratory comparisons). The coefficient of 
variation (CV) was calculated for all of these measurements, to be able to 
compare them to each other. Additionally, Pearson correlation was used 
to assess the association between mean ln-transformed PFAS concen-
tration and CV. To further assess if there was a systematic difference 
when re-analysing the archived serum samples, the agreement between 
respective PFAS measurements(M) in the 2018–2019 re-analysis (Mre- 

analysis) and 2013–2014 analysis (Moriginal) was assessed using Bland- 
Altman (B&A) plots (Bland and Altman, 1999). This method is used to 
calculate the mean difference between the two analysis years (the bias), 
as well as the 95% limits of agreement (1.96 SD of the mean difference). 
Systematic difference between the methods was considered if the 95% of 
agreements do not include the line of equity (0%). The B&A plots pre-
sent the mean PFAS concentration ((Mre-analysis + Moriginal)/2), used as 
reference (the x-axis), plotted against the percentage difference between 
each paired measurement (Mre-analysis - Moriginal)/Average). Linear 
regression was used to assess the relationship between mean percentage 
difference and mean PFAS concentration. Only measurements which 
were greater than the MDLs were included in the assessments. An 
overview of all statistical methods used for each measurement of un-
certainty is presented in the SI. 

3. Results & discussion 

3.1. General QA/QC 

The mean PFASs concentrations of NIST 1957, included in all 
batches, were within acceptable limits of reference values (Z-score 
− 2<x > 2), and the CV of PFOA, PFHxS and PFOS were 7.8%, 6.1% and 
6.1% respectively. Average recovery of mass labelled internal standards, 
and spiked native standards were 97% and 95% respectively. 

3.2. Variation within and between batches 

The detection frequency and concentration ranges of all PFAAs 
analysed in the 2018–2019 exposure study are presented in Table S6, in 
the SI. PFOA, PFHxS and PFOS were detected in all assessed samples in 
concentrations ranging from 0.08 to 15 ng/mL, 0.08–168 ng/mL and 
0.12–185 ng/mL, respectively. The average CV of the duplicates within 
and between batches respectively were 1.9% and 2.6% for PFOA, 1.8% 
and 2.4% for PFHxS and 1.8% and 2.6% for PFOS. The CVs between 
batch replicates were 5.8% for PFOA, 6.9% for PFHxS, and 6.4% for 
PFOS (Table 1, Fig. 2), which is comparable to the CV of NIST 1957 
replicates. No significant correlation between CV and PFAS concentra-
tions was found (Table 1, Figs. S1 and SI). 

3.3. Variation between laboratories 

PFOA, PFHxS and PFOS were detected in all ten inter-laboratory 
samples in our laboratory with concentrations ranging from 0.51 to 
2.8 ng/mL, 0.93–45 ng/mL and 4–78 ng/mL, respectively. PFOS was 
detected in all of the samples by the two other laboratories, however, 
due to a greater MDL (1 ng/mL), PFOA and PFHxS were only reported in 
nine of the ten samples, and thus assessment is only based on nine 
samples for these two compounds. The mean CV% between the labo-
ratories for PFOA, PFHxS and PFOS were 12%, 10% and 15% respec-
tively (Table 1, Fig. 2). This variation is consistent with results of the 
inter-laboratory comparison included in the external quality assessment 
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scheme conducted concurrently to this study (SI, Table S6), as well as 
other published inter-laboratory comparisons (Kaiser et al., 2021; 
Lindström et al., 2009). No significant correlation between CV% and 
PFAS concentration was found (Figs. S2 and SI). 

3.4. Re-analysis of archived 2013–2014 serum samples 

The 120 serum-samples that were archived and reanalysed, the 
original measurements ranged from 0.30 to 18 ng/mL (PFOA), 
0.59–277 ng/mL (PFHxS) and 3.3–391 ng/mL (PFOS). Comparing to 
each respective re-analysed measurement, the mean CV was 4.3%, 5.0% 
and 5.5% respectively for PFOA, PFHxS and PFOS (Table 1, Fig. 2). B&A 
analyses were performed to assess the mean difference and define the 
limits of agreement between the original PFAS measurements and the re- 
analysis (Fig. 3) (Giavarina, 2015). Calculated mean difference(bias) for 
PFOA, PFHxS and PFOS were − 2.4%, 0.77% and − 5.8% respectively. 
The negative bias for PFOA and PFOS, indicate lower reported results in 
the re-analysis compared to the original analysis. However, the 95% 
limits of agreement overlapped the line of equity (0%) for all three 
PFASs, suggesting there is no systematic difference (visually shown in 
Fig. 3). Linear regression analysis indicated no significant relationship 
between average difference and magnitude of concentration. This is in 
agreement with all other variation measurements, indicating no rela-
tionship between analytical variance and the measured concentrations. 
However, although a broad range of concentrations was assessed, it 
should be noted that no samples had PFOA, PFHxS or PFOS concentra-
tions close to the MDL, where interferences may be more noticeable and 
consequently analytical uncertainty greater. 

Due to the wide range of PFHxS and PFOS concentrations of the 
dataset that was assessed in the B&A analysis, the relationship between 
bias and magnitude of concentrations was further assessed separately for 
lower and higher concentrations respectively (SI, Fig. S3). No apparent 
difference was observed for PFOS, while the bias in PFHxS concentra-
tions was negative (-3.7%) in the subset of datapoints with low con-
centration (<15 ng/mL), and positive (3.6%) for datapoints >15 ng/mL. 
However, the 95% limits of agreement overlapped the line of equity 
(0%) in both subsets. Thus, no systematic difference can be assumed. 
Due to the stable chemical structures of these PFAAs, degradation of 
these compounds while storing is not likely, and unchanged PFAS con-
centrations have previously also been reported after storage at various 
temperatures and times (Buck et al., 2011; Kato et al., 2013), indicating 
that there is no apparent degradation or adsorption to storage tubes that 
is affected by the time of storage. It is likely that the variability observed 
is a result of improved/modified analytical methods. However, the 
storage of samples as well as the increased number of freeze-thaw cycles, 
could possibly also affect the homogeneity/physical integrity or the 
samples differently and contribute to the variation observed between the 
analysis years. By storage of replicate samples, this hypothesis could be 
assessed in future studies. Evidence of reliable PFAS analysis after long 
term storing is of great importance to biomonitoring studies that are 
relying on samples from biobanks that have been stored for a long time, 
making it possible to accurately assess historical PFAS exposure 
retrospectively. 

The mean CV associated with the re-analysis of the archived samples 
(10–15%), was lower compared to the variation observed between 
laboratories (CVs; 12% (PFOA), 10% (PFHxS) and 15% (PFOS)). 
Compared to the original analysis in 2013–2014, the laboratory has 
moved, a different laboratory technician performed the analysis, and a 
different instrument was used. However, the extraction and analysis 
methodology were only modified slightly compared to the methodolo-
gies used in 2014. In contrast, the extraction procedure between the 
three different labs in the inter-laboratory assessment varied consider-
ably (Tables S2 and SI), possibly explaining the greater CV. 

The variation associated with re-analysis of the archived samples, 
were greater than the mean CV of the duplicates both within batches (CV 
<2.00%) and between batches (CV% <2.70%), but in line with the CV Ta
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between batch replicates. 
Knowledge of uncertainties associated with the analysis is essential 

for detecting significant differences between samples and needs to be 
considered in both the interpretation of already published studies, as 
well as when designing future studies. When designing longitudinal 
studies, the analytical uncertainty has implications for defining sam-
pling frequency (time between collection of two serum samples longi-
tudinally). Here we showed that archiving and reanalysing samples in 
the same batch, reduces the uncertainty more than two-fold. This means 
that we can determine differences between two samples more accu-
rately, which is important for elimination studies and half-life estima-
tions. Additionally, we can distinguish trends with smaller 
concentration differences, expected from samples collected within 
shorter time periods. Consequently, less data will be required to assess 

PFAS concentration trends over time and the duration of a study can be 
minimized, decreasing the temporal and financial costs. A shorter study 
can also deliver faster outcomes, especially important when assessing 
the outcomes of exposure control attempts. 

In addition to physical health effects that may be associated with 
PFAS exposure, communities affected by elevated PFAS exposure are 
also affected by physiological health effects such as elevated stress 
(Calloway et al., 2020). In such communities, it is critical to design 
intervention studies that can report results back to the community as fast 
as possible. 

While storing and reanalysing samples may not always be possible, 
understanding the uncertainties with sampling and analysis combined 
with a prior estimate of the long half-lives of the compounds investi-
gated, is critical for choosing an appropriate time interval between the 

Fig. 3. Bland Altman plot for PFOA, PFHxS and PFOS showing the percent (%) difference between the re-analysis (in 2018–2019) and original analysis (in 
2013–2014). Average difference (bias) shown as a green line and 95% limits of agreement shown by the shaded green area. The regression-line shows the relationship 
(and 95%CI) between the difference and the magnitude of concentration. (For interpretation of the references to colour in this figure legend, the reader is referred to 
the Web version of this article.) 

Fig. 2. The Coefficient of Variance (%) of PFOA (yellow), PFHxS (green) and PFOS (orange) for the measurements of variation in the current study; within batch 
variation (duplicates n = 58), between batch variation (duplicates n = 57 and replicates n = 58 × 2), inter-laboratory variation (n = 10) and the variation of the re- 
analysis of archived samples (n = 120). Where several duplicate measurements are used to represent the variation, CV% of all pairs are presented as box and 
whiskers, where whiskers present the 5–95 percentiles and the + represents the mean. (For interpretation of the references to colour in this figure legend, the reader 
is referred to the Web version of this article.) 
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sample collections. As an example, for PFHxS, with an estimated half-life 
of 8.5 years (representing a decrease of 8%/year assuming successful 
exposure control), 11 months between two sample collections would be 
enough, to be able to measure a reliable difference between two samples 
that is greater than our within-batch variation (>95th percentile of the 
CV; 5.2%). If relying on previously reported data, 2.5 years would be 
required to overcome the variability associated with our re-analysis 
(>95th percentile of the CV; 13%). 

In this study, we found the greatest analytical variation between 
laboratories. In studies that are aiming to assess differences between 
samples that are analysed at different laboratories, it may be worth 
including an interlaboratory comparison to define the specific uncer-
tainty. In such a longitudinal study, a longer time between sampling may 
be needed to be able to detect a trend with greater confidence. 

Although this study assessed the uncertainty of the analysis of PFAS 
concentrations in serum, the overall concept is applicable to any study 
assessing longitudinal trends of chemicals with long half-lives in blood. 
By defining the magnitude of difference aimed to be detected, knowing 
the expected analytical variation is crucial when deciding on the sam-
pling frequency and number of samples needed in a study to accurately 
assess trends. In regard to participants of a longitudinal exposure study, 
minimizing the number of samples required and providing timely in-
formation lowers the burden and time commitment needed from par-
ticipants. These are factors that may increase the willingness to 
participate in a study (Boyle et al., 2020; Galea and Tracy, 2007). 

4. Conclusion 

Using multi-centre analytical capacity in studies can impose a risk of 
high variance within the study data set. Thus, implementation of special 
measures is important for refining and maintaining comparability be-
tween analysis years and inter- and intra-laboratory analysis. This study 
shows that retrospective analysis of archived serum samples for PFAS 
improves precision when measuring longitudinal exposure trends. 
Consequently, such a study will require less sampling and allowing 
much faster outcomes, which is especially important when assessing the 
success of exposure control. The outcome of this study highlights the 
need to understand the uncertainties associated with longitudinal 
studies for both data interpretation and study design. By considering the 
analytical uncertainties associated with study design, the accuracy of 
PFAS exposure analysis can be improved in longitudinal epidemiological 
studies and risk assessments. 
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A B S T R A C T   

Antimicrobial resistance (AMR) remains one of the leading global health threats. This study compared antimi-
crobial resistance patterns among E. coli isolates from clinical uropathogenic Escherichia coli (UPEC) to hospital 
wastewater populations and throughout an urban wastewater treatment facility – influent, pre- and post- 
chlorinated effluents. Antibiotic susceptibility of 201 isolates were analyzed against eleven different antibi-
otics, and the presence of twelve antibiotic resistant genes and type 1 integrase were identified. AMR exhibited 
the following pattern: UPEC (46.8%) > hospital wastewater (37.8%) > urban post-chlorinated effluent (27.6%) 
> pre-chlorinated effluent (21.4%) > urban influent wastewater (13.3%). However, multi-drug resistance against 
three or more antimicrobial classes was more prevalent among hospital wastewater populations (29.7%) 
compared to other sources. E. coli from wastewaters disinfected with chlorine were significantly correlated with 
increased trimethoprim-sulfamethoxazole resistance in E. coli compared to raw and treated wastewater pop-
ulations. blaCTX-M-1 group was the most common extended spectrum beta-lactamase in E. coli from hospital 
wastewater (90%), although UPEC strains also encoded blaCTX-M-1 group (50%) and blaTEM (100%) genes. Among 
tetracycline-resistant populations, tetA and tetB were the only resistance genes identified throughout wastewater 
populations that were associated with increased phenotypic resistance. Further characterization of the E. coli 
populations identified phylogroup B2 predominating among clinical UPEC populations and correlated with the 
highest AMR, whereas the elevated rate of multi-drug resistance among hospital wastewater was mostly phy-
logroup A. Together, our findings highlight hospital wastewater as a rich source of AMR and multi-drug resistant 
bacterial populations.   

1. Introduction 

Antimicrobial resistance (AMR) poses one of the largest global public 
health threats claiming up to 700,000 deaths worldwide annually 
(WHO, 2019). A major driver of AMR is the prevalent use of antibiotics 
throughout healthcare and agriculture (Kummerer, 2009), which leads 
to increased antibiotic deposition in wastewater. This widespread anti-
biotic use contributes to selective pressure for the transfer and acquisi-
tion of antibiotic resistant genes (ARGs) (Karkman et al., 2018; Rizzo 
et al., 2013). In particular, hospital wastewater remains a hotspot of 
antibiotic resistant bacterial populations due to contaminating levels of 
sub-inhibitory concentrations of antibiotics (Verburg et al., 2019) and 

pathogenic organisms (Paulshus et al., 2019; Sib et al., 2019). In addi-
tion, wastewater, from both hospital and urban sources, contains other 
stressors such as heavy metals and biocides, which have been implicated 
in accelerated mutation rates and horizontal gene transfer (HGT) among 
bacterial populations, including Escherichia coli (Pal et al., 2015; Seiler 
and Berendonk, 2012). Thus, when hospital wastewater merges with 
municipal streams, favorable niches for the acquisition, retention, and 
transfer of ARGs are created due to the high concentration of bacteria, 
sub-inhibitory concentrations of antibiotics, and the presence of other 
stressors (i.e. heavy metals) resulting in antibiotic resistant bacterial 
populations (Karkman et al., 2018; Lorenzo et al., 2018). Importantly, 
these antibiotic resistant bacterial populations are capable of surviving 
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the wastewater treatment process and are commonly found in receiving 
bodies of water (Kappell et al., 2015; Skwor et al., 2020) where they can 
further cause recreational waterborne illnesses (Dorevitch et al., 2012; 
Graciaa et al., 2018a; Søraas et al., 2013). 

One bacterial population prevalent in wastewater is Escherichia coli, 
which is commonly used as a fecal pollution indicator in environmental 
waters (Brechet et al., 2014; Lenart-Boron et al., 2020). Due to an 
abundance of genetic diversity, E. coli populations can be phylogeneti-
cally clustered into phylogroups partially coincide different ecological 
niches and propensities to cause disease. For example, commensal 
populations residing in a symbiotic relationship in warm-blooded ani-
mals are typically comprised of phylogroup A (Stoppe et al., 2017), 
whereby other phylogroups can cause clinical manifestations ranging 
from mild gastroenteritis to life-threatening sepsis caused by extra-
intestinal pathogenic E. coli (ExPEC) (Jang et al., 2017). Most ExPEC 
strains belong to phylogroups B2 and D, whereby intestinal pathogenic 
strains typically belong to phylogroups B1, D or A (Sarowska et al., 
2019). Phylogrouping E. coli populations in wastewater allows for 
improved understanding of the bacterial source and can further predict 
linkages between source and resistance patterns. 

Coliforms, such as E. coli, are prevalent in both warm-blooded ani-
mals, including humans, and the environment and can be used in AMR 
monitoring programs to assess antibiotic resistance patterns (Schrijver 
et al., 2018; Stelling et al., 2005). One rationale for the use of E. coli to 
monitor resistance is its identification as both a major donor and 
recipient of ARGs mediated through horizontal gene transfer (Young, 
1993). Thus, assessing the antimicrobial resistance profiles of E. coli 
populations allows comparison between sources to aid in identifying 
potential hot spots of antibiotic resistance acquisition, like hospital and 
urban wastewater. Identifying these resistance profiles also aids in 
determining if clinical resistance patterns survive throughout the 
wastewater process which can lead to environmental release of resistant 
bacteria into receiving aquatic ecosystems. Given that heterogeneity of 
resistance patterns globally are influenced by geographic region and the 
Human Development Index (Hendriksen et al., 2019a), it is critical to 
identify AMR patterns within connected sites. To address this, our study 
compared AMR profiles among clinical uropathogenic E. coli (UPEC), 
hospital wastewater, and throughout different stages of wastewater 
treatment plant in an urban city. We also compared phylogroups to 
resistance profiles to identify a potential common source for the resis-
tant populations. 

2. Material and methods 

2.1. Isolation of E. coli strains 

Wastewater samples were acquired weekly for three straight weeks 
(October 5th, 12th, and 18th) from Jones Island Water Reclamation 
Facility (Supplemental Figure 1; Milwaukee, WI, USA: 43.02044, 
− 87.89905) and two continuous weeks from two separate outflow lo-
cations (October 2nd and 11th) at the Medical College of Wisconsin 
(Supplemental Figure 1; Milwaukee, WI, USA: 43.04355, − 88.02139) in 
October 2018 by plant technicians. Water samples were immediately 
placed on ice until further processed in the laboratory; all water samples 
were processed within 8 h of collection. To acquire E. coli isolates, 
various dilutions and volumes of water were passed over a 0.45 μm filter 
and placed on modified mTEC (Hardy Diagnostics, Santa Maria, CA, 
USA) agar to acquire red or magenta colored E. coli isolates following the 
Environmental Protection Agency Method 1603 (EPA, 2014). More 
specifically, 5–20 mL of raw or 1:10 diluted hospital wastewater, 5–50 
mL of raw or 1:10–1:1000 diluted urban wastewater influent, and 
20–300 mL of raw urban wastewater pre-chlorinated effluent and 
post-chlorinated effluent were filtered for E. coli colonies. Five to ten 
colonies were selected at random from each source per date and further 
isolated using a four-quadrant streak over TSA to ensure isolation. From 
these plates, a total of 124 isolates were acquired from hospital 

wastewater (n = 37), as well as urban wastewater influents (n = 30), 
pre-chlorinated (n = 28) and post-chlorinated effluents (POC; n = 29). 

Uropathogenic E. coli (UPEC) patient isolates were obtained from the 
hospital used for wastewater samples. Briefly, urine specimens were 
inoculated onto 5% sheep blood and MacConkey agar with subsequent 
incubation for 18–24 h at 35 ◦C in ambient air. Presumptive E. coli 
colonies were further isolated by sub-culturing onto sheep blood agar 
plates if needed and confirmed as E. coli using MALDI-TOF mass spec-
trometry (Bruker, Bremen, Germany) following a spot extraction 
method used for the identification of aerobic bacterial isolates. The 
suspected colonies were applied to a stainless-steel target chip (Bruker) 
with the sample spot overlaid with 70% formic acid to extract the pro-
teins. Once dry, a matrix solution was applied to the sample spot and 
allowed to again dry, resulting in a homogeneous mixture of sample and 
matrix crystals. This target chip was then placed inside the MALDI-TOF 
for analysis. The protein spectrum detected by the analyzer was then 
compared to the Bruker MTB Compass Library (Revision E, 7854 MSP) 
to determine the identification. Frozen glycerol stocks were made of all 
cultures for further analysis. 

2.2. Determining antibiotic susceptibility 

Kirby-Bauer disk diffusion assay were used to examine antibiotic 
resistance of wastewater isolates. Briefly, overnight cultures were 
diluted to obtain a 0.5 McFarland standard in phosphate buffered saline 
(PBS). Isolates from wastewater samples were then cultured on to 
Mueller Hinton plates (BD Biosciences, San Jose, CA, USA) and stamped 
with the following eleven antibiotic disks (BD Biosciences) from seven 
different antibiotic classes (Magiorakos et al., 2012): chloramphenicol 
(30 mcg) – phenicol class; sulfamethoxazole-trimethoprim (SXT; 
23.75/1.25 mcg) – folate pathways inhibitors class; ciprofloxacin (5 
mcg) – fluoroquinolone class; gentamicin (10 mcg) – aminoglycosides 
class; tetracycline (30 mcg) – tetracyclines class; ceftriaxone (30mcg), 
cefotaxime (30 mcg), and ceftazidime (30 mcg) – extended-spectrum 
cephalosporins class; meropenem (10 mcg), imipenem (10 mcg), and 
ertapenem (10 mcg) – carbapenem class. After an 18–24h incubation at 
35 ◦C, zones of inhibition were measured, and antibiotic susceptibility 
determined following the Clinical and Laboratory Standards Institute 
(CLSI) susceptibility standards (CLSI, 2015b). UPEC isolate susceptibil-
ity was determined using minimum inhibitory concentration (MIC) 
methods following CLSI protocol (CLSI, 2015a). MIC results and the 
detection of resistance markers were identified by the BD Phoenix sus-
ceptibility system which utilizes self-inoculating panels and doubling 
dilutions to determine susceptibility. The Phoenix system is interfaced 
with the BD EpiCenter System V6.41 where CLSI guidelines and 
customized rules were implemented to determine the SIR interpretations 
from the MIC results given from the Phoenix. Isolates exhibiting inter-
mediate levels of resistance were categorized with susceptible pop-
ulations. Multi-drug resistance (MDR) was determined by any isolate 
demonstrating resistance to three or more classes of antibiotics (Magi-
orakos et al., 2012) and MAR index was calculated by the number of 
resistant phenotypes against different antibiotic classes divided by the 
seven (the total number of antibiotic classes). 

2.3. Phylotyping 

E. coli populations were characterized by their phylogenetic group 
using the revised Clermont phylotyping method (Clermont et al., 2013). 
Briefly, multiplex PCR was used to amplify the following targets: chuA 
(288bp), yjaA (211bp), TspE4.C2 (152bp) and arpA (400). Further 
characterization of phylogroups C (trp), D, E (arpAgpE), and clades were 
performed using additional sets of primers (Supplemental Table 1). If an 
isolate displayed a genotype that did not match a phylogroup, they were 
listed as unknown. 
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2.4. Determination of ARGs 

Bacterial genomic DNA was isolated using Promega Genomic DNA 
Purification kit. DNA was amplified using 2x GoTaq Green PCR Master 
Mix (Promega Corp., Madison, WI, USA) and 0.1 μM of ARG primers 
(Supplemental Table 1). TetA and tetB PCR reactions were amplified 
using the following protocol: initial denaturation at 95 ◦C for 60 s, fol-
lowed by 30 cycles at 96 ◦C for 30s, 60 ◦C for 30 s, and 72 ◦C for 30 s, and 
a final elongation at 72 ◦C for 10 min. TetC, E, M, O, and Int1 PCR re-
actions followed a similar PCR protocol except the annealing tempera-
ture was 55 ◦C for 30 s, and TetD had an annealing of 57 ◦C. CTX-M, SHV, 
TEM, and sul1 PCR reactions were amplified using the following pro-
tocol: initial denaturation at 95 ◦C for 5 min, followed by 35 cycles at 
94◦c for 30 s, 60 ◦C for 30 s, and 72 ◦C for 2 min, and a final elongation at 
72 ◦C for 7 min Sul1 PCR reactions followed similar PCR protocol except 
the annealing temperature was 55.6 ◦C for 30 s. PCR products were 
analyzed using agarose gel electrophoresis. 

2.5. MIC to determine the level of antibiotic resistance 

To assess the correlation of ARGs with the level of resistance, MICs 
were further determined following a previous method (Baron et al., 
2017). Briefly, overnight cultures were diluted in PBS to make a 0.5 
McFarland standard. 96-well microplates were prepared with 50 mcl of 
serial two-fold antibiotic dilutions: tetracycline (4–256 mcg/mL) or 
ceftazidime (7.8–500 mcg/mL). Bacterial isolates were further diluted 
1:100 in Mueller-Hinton broth and 50 mcl added to the appropriate 
wells. MIC value was determined by identifying the well with the lowest 
antibiotic concentration without turbidity after 18–24 h. 

2.6. Plasmid isolation and transformation 

Overnight antibiotic resistant E. coli cultures were grown in tryptic 
soy broth. Isolation of plasmids was performed using Zymo Research 
mini prep kit (Zymo Research, Irvine, CA, USA) following manufac-
turer’s instructions. Plasmids were characterized via electrophoresis 
using a 0.7% agarose gel at 80 V for 3 h. The gel was subsequently 
stained with ethidium bromide and banding patterns analyzed with UV 
transillumination. Kodak software was used to determine nucleotide 
sizes of plasmids. 

Transformation experiments were performed with E. cloni® 10G 
chemically competent cells (Lucigen, Middleton, WI, USA). Briefly, 5 
mcl of plasmid DNA was combined with 40 mcl of competent cells and 
incubated on ice for 30 min. Heat shock was performed for 90 s at 42 ◦C 
followed by 1 h incubation at 37 ◦C at 175 rpm. The reaction was plated 
on tetracycline or cefotaxime-containing plates based on the initial 
susceptibility and incubated overnight at 37 ◦C. Plasmids were isolated 
as discussed above and transformants further tested for antibiotic sus-
ceptibility by Kirby-Bauer disk diffusion assay and interpreted according 
to CLSI susceptibility standards. 

2.7. Statistical analysis 

Comparison of antibiotic susceptibility between water sources, as 
well as among phylogroups, were performed using a one-way ANOVA 
followed by a Tukey’s post-hoc test using GraphPad Prism version 9.1.0 
(GraphPad Software, San Diego, CA, USA). Differences among antibiotic 
susceptibility rates between different water sources was analyzed using 
a two-tailed Fisher’s exact test. PERMANOVA was performed on the 
phylotype and antibiotic resistance phenotype of each of the isolates to 
assess E. coli populations variation from different sources. 

3. Results 

3.1. Comparing antimicrobial resistance of E. coli UPEC, and isolates 
from hospital and urban wastewater 

To aid in assessing the health risk associated with wastewater, we 
compared antibiotic resistance patterns among UPEC isolates (n = 77) to 
both hospital (n = 37) and combined (both stormwater runoff and 
sanitary sewage) urban wastewater (n = 30) E. coli isolates. All isolates 
were acquired from the Milwaukee, WI metropolitan area (population of 
1,572,245). Total E. coli colonies acquired from hospital wastewater 
over the period of the study ranged from 4.0 x 101–5.5 x 105 CFU/100 ml 
compared to urban influent 4.0 x 103–7.6 x 107 CFU/100 ml. AMR was 
most prevalent among UPEC strains, followed by hospital wastewater; 
combined urban influent had the lowest AMR (Table 1: 46.8% vs 37.8% 
vs 13.3%; P < 0.01). Interestingly, when analyzing resistance to multiple 
antibiotics, hospital wastewater exhibited the highest MDR prevalence 
(29.7%) and multiple antibiotic resistance (MAR) index (0.22) 
compared to UPEC populations (Table 1: 6.5% and 0.102 respectively; P 
= 0.001 and P < 0.05) followed by urban influent isolates (Table 1: 0% 
and 0.029 respectively; P < 0.001 and P < 0.005). Importantly, we 
observed that only the hospital wastewater contained isolates with 
resistance to five of seven different antibiotic classes (Fig. 1: 24%). When 
comparing resistance patterns between UPEC strains and hospital 
wastewater sources, isolates from hospital wastewater were signifi-
cantly more resistant to SXT, gentamicin, ceftazidime, and ceftriaxone 
(Table 1, P < 0.05). For six of eleven antibiotics tested, hospital 
wastewater exhibited greater resistance to SXT, gentamicin, ciproflox-
acin, ceftriaxone, ceftazidime, and cefotaxime compared to urban 
wastewater influents (Table 1, P < 0.05). No hospital or urban waste-
water isolates demonstrated resistance to carbapenems, although one 
UPEC isolate was resistant to ertapenem (Table 1). In contrast to other 
antibiotic patterns, tetracycline resistance was a common phenotype 
among UPEC, hospital, and urban wastewater populations (Table 1: 
18.2%–32.4% to 13.3% respectively), although UPEC and hospital 
wastewater isolates exhibited resistance to higher concentrations 
(Fig. 2A). 

Table 1 
Prevalence of resistance in hospital wastewater compared to urban wastewater 
influents.  

Resistance % (n) 

Antibiotic UPEC 
(77) 

Hospital 
WW (37) 

WW 
Influent 
(30) 

WW 
Effluent 
(28) 

WW POC 
Effluent (29) 

CHL 1.3 (1) 2.7 (1) 6.7 (2) 3.6 (1) 0 
SXT 15.6 

(12) 
35.1 (13) 0 3.6 (1) 24.1 (7) 

GEN 5.2 (4) 29.7 (11) 0 3.6 (1) 0 
CIP 26.0 

(20) 
29.7 (11) 0 3.6 (1) 0 

TET 18.2 
(14) 

32.4 (12) 13.3 (4) 17.9 (5) 13.8 (4) 

CRO 3.9 (3) 24.3 (9) 0 3.6 (1) 3.4 (1) 
CAZ 1.3 (1) 16.2 (6) 0 3.6 (1) 3.4 (1) 
ETP 1.3 (1) 0 0 0 3.4 (1) 

AMR 46.8 
(36)a 

37.8 (14) 13.3 (4) 21.4 (6) 27.6 (8) 

MDR 6.5 (5) 29.7 (11)b 0.0 (0) 3.6 (1) 0.0 (0) 
MAR 

Index 
0.102 0.220b 0.029 0.050 0.059 

CHL: chloramphenicol; SXT: trimethoprim/sulfamethoxazole; GEN: gentamicin; 
CIP: ciprofloxacin; TET: tetracycline; CRO: ceftriaxone; CAZ: ceftazidime; ETP: 
ertapenem; AMR: antimicrobial resistance; MDR: multi-drug resistance; MAR: 
multiple antibiotic resistance; UPEC: uropathogenic E. coli; WW: wastewater; 
Influent: combined urban stormwater and sanitary wastewater; Effluent: pre- 
chlorinated; POC: post-chlorinated; a P < 0.05 compared to WW influent; b P 
< 0.05 compared to all other water sources. 
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3.2. Prevalence of antibiotic resistance throughout the urban wastewater 
treatment process 

Wastewater treatment plants typically focus on reducing the overall 
levels of microbial populations to minimize health risk as assessed by 
fecal indicators, like E. coli. Some wastewater reclamation facilities 
utilize additional disinfection steps through chlorination or ultraviolet 
light to further reduce bacterial loads. In this study, we assessed anti-
biotic susceptibility levels at different treatment stages – influent; pre- 
chlorinated effluents (water has passed through the primary and sec-
ondary treatment); post-chlorinated effluents (final treated water 

entering recipient aquatic reservoir). Initially, the untreated combined 
urban influent contained a mean of 1.49x107 ± 2.11 x 107 CFU/100 ml 
of E. coli, which was reduced, on average, by over five logs to 6.33x101 ±

8.66 x 101 CFUs/100 ml at the pre-chlorinated effluent stage. Following 
chlorine disinfection, the E. coli abundance was reduced an additional 
86.3% to 8.64 ± 9.41 CFUs/100 ml (data not shown). To identify the 
potential impact wastewater treatment has on the development of 
antibiotic resistance, the prevalence of antibiotic resistance among 
E. coli populations was determined from different stages of the treatment 
process: influent (30 isolates), pre-chlorinated (28 isolates) and post- 
chlorinated effluents (29 isolates). There were minimal differences 

Fig. 1. Prevalence of antibiotic resistance among E. coli isolates. Each isolate was tested against seven different classes of antibiotics from five different en-
vironments: UPEC (n = 77), hospital WW (n = 37), urban influent WW (n = 30), pre-chlorinated effluent WW (n = 28), and POC WW (n = 29). Pie charts represent 
the prevalence of isolates in each source exhibiting resistance to different number of antibiotic classes represented by various colors (0–5). WW: wastewater; POC: 
post-chlorinated. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 2. Tetracycline resistance among E. coli populations. A) The MIC was performed among all E. coli tetracycline resistant isolates. Data illustrates the per-
centage of isolates with varying degrees of resistance in each class. B) Out of seven different tetracycline genes, only three were detected amongst the E. coli isolates. 
The prevalence of ARGs was determined amongst tetracycline resistant populations. The number of isolates resistant in each class is provided in parentheses. C) 
Illustrates the tetracycline MIC values according to genotype. Clinical UPEC (n = 14), hospital WW (n = 13), influent WW (n = 4), pre-chlorinated WW (n = 5), and 
POC WW (n = 4). WW: wastewater. 
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among antibiotic resistance patterns of E. coli throughout the treatment 
process for most antibiotics; however, there was a 7-fold increase of SXT 
resistance after chlorination (Table 1: Influent 0%, Effluent 3.6%, POC 
24.1%; P < 0.05), which appeared to be plasmid-mediated (Table 2 and 
Supplemental Figure 4). All combined urban wastewater E. coli isolates 
were susceptible to carbapenems (Table 1), although 3% of both pre- 
and post-chlorinated effluent populations displayed resistance to third- 
generation cephalosporins (Table 1 and Supplemental Table 2). Unlike 
the hospital isolates, multidrug resistance was only found in 1.1% of the 
total isolates throughout the urban wastewater samples (Fig. 1 and 
Table 1). 

Considering the high prevalence of tetracycline resistance 
throughout wastewater sources, we next analyzed if there was a differ-
ence in the level of resistance to this antibiotic. Prevalence of tetracy-
cline resistance (≥128 mcg/ml) continually increased throughout the 
wastewater treatment process with the highest resistance levels (100%) 
apparent in post-chlorinated effluents (Fig. 2A: influent 33% and pre- 
chlorinated effluent 80%). 

3.3. ARG association with resistance phenotypes 

After determining the resistant phenotypes, we identified the asso-
ciated ARGs to assess if UPEC ARGs were the predominant molecular 
mechanism associated with resistance among wastewater populations. 
The most common resistance phenotype was tetracycline with all 
wastewater sources exhibiting greater than 13% resistance. Of seven 
different tet genes tested, tetA and tetB were the predominant ARGs 
among resistant isolates, although only UPEC populations encoded tetE 
as well (Fig. 2B and Supplemental Figure 2). TetA positive isolates were 
more common among hospital wastewater and UPEC isolates than urban 
wastewater populations (Fig. 2B: 69.2% vs 71.4% vs 15.3% respec-
tively). Almost all hospital wastewater isolates carried tetB (Fig. 2B: 
92.3%), which was associated with a high-degree of tetracycline resis-
tance (Fig. 2C: ≥ 256 mcg/ml). In addition, the co-occurrence of both 
tetA and tetB exhibited the strongest resistance to tetracycline (Fig. 2C). 
Similar to resistance to SXT, resistance to tetracycline also appeared 
plasmid-mediated (Table 2 and Supplemental Figure 4). 

Resistance to trimethoprim and sulfonamides was primarily associ-
ated with sul1 and sul2. All UPEC and hospital wastewater populations 
carried both sul1 and sul2 (Supplemental Table 2 and Supplement 
Figure 2). SXT resistance increased after chlorine disinfection of the 
wastewater treatment process with 24.1% of isolates exhibiting resis-
tance and the majority of isolates encoding sul1 and/or sul2 

(Supplemental Figure 2: 86% vs. 57%), though only 43% had both ARG 
genes (Supplemental Table 2 and data not shown). 

Among ESBL-carrying isolates, TEM was only identified among UPEC 
strains (Suppl. Figure 1: 100%). Hospital wastewater and pre- 
chlorinated effluent isolates all carried CTX-M-15/23 (Supplemental 
Figure 2 and data not shown). Among the eleven wastewater ESBL- 
isolates, CTX-M positive strains were more resistant than the non-CTX- 
M strain (Supplemental Figure 3). Resistance to third-generation ceph-
alosporins was at least partially mediated through ESBLs encoded on 
plasmids (Table 2 and Supplemental Figure 4). 

Class 1 integrons can contain and express resistant gene cassettes and 
are found on mobile genetic elements, like transposons or plasmids, 
aiding the widespread dissemination of ARGs (Deng et al., 2015). They 
are commonly found in Gram-negative bacterial populations, especially 
clinical strains (Deng et al., 2015). Among our samples, we identified a 
higher prevalence of class 1 integrases among UPEC (99%) and hospital 
wastewater (84%) AMR E. coli isolates compared to urban influents 
(0%), pre- (40%) and post-chlorinated effluents (33%) (Supplemental 
Figure 3). Molecular characterization of the variable regions of class 1 
integrons identified the majority of hospital WW isolates encoded 
dihydrofolate reductase dfrA17, aminoglycoside modifying enzymes 
aadA5, aac(3)-Ib, and ant(3’)-IIB (Supplemental Table 2), whereby more 
diversity was evident among isolates throughout the WW treatment 
process (Supplemental Table 2). 

3.4. Phylogrouping E. coli populations from different water sources 

The E. coli sensu stricto population is genetically quite diverse but can 
be categorized into seven main phylogroups (Clermont et al., 2013). 
These genetic substructures are not random and suggest a common 
bacterial host or geographical origin. In our study, phylotyping was 
performed to aid in assessing the potential source of E. coli in each 
sample type (Fig. 3), as well as to determine a potential correlation with 
various antibiotic resistant phenotypes or ARGs. Amongst UPEC strains, 
phylogroup B2 (72.7%) predominated, whereas phylogroup A (62.9%) 
and B2 (17.1%) were more common amongst hospital wastewater 
populations. This polarization contrasts with the heterogeneity in water 
sources within the wastewater treatment facility. Urban influents were 
populated with phylogroups E (28.6%), B1 and B2 (21.4% each), and A 
(14.3%), whereby the majority of treated pre-chlorinated effluents were 
unknown (34.5%) or A (26.9%) and B1 (21.1%). Post-chlorinated E. coli 
populations were more similar to urban influent with phylogroups E 
(42.9%), B2 (21.4%) and B1 (17.9%) comprising the majority. 

Table 2 
Resistant profiles associated with plasmids. 
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Considering phylogroups of E. coli are associated with similar ori-
gins, we next analyzed their association with antimicrobial susceptibil-
ity patterns. All phylogroup D strains exhibited AMR, which was 
significantly higher than both phylogroups B1 and E (Fig. 4A, P < 0.05 
and 0.005 respectively). However, when comparing the mean MAR 
indices of each phylotype population, phylotype A strains had signifi-
cantly higher MAR indices than both phylotype B2 and E (Fig. 4B, P <
0.05 and 0.005 respectively). Considering the chlorinated effluent is 
entering the environment, it is notable that phylogroup B2 had the 
highest AMR rate compared to other phylogroups within this water 
source (B2: 67%; A: 33%; B1: 0%; E: 25%, data not shown). Further 
analyses of phylotypes and antibiotic resistance phenotypes together 
identified UPEC and hospital wastewater communities as significantly 
different from each other and most wastewater sources (Supplemental 
Table 3, P < 0.05). However, there was not a significant difference 
among E. coli populations from within the various stages of treatment (e. 

g. influent, pre- and post-chlorinated effluents). 

4. Discussion 

AMR is a leading public health concern and both municipal and 
hospital wastewaters have been identified as point sources of ARGs and 
AMR bacterial contaminants to the recipient aquatic environments. 
Global metagenomics analysis of wastewater has not only highlighted 
the diversity of ARGs associated with AMR, but also highlighted the 
variability between geographical regions, dependent on the Human 
Development Index (Hendriksen et al., 2019b). Additionally, the gut 
microbiomes of urban industrialized populations exhibit elevated HGT 
frequencies, including for ARGs (Groussin et al., 2021). Thus, there is an 
urgent need to perform antimicrobial susceptibility testing within 
defined geographic regions to better understand how ARGs are spread 
within urban communities, therefore highlighting the importance of this 
study. The novelty of our study is that it compared antibiotic resistant 
profiles of E. coli in directionally connected sites from clinical to hospital 
wastewater and throughout the wastewater process into the environ-
ment. We identified the highest prevalence of AMR in E. coli in the 
following order: Clinical UPEC > hospital wastewater > post--
chlorinated effluents > pre-chlorinated effluents > urban wastewater 
influents, although, MDR and MAR index were higher in hospital 
wastewater populations compared to all other water sources. 

The UPEC population in our study had the highest prevalence of 
AMR including clinically important classes of antibiotics, like fluo-
roquinolones, third-generation cephalosporins, aminoglycosides, and 
last resort antibiotics like carbapenems. Globally, AMR continues to 
pose significant health risks amongst both nosocomial and community- 
acquired infections. Both SXT and fluoroquinolones are commonly 
prescribed antibiotics for community-acquired urinary tract infections 
caused by UPEC (Yelin et al., 2019). From 1999 to 2017, Yamaji et al. 
identified minimal changes in SXT resistance (16.9–17.1%); however, 
ciprofloxacin resistance significantly increased from 0.9 to 5.1% in the 
United States (Yamaji et al., 2018). Our findings support the moderate 
level of SXT resistance (15.6%), although we observed a sharp increase 
in resistance to ciprofloxacin (26%) in comparison to previous reports. 
Considering nosocomial and community acquired urinary tract in-
fections (UTI) are the most common healthcare-acquired and outpatient 
infections in the United States (Medina and Castillo-Pino, 2019), the 

Fig. 3. Phylotyping of E. coli isolates from various sources. Phylogroups 
were determined from isolates in each class: Clinical UPEC (n = 77), hospital 
WW (n = 35), influent WW (n = 28), effluent WW (n = 26), and post- 
chlorinated effluent WW (n = 28). UPEC: uropathogenic E. coli; WW: waste-
water; POC: post-chlorinated effluent. 

Fig. 4. Comparing antibiotic resistance between phylogroups. Data represent the mean AMR (A) and MAR index (B) among isolates within each phylogroup ±
standard deviation for MAR index. The number of isolates in each phylogroup are as follows: A (n = 37), B1 (n = 25), B2 (n = 76), C (n = 7), D (n = 5), E (n = 27); *P 
< 0.05; **P < 0.005. 
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increased prevalence of AMR among UTIs (Simmering et al., 2017) 
contributes a significant impact on public health. Furthermore, our 
findings and others of ESBL- and carbapenemase-producing UPEC along 
with multi-drug resistant populations present serious challenges to 
healthcare (Mughini-Gras et al., 2019; Yelin et al., 2019). 

AMR bacteria entering wastewater not only can act as a reservoir of 
ARGs but also can mutate or acquire more ARGs. Importantly, UPEC 
strains are capable of surviving wastewater treatment processes 
including chlorination (Anastasi et al., 2010). Indeed, 10% of 
chlorine-tolerant E. coli strains isolated from wastewater effluents con-
tained at least two UPEC-related virulence genes (Zhi et al., 2020). 
Similarly to the report that the B2 phylotype predominates among UPEC 
strains (Yazdanpour et al., 2020), our findings demonstrates a nearly 
three-fold increase in B2 phylotype between wastewater pre- and 
post-chlorinated wastewater supports the alarming resilience of this 
E. coli population. Additionally, the MAR index and AMR rates were 
comparable between UPEC and post-chlorinated phylotype B2 
populations. 

Hospital wastewater provides a reservoir of antibiotic residues, ARGs 
and multi-drug resistant microbial populations, including pathogenic 
species (Kaur et al., 2020). Our study found E. coli isolates from hospital 
wastewater with the greatest prevalence of resistance to five of seven 
different antibiotic classes and over four-fold higher levels of MDR than 
any other tested microbial source. MAR index were 7.6 -fold higher in 
hospital wastewater compared to urban wastewater as well. Our find-
ings correspond with other studies recognizing elevated resistance 
among hospital wastewater compared to raw urban influent (Kwak 
et al., 2015). The majority of the hospital wastewater strains were 
phylogroup A, which predominantly is associated with human com-
mensals (Stoppe et al., 2017). Our data supports previous studies 
exhibiting increased prevalence of blaCTX-M ESBL-producing E. coli 
(Korzeniewska et al., 2013) among hospital wastewater isolates 
compared to urban wastewater (Paulshus et al., 2019). Multi-drug 
resistant patterns of ceftazidime-resistant hospital wastewater isolates 
were similar to other studies where they also co-occurred with genta-
micin and ciprofloxacin resistance (Calhau et al., 2014), though our 
isolates were also co-resistant to tetracycline and SXT. These resistant 
populations comprise a more biochemically diverse population than 
susceptible populations (Kwak et al., 2015). Hospital wastewater re-
mains a hot spot of multi-drug resistance with its origin deriving from 
patient populations, as well as within biofilms residing in shower heads, 
medical devices, plumbing systems and other surfaces (Sib et al., 2019; 
Soto-Giron et al., 2016). 

In contrast to the high level of AMR and MDR among hospital 
wastewater isolates, E. coli from the urban wastewater treatment process 
exhibited antimicrobial susceptibility to most therapeutics except a 
consistent low-level resistance to tetracycline (13–18%). This finding 
might be explained with the high dilution rate of hospital wastewater 
into urban influent wastewater (Raven et al., 2019). Once inside the 
treatment facility, naturalized wastewater strains predominate (Zhi 
et al., 2019). Minimal differences in susceptibility patterns were 
observed among E. coli populations inside wastewater treatment path-
ways, except SXT resistance which peaked in post-chlorinated pop-
ulations. One explanation for the low-level variation throughout the 
wastewater process is due to the smaller sample size (~30 isolates per 
source). The increase in SXT resistance in sewage E. coli populations is in 
agreement with others which identified it specifically among phyloge-
netic group A (Boczek et al., 2007). Our study found 57% of SXT resis-
tant post-chlorinated effluent populations were phylogroup B2 with 
only 14% comprised of phylogroup A. Potential reasons for the rise in 
SXT resistance could be correlated with the increased resilience of the B2 
phylogroup to chlorination. Although wastewater treatment processes 
remove greater than 99.99% of E. coli populations, UPEC strains appear 
more adapted to wastewater environments surviving throughout even 
chlorine disinfection (Anastasi et al., 2010; Zhi et al., 2020). The sur-
viving population appears to be among a less diverse phylogenetic 

group, unlike E. coli populations that remain post-disinfection with ul-
traviolet light (Anastasi et al., 2013). Another explanation for the 
increased SXT-resistance in post-chlorination effluents is an increased 
rate of HGT. Among wastewater bacterial populations, 
particle-attachment is associated with increased prevalence of sul1 and 
sul2 genes (Lorenzo et al., 2018). This close proximity for extended 
periods favors conjugation as the HGT mechanism, which was further 
supported by the plasmid-mediated resistance and high prevalence of 
sul1 and sul2 among post-chlorinated isolates observed in our study. 
Furthermore, sul1 is commonly found on the 3′-conserved segment of 
class 1 integrons (Engelstädter et al., 2016), which are linked to mobile 
genetic elements. Our findings support previous reports of class 1 inte-
grons residing predominantly in clinical isolates (Deng et al., 2015) and 
presence in treated wastewater (Kotlarska et al., 2015), thus increasing 
its abundance in anthropogenic-impacted aquatic reservoirs (Koczura 
et al., 2016). Additionally, chlorine disinfection can damage 
cell-membranes releasing their genomic DNA. Together, the extracel-
lular DNA in proximity with chlorine-damaged cells, heavy metal 
exposure, and elevated oxidative stress can provide ideal environments 
for increased cell permeability of ARGs (Jin et al., 2020) supporting 
natural transformation as another mechanism of HGT. Indeed, mercury 
concentrations have correlated positively with resistance to both tetra-
cycline and SXT (Ferreira da Silva et al., 2007). Resistance to tetracy-
cline and SXT were the most prevalent form of antibiotic resistance in 
our study and co-existed on the same plasmid. The continual presence of 
sub-inhibitory SXT concentrations in wastewater (Lorenzo et al., 2018; 
Nelson et al., 2011) provides fitness benefits for the retention and 
acquisition of these genes. 

Wastewater is a point source of antimicrobial populations and ARGs 
with its release into the environment. In a different study, we found that 
E. coli from urban waterways impacted by wastewater showed a greater 
incidence of resistance to higher numbers of antibiotics compared to the 
human derived isolates (Kappell et al., 2015). The One Health approach 
recognizes the interconnectedness of humans, animals, and the envi-
ronment. Our previous work also compared the AMR of E. coli sourced 
from these three environments and identified a greater similarity among 
manure and environmental populations than clinical (Beattie et al., 
2020a). The current study focused on the impact of anthropogenic ac-
tivity on the environment considering we characterized hospital and 
urban wastewater E. coli populations entering the aquatic environment 
(e.g. post-chlorinated effluents). These populations can become part of 
recreational surface water and sediments (Beattie et al., 2020b; 
Chávez-Díaz et al., 2020; Kappell et al., 2015), as well as beaches 
(Beversdorf et al., 2007; Shrestha et al., 2020) where they comprise even 
higher concentrations than nearshore waters (Palmer et al., 2020). 
Swimming in recreational freshwater containing E. coli has been linked 
to increased risk in acquiring AMR bacteria, including ESBL-producers 
(Søraas et al., 2013), UTIs (Soraas et al., 2013), as well as Shiga-toxin 
producing E. coli outbreaks (Graciaa et al., 2018b; Vanden Esschert 
et al., 2020). Once in surface water, they can continue to circulate 
through the ecosystem through aerosolized droplets (Salazar et al., 
2020) and birds (Bueno et al., 2020). 

5. Conclusions 

This study analyzed antimicrobial resistance patterns from direc-
tionally connected sites from clinical strains (UPEC) to hospital waste-
water through an urban wastewater treatment processes concluding 
with the final effluent entering the recipient aquatic ecosystem. Our 
findings identify hospital wastewater effluent E. coli populations with 
the highest MDR patterns, as well as encoding similar ARGs and int1 
compared to UPEC populations. The highest prevalence of AMR existed 
within UPEC populations that are predominately characterized as phy-
logroup B2. This phylotype was enriched among post-chlorinated ef-
fluents and contained similarly high-levels of AMR contributing to the 
potential health risk associated with wastewater effluents entering the 
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recipient aquatic environments. Longitudinal studies utilizing quanti-
tative microbiological risk assessment tools (Derx et al., 2016) are 
needed to track resistance patterns and ARGs throughout connected sites 
to help indicate the origin posing the greatest public health impact.050. 
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Are carbon water filters safe for private wells? Evaluating the occurrence of 
microbial indicator organisms in private well water treated by point-of-use 
activated carbon block filters 
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A B S T R A C T   

Point-of-use (POU) water treatment is highly relevant to private well users vulnerable to chemical contamina-
tion, but uncertainty remains around the effects of activated carbon based POU devices on the microbial quality 
of the treated water. In this study, under-sink activated carbon block water filters were installed in 17 homes 
relying on private well water in North Carolina. The influent and effluent water in each home was evaluated for 
bacterial and viral microbial indicator organisms monthly for five months. Multiple logistic regression was used 
to identify water quality and water usage variables that were significant predictors of each indicator organism 
occurring in the filter effluent. The odds of total coliforms occurring in the effluent decreased by 84% with each 
1-log10 increase in the influent HPC (p < 0.05), suggesting a protective effect by native heterotrophic bacteria, 
but increased by over 50 times with low cumulative water use (p < 0.05). The filters were not protective against 
coliphages in the influent and viral shedding may occur after periods of increased virus concentrations in the raw 
well water. Specific bacteria were also found to increase in the effluent, causing a shift in the bacterial com-
munity composition, although potential opportunistic pathogens were detected in both the influent and the 
effluent. Overall, under normal conditions of use, the filters tested in this study did not represent a significant 
additional risk for well users beyond the existing exposures from undisinfected well water alone.   

1. Introduction 

Private wells serve the domestic water needs of 42.5 million U.S. 
(Dieter et al., 2018) and over 4 million Canadian (Statistics Canada, 
2017) residents. These wells are vulnerable to a range of chemical and 
microbial contaminants (DeSimone et al., 2009; Lesage, 2005), but 
neither the U.S. nor Canada has federal drinking water standards or 
monitoring and treatment requirements for private well water. Thus, 
ensuring and maintaining safe drinking water quality is the re-
sponsibility of individual well owners. In this situation, private well 
users may turn to activated carbon point-of-use (AC-POU) water treat-
ment devices as a potential solution. Many consumer AC-POU treatment 
products advertise the removal of dozens of chemical contaminants, 

such as lead, volatile organic compounds, and perfluoroalkyl substances, 
and public information sheets provided by the U.S. Environmental 
Protection Agency (USEPA) and the National Ground Water Association 
recommend AC-POU filters as a possible treatment option for well users 
addressing chemical contaminants (NGWA, 2017; USEPA, 2009, 2002). 
Previous studies have also been dedicated to testing AC-POU devices to 
remove chemical contaminants from well water (Mulhern and Mac-
Donald Gibson, 2020; Tomlinson et al., 2019). 

AC-POU filters are not designed to removed microbial contaminants, 
however. Despite their widespread use, the USEPA and World Health 
Organization recommend that AC-POU filters should not be used with 
water of poor or unknown microbiological quality (USEPA, 2006; WHO, 
2003), which includes many private wells. In a survey of 400 domestic 
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wells across the U.S., 34% were contaminated with total coliforms, a 
group of bacteria that can indicate potential contamination from human 
or animal waste (DeSimone et al., 2009). In Virginia, the prevalence of 
total coliforms was found to be as high as 41% (n = 538) (Allevi et al., 
2013). Following USEPA recommendations, the manuals of consumer 
AC-POU devices often make explicit warnings about microbial risks and 
recommend not using them without disinfection or restricting use to 
municipally treated water. 

These warnings are based on studies—mostly from the 1970s and 
1980s—reporting inconsistent and sometimes contradictory results, 
with wide variability in influent and effluent microbial water quality. 
These studies found that microbial growth within AC filter cartridges 
and the consequent effects on effluent water quality are difficult to 
predict and depend on a wide range of factors, including time in oper-
ation, influent microbial population, water and ambient temperatures, 
seasonal trends, stagnation time, rate and frequency of faucet flushing, 
device design, carbon volume, pre-filter and housing material, influent 
nutrient load, organic content, and more (Table 1). This prior research 
was largely conducted on older technologies that used packed granular 

carbon columns, whereas most modern in-line AC-POU filters use mol-
ded or extruded carbon blocks with smaller pore sizes than granular 
carbon systems and less surface area for microbial growth (CBTech, 
2019). More recent studies have shown that even modern AC-POU filters 
can be colonized by certain bacteria in municipal tap water and that 
preferential flow paths exist through which bacteria can pass directly 
from the influent to the effluent (Wu et al, 2017, 2021). Only two studies 
have tested AC-POU filters on private well water (Fiore and Babineau, 
1977; Snyder et al., 1995), and none have assessed the occurrence of 
coliphages in these systems as a viral indicator of groundwater 
contamination and health risk (Jofre et al., 2016). As a result, uncer-
tainty remains around whether modern AC-POU treatment products are 
safe to use with private wells where the influent water is not guaranteed 
to be microbiologically safe. This knowledge gap generates considerable 
confusion around best management practices for private well water and 
likely deters well users from adopting treatment for chemical risks. 
Recommendations around private well stewardship are focused on 
encouraging the adoption of testing, treatment, and mitigation behav-
iors (Flanagan et al., 2018; Malecki et al., 2017; Mulhern et al., 2022), 

Table 1 
Review of selected studies conducted on the microbial effects of activated carbon point-of-use filters.  

Study Water source Filter type Study 
setting 

Length 
of test 

# of 
designs 
tested 

# of filters 
tested per 
design 

Influent HPC 
(CFU/mL) 

Max effluent 
HPC (CFU/ 
mL) 

Factors affecting filter 
colonization 

Wallis et al. 
(1974) 

Municipally 
treated tap 

Tap- 
mounted 

Lab 6 days 1 1 1 70,000 Time in operation, 
concentration of assimilable 
organic carbon within filter 

Fiore and 
Babineau 
(1977) 

Municipally 
treated tap and 1 
private well 

Under-sink Lab and 
Household 

11 
weeks 

1 6 10 - 300,000 300 - 35,000 Stagnation time, faucet 
flushing 

Taylor et al. 
(1979) 

Municipally 
treated tap 

Under-sink Lab 24 
weeks 

4 1 <100 >10,000 Temperature, carbon surface 
area, flow volume and velocity, 
time of sampling, influent 
bacterial population, chlorine 
removal efficiency of the filter 

Tobin et al. 
(1981) 

Municipally 
treated tap 

Under-sink 
and tap- 
mounted 

Lab 55 days 3 2 First-draw: 
9,500 Flushed: 
160 

First draw: 
162,000 
Flushed: 
8,000 

Time in operation (flow rate 
not significant) 

Regunathan 
et al. (1983) 

Municipally 
treated tap 

Under-sink Lab 30 days 1 2 <1–330,000 66,000 Stagnation time (no relation 
between influent and effluent 
plate counts) 

Bell et al. 
(1984) 

Municipally 
treated tap and 
untreated 
groundwater 

Various Lab 5 days 10 Variable, 
29 total 

10-14,000 350,000 Stagnation time 

Geldreich 
et al. (1985) 

Municipally 
treated tap, 
dechlorinated 

Under-sink Lab 12 
months 

4 1 49 - 17,000 84 - 530,000 Time in operation, filter design, 
time of day, water temperature, 
competition/inhibition from 
other bacteria 

Reasoner et al. 
(1987) 

Municipally 
treated tap, 
dechlorinated 

Under-sink Lab 12 
months 

7 1 <10,000 260,000 Time of day, faucet flushing, 
season, temperature, 
disinfectant residual, unit 
design, carbon volume, 
prefilter/cartridge 
composition, influent bacteria 

Snyder et al. 
(1995) 

Private wells and 
springs 

Under-sink Household 12 
months 

1 24 <500 First draw: 
5,000 
Flushed: 300 

Influent bacteria, faucet 
flushing, stagnation time, 
nutrient load 

Chaidez and 
Gerba 
(2004) 

Municipally 
treated tap 

Under-sink Household 6 weeks 1 10 10–5 × 104 100–4 × 107 Organic content, influent water 
quality, distribution system 
contamination 

Su et al. 
(2009) 

Municipally 
treated tap 

Tap- 
mounted 

Lab 37 days 1 3 20 205 Flow rate, temperature, 
volume treated per day 

Wu et al. 
(2017) 

Municipally 
treated tap 

Tap- 
mounted 

Lab 67 days 1 6 >1,000 >100,000 Presence of chlorinated phenol- 
based disinfection by-products, 
presence of pre-filter fabric, 
operation mode 

Wu et al. 
(2021) 

Municipally 
treated tap 

Tap- 
mounted 

Lab 29 days 2 2 N/A N/A Filter design (flow path 
diameter, hydraulic shear, 
carbon block permeability), 
bacterial species-specific 
adaptations  
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yet in the relative absence of targeted studies to characterize the mi-
crobial risks of AC-POU treatment on non-municipally treated water, 
current knowledge is insufficient to adequately inform health-protective 
best practice for private well users. 

Thus, the goal of this research was to compare the occurrence of 
bacterial and viral indicator organisms in the influent and effluent of AC- 
POU water filters installed in households on private wells and to eval-
uate significant water usage and water quality predictors of indicator 
organism occurrence in the filter effluent. This improved understanding 
of factors influencing microbial risk provides actionable information for 
well users, public health practitioners, and policymakers regarding best 
practices for the safety of POU treatment for private well water. 

2. Materials and methods 

2.1. Study area and recruitment 

This study was conducted under real-world conditions in 17 homes 
with private wells. Participant recruitment for this study has been 
described previously (Mulhern and MacDonald Gibson, 2020). Briefly, 
households were recruited from neighborhoods in Orange County and 
Robeson County, North Carolina, located in three geographic clusters 
(A, B, and C; Fig. S1). Cluster A is a non-agricultural, suburban area 1–2 
km southwest from the Orange County landfill. Clusters B and C in 
Robeson County are peri-urban, mixed-use areas near agricultural ac-
tivities and confined swine and poultry feeding operations. These areas 
are also flood-prone and were heavily impacted by hurricanes Matthew 
in 2016 and Florence in 2018. All wells were within 150 feet of a septic 
system, and five had surface elevations downgradient of the septic tank 
(household-specific information is available in Table S1). Households 
were recruited by e-mail, word-of-mouth, and outreach by community 
partners. This study was approved by the University of North Carolina at 
Chapel Hill (UNC) Institutional Review Board (IRB Study No. 19–1015). 

2.2. POU treatment system design 

As described previously, an AC-POU water filter was installed in-line 
below the primary kitchen sink in each household in October–November 
2019 (Mulhern and MacDonald Gibson, 2020). The selected filter (A.O. 
Smith, AO-MF-ADV) is widely available at national hardware stores for 
$100 and is certified to reduce aesthetic impurities under NSF/ANSI 42 
and certain contaminants of health concern, including lead, under 
NSF/ANSI 53, and two perfluoroalkyl substances under NSF P473. The 
device is composed of an extruded AC block without a prefilter mem-
brane or fabric and is designed to treat the full flow of cold water at the 
tap, up to 5.67 L per minute. The manufacturer recommends that the 
filter cartridge be replaced every six months. Sample ports were 
installed at the filter influent and effluent underneath the sink such that 
the effluent sample had no interaction with the faucet fixture or aerator 
(Fig. S2). A flow sensor (Sea YF-S201 or Gredia GR-301) and data logger 
(Onset Hobo State Logger) were integrated into each system to capture 
water usage patterns. 

2.3. Monthly sampling 

Water samples were collected at the filter influent and effluent 
monthly from October 2019 to March 2020. Samples were collected in 
500 mL sterile HDPE or polypropylene bottles. Before sampling, the 
sample ports were disinfected with 70% isopropyl alcohol and allowed 
to dry for a minimum of 30 s. Influent and effluent ports were then 
flushed for 10 s prior to sample collection to clear the tubing leading to 
the sample port and ensure the sample was representative of the true 
influent and effluent. To ensure proper aseptic procedures, samples were 
collected at the time of the researcher’s visit, meaning that each filter 
was sampled at a different time of day with varying levels of use and 
stagnation before sampling. Influent and effluent pH, temperature, and 

electrical conductivity were measured at the time of sample collection 
using a handheld probe calibrated daily (Hanna Instruments, HI98219). 
After sample collection, all bottles were placed on ice and transported to 
UNC–Chapel Hill within six to 8 h and stored at 4 ◦C until analysis. Most 
samples were processed within 24 h, with some samples held for up to 
48 h based on USEPA guidelines (USEPA, 2001). 

2.4. Water quality analyses 

2.4.1. Culture-based indicator organisms 
Bacterial indicator tests included general indicators of sanitary 

quality including heterotrophic plate count (HPC) and total coliforms, as 
well as presumptive E. coli as a fecal-specific indicator. Total coliforms 
and E. coli were measured by a USEPA approved enzyme substrate test 
(Colilert IDEXX, Westbrook, ME) according to Standard Method 9223 
(APHA et al., 2018a). Concentrations were recorded as most probable 
number (MPN) per 100 mL. HPC testing was performed in duplicate via 
spread-plate using R2A agar according to Standard Method 9215C 
(APHA et al., 2018b). Volumes of 0.1 mL were aseptically spread on 
R2A, and Petri dishes were then covered and incubated at room tem-
perature for 5–7 days. R2A plates were counted manually and reported 
as CFU per mL. According to the method, high results (>10 colo-
nies/cm2) were estimated by counting four representative 1 cm2 

squares, taking the average count per square, and multiplying by the 
plate area. HPC results were analyzed for quantitative variations in plate 
count and qualitative changes in morphology and color according to 
Standard Method 9215C (APHA et al., 2018b) and previous assessments 
of HPC changes in drinking water (Oguma et al., 2018). The number of 
different colony colors on each plate was quantified as an estimate of the 
sample richness to characterize changes in alpha-diversity after 
treatment. 

For viruses, F-specific coliphages were selected as the indicator of 
choice as they can be shed in human feces, are similar in size and 
morphology to human enteric pathogens, and exhibit similar mecha-
nisms of transport and survival in soils and groundwater (Jofre et al., 
2016; Leclerc et al., 2000). Viruses can also be more persistent and 
migrate further than bacterial pathogens in groundwater and thus may 
occur in the absence of bacterial indicators (Borchardt et al., 2003; 
Leclerc et al., 2000; Ogorzaly et al., 2010). F-specific coliphage were 
enumerated using a single-agar layer assay adapted from USEPA Method 
1602 (USEPA, 2001). Briefly, the male-specific coliphage host (E. coli 
Famp, ATCC#700891) was incubated until it reached exponential-phase 
growth and added to 100 mL of sample pre-mixed with 0.5% magnesium 
chloride. The sample/host mixture was then combined with 100 mL of 
2X tryptic soy agar (TSA) containing ampicillin/streptomycin antibiotic 
to minimize contamination risks. The sample was mixed and divided 
into approximately equivalent volumes on five sterile 150 × 15 mm 
Petri dishes and incubated at 36.5 ± 0.5 ◦C for 18–24 h before 
enumeration. The number of plaques in each plate was summed to give 
the total number of plaque forming units (PFU) per 100 mL of sample. A 
method blank using 100 mL of sterile deionized water was included in 
each batch for quality control. Low levels were detected in the method 
blanks of some batches (<5 PFU/100 mL) and the blank values were 
subtracted from the sample result. 

2.4.2. Bacterial speciation 
Ten colonies occurring on R2A plates that were representative of the 

dominant colors and morphologies were selected for speciation from six 
different samples (three influent and three effluent samples). Briefly, 
colonies were streaked to isolation on TSA, then inoculated into 1X 
tryptic soy broth (TSB) and incubated at 36.5 ± 0.5 ◦C. A 500-μL aliquot 
of the inoculated TSB was mixed with 500 μL of 40% glycerol and sterile 
water (to achieve a 20% glycerol concentration in the frozen sample), 
vortexed, and stored at − 80 ± 10 ◦C before sequencing. In some cases, 
colonies did not grow on TSA and were picked from the R2A plates and 
inoculated into TSB as above. Glycerol stock solutions were sent to a 
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commercial laboratory for DNA sequencing and taxonomical identifi-
cation (MR DNA, Shallowater, Texas). The Supporting Information (SI) 
provides details on the sequencing method. 

2.5. Data analysis 

Differences between paired influent and effluent samples for each 
microbial indicator were analyzed using Wilcoxon signed rank tests 
(McDonald, 2014). The appropriateness of the Wilcoxon signed rank test 
was determined by visually inspecting the histogram of the differences 
between paired sample points for each microbial analyte for approxi-
mate symmetry and verified by the Shapiro-Wilk test. To calculate 
log-removals, households with no detectable indicator organisms for 
any of the assays were assigned a value of one-half the theoretical 
detection limit (0.5 MPN/100 mL for total coliforms, 5 CFU/mL for HPC, 
and 0.5 PFU/100 mL for coliphages). 

Multiple logistic regression models were constructed to identify 
predictors of the odds of each microbial indicator organism occurring in 
the filter effluent. All models were developed in the software RStudio (R 
version 4.0.3). Table S2 lists the predictor variables evaluated. A 
searching algorithm was used to select the best models according to the 
Akaike information criterion (Calcagno, 2020). Significance of predictor 
variables selected by the algorithm was assessed using Wald tests. 
Insignificant predictors (p > 0.05) were removed in a stepwise fashion to 
reduce model complexity. Predictor variables included in the final 
model were assessed for multicollinearity using the variance inflation 
factor and for approximate linearity with the logit of the outcome var-
iable. The random effects of the clustering of data points by household 
and geographic area were also tested in mixed-effects logistic regression 
models (Bates et al., 2015). Mixed-effects models were found to result in 
a zero variance for the household and geographic cluster variables, with 
negligible effects on the model coefficients, and the structure of the 
model was reduced to drop the random effects. 

3. Results and discussion 

3.1. Occurrence of microbial indicator organisms in filter effluent samples 

3.1.1. Total coliforms 
Of 66 filter effluent samples collected over the course of the study, 

five (7.5%) tested positive for total coliforms, representing three of 17 
(17.6%) AC-POU filters with a positive total coliform result in the 

effluent at any time during the study (Table 2). No influent or effluent 
samples tested positive for E. coli. The five positive total coliform results 
in effluent samples ranged 1–2,203 MPN/100 mL. Of these five samples, 
none of the paired influent samples were positive for total coliform. Six 
influent samples (9.1%) also tested positive for total coliform (ranging 
1–101 MPN/100 mL) during the study, but none of the paired effluent 
samples had detectable coliform bacteria, potentially due to removal of 
particle-associated bacteria by size exclusion. 

3.1.2. Heterotrophic plate count 
Heterotrophic bacteria were nearly ubiquitous in both the filter 

influent and effluent throughout the study; 82% of all influent samples 
and 97% of all effluent samples had detectable HPC (Table 2). HPCs 
showed wide variability between households and time points. Influent 
HPCs ranged <10–25,792 CFU/mL (median = 108). Mean influent HPC 
was notably greater in households in cluster A (mean = 5,307 CFU/mL) 
than in B (mean = 536 CFU/mL, unpaired Wilcoxon p < 0.0005) or C 
(mean = 353 CFU/mL, unpaired Wilcoxon p = 0.057; Table S3). Two 
households consistently had no detectable influent HPC but had 
detectable HPC in the effluent (ranging 15–1,850 CFU/mL). Overall, 
HPC bacteria in the effluent ranged 5–9,760 CFU/mL (median = 653). 
By comparison, effluent HPCs from AC-POU filters treating municipally 
treated tap water have been recorded 2–3 orders of magnitude greater 
than these levels (Bell et al., 1984; Chaidez and Gerba, 2004; Geldreich 
et al., 1985; Wallis et al., 1974; Wu et al., 2017). This may be a function 
of older filter technologies using granular AC media rather than AC 
blocks and/or whether the device contains a cloth pre-filter providing 
additional surfaces for microbial growth. Effluent concentrations were 
not significantly different between geographic clusters (p > 0.05) 
despite significant differences in the influent concentrations. A statisti-
cally significant increase in effluent HPCs was observed in cluster C 
where influent HPCs were lower (p < 0.001), but not in clusters A or B 
(Fig. 1). 

3.1.3. F-specific coliphages 
In contrast to the infrequent detections of total coliforms in the filter 

effluents, 35 of 66 effluent samples (53%) tested positive for F-specific 
coliphage (concentration range of 1–30 PFU/100 mL; Table 2). Preva-
lence in the filter influent was similar, with 35 of 64 samples (55%) 
having detectable coliphage. These viruses were detected in 16 of 17 
homes (94%) at least once during the study, indicating that nearly all 
wells were vulnerable to some form of microbial contamination (Stallard 
et al., 2021). The small size of virus particles (<100 nm (Lute et al., 
2004)) also allows them to easily pass through filter pores. When paired 
samples from all households and time points were aggregated, a statis-
tically significant reduction in the effluent concentrations was detected 
(p < 0.05), but the effect size was small (Fig. S3). The mean concen-
tration decreased by only 1 PFU/100 mL after treatment (0.11-log10 
reduction), and the median influent and effluent concentrations were 
equivalent (1 PFU/100 mL). Of the cases with coliphages in the influent, 
83% had a lower effluent concentration, with removals ranging from 
0.04- to 1.25-log10. However, effluent concentrations increased in 22% 
of paired samples, representing negative log reductions from − 0.22- to 
− 1.45-log10. Thus, a slight attenuation of influent viral coliphage was 
observed overall, but removal was generally not meaningful to health 
protection and was highly variable across settings. 

3.2. Changes in bacterial diversity 

The type and diversity of colonies on R2A plates in the effluent were 
generally distinct from those in the influent. Among all 66 influent 
samples, white and cream-colored colonies were the most frequently 
observed on the R2A plates across all three clusters, with 76% (n = 50) 
of all influent plates containing at least one white or cream colored 
colony (Fig. 2, panel A). White and cream-colored colonies isolated from 
three separate influent plates were identified as Ralstonia picketti 

Table 2 
Summary of influent and effluent water quality across all 17 households over the 
course of the study.  

Sample 
location 

Analyte All households n households = 17, n paired 
samples = 66 

mean sd range % 
positive 

Influent pH 4.93 1.18 3.53–7.35 – 
Temp (◦C) 16.7 3.39 9.9–23.4 – 
Electrical 
Conductivity (μS/cm) 

172 128 43–485 – 

HPC (CFU/mL) 1498 4258 <10–25792 82% 
Total Coliforms 
(MPN/100 mL) 

3.40 15.6 <1–101 9.1% 

F+ coliphage (PFU/ 
100 mL) 

4.5 6.4 <1–33 55% 

Effluent pH 5.9 1.2 3.6–8.4 – 
Temperature (◦C) 18.0 4.3 9.5–28.7 – 
Electrical 
Conductivity (μS/cm) 

166 121 47–461 – 

HPC (CFU/mL) 924 1342 5–9760 97% 
Total Coliforms 
(MPN/100 mL) 

39.6 273 <1-2203 7.5% 

F+ coliphage (PFU/ 
100 mL) 

3.5 5.4 <1-30 53%  
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(previously Pseudomonas pickettii) and Bacillus circulans, respectively. 
R. picketti and Bacillus spp. Have been implicated in drinking water 
biofilm formation in diverse environments ranging from industrial and 
laboratory-based ultrapure water systems to the space shuttle (Adley 
et al., 2005; Gardner and Shulman, 1984; Koenig and Pierson, 1997; 
Kulakov et al., 2002). These species have also been recognized as 
opportunistic pathogens associated with nosocomial infections (Ale-
bouyeh et al., 2011; Logan et al., 1985; Ryan et al., 2006). Transparent 
colonies on influent plates were most likely Aquabacterium commune, a 
bacteria found in biofilms in drinking water utility distribution systems, 
but not known to be a human pathogen (Kalmbach et al., 1999). 
Table S4 provides DNA sequence BLAST results. 

In contrast, yellow colonies were most frequently observed in the 66 
effluent plates, with 35% (n = 23) of plates having at least one yellow 
colony (compared to only 14% of influent plates with yellow colonies), 
followed by white and cream-colored colonies (Fig. 2, panel B). Four 
yellow colonies, selected from three effluent plates, were separately 
isolated. Two of the four were identified as Sphingomonas paucimobilis, 
and the other two were Cellulomonas xylanilytica, and Staphylococcus 
capitis. Sphingomonas spp. (also previously included in the genus Pseu-
domonas) are found in a wide range of aqueous and terrestrial envi-
ronments with a unique ability to survive in low-nutrient environments 
and biodegrade organic contaminants (White et al., 1996). 
S. paucimobilis has been identified in biofilms in household settings (such 
as on shower curtains) and in drinking water in diverse scenarios 
together with R. picketti (Adley et al., 2005; Kelley et al., 2004; Koenig 
and Pierson, 1997; Kulakov et al., 2002). It has been detected in water 
supplies in clinical settings and is considered an emerging opportunistic 
pathogen (Ryan and Adley, 2010). Staphylococcus spp. Have also been 
detected in water supplies, including household taps served by private 
wells (Lamka et al., 1980; Lechevallier and Seidler, 1980), and as human 
pathogens in clinical settings (Cameron et al., 2015). 

Other species, producing pink, red, and orange colonies, also 
appeared in some effluent plates (pink colonies were observed in 6% of 
effluent plates, while red and orange were each observed in 5% of 
effluent plates) even when they were not present in any of the paired 
influent samples (Fig. 2). Pink colonies were identified as Paenibacillus 
provencensis, and orange colonies were Rhodococcus corynebacterioides, 
both occurring in a wide range of aqueous and terrestrial environments 

(Carrasco et al., 2017; Kitamura et al., 2012). Overall, the median 
number of distinct colors identified on effluent plates increased signifi-
cantly compared to influent plates (2 in influent vs. 3 in effluent, p <
0.0001; Fig. S4). This increase in diversity (richness) was independent of 
whether the overall HPC increased or decreased in the effluent (Fig. 2). 

3.3. Potential factors influencing the occurrence of microbial indicator 
organisms in filter effluent 

3.3.1. Total coliforms 

3.3.1.1. Low influent HPC. Low influent HPC appears to have been a 
factor in allowing total coliform bacteria to proliferate within the filter 
media in certain households. Four of the five effluent samples that were 
positive for total coliforms were from filters treating well water with less 
than the HPC sample median (100 CFU/mL), and all were below the 
sample mean (1,571 CFU/mL). Evidence from previous research sup-
ports the hypothesis that HPC bacteria play a role in preventing the 
colonization of AC by total coliforms. Camper et al. (1985) demon-
strated that when the human enteric pathogens Yersinia entercolitica, 
Salmonella typhimurium, and Escherichia coli were introduced to virgin 
granular AC columns in sterile water, all three organisms could form 
stable biofilms on the AC surface. When the pathogens were introduced 
to the sterile AC columns together with HPC bacteria, however, the 
pathogens attached to the carbon surface as before but then rapidly 
decreased. Similarly, Reasoner et al. (1987) showed that, among 
AC-POU devices inoculated with bacterial pathogens, including Klebsi-
ella pneumoniae and Aeromonas hydrophila, the device with the greatest 
HPC growth demonstrated the most resistance to pathogenic coloniza-
tion. In more recent experiments using modern AC-POU filters chal-
lenged by tap water spiked with E. coli and Pseudomonas aeruginosa, Wu 
et al. (2021) demonstrated that E. coli was less able to adapt to the filter 
environment than P. aeruginosa and was likely outcompeted by other 
microorganisms in the filter influent. 

Similar behavior was observed in household #16 in this study, which 
had no detectable HPC bacteria in the influent (<10 CFU/mL) and total 
coliform concentrations as high as 2,203 MPN/100 mL in the effluent 
after 10 days of use. As a suspected biofilm formed on the carbon sur-
face, shown by the elevated effluent HPCs, the total coliform 

Fig. 1. Paired influent and effluent HPCs (CFU/mL) in each geographic cluster showing a significant increase in effluent HPC in cluster C but not in clusters A or B. p 
values represent the result of paired, non-parametric Wilcoxon signed rank tests. 

R. Mulhern et al.                                                                                                                                                                                                                                



International Journal of Hygiene and Environmental Health 238 (2021) 113852

6

concentration in the effluent declined exponentially while the effluent 
HPC remained elevated (Fig. 3). Thus, colonization of the filter by native 
heterotrophic bacteria may be protective against the proliferation of 
coliforms and potential enteric pathogens in the filter media. The mul-
tiple logistic regression results from all households confirmed that the 
influent HPC concentration influenced the risk of total coliforms 
appearing in the effluent such that each 1-log10 increase in the influent 
HPC decreased the odds of total coliforms appearing in the effluent by 
84% (OR = 0.16, 95% CI: 0.01–0.67, p < 0.05) after controlling for 
cumulative water use (Model 1, Table 3). 

3.3.1.2. Low water use. In all three households with coliforms in the 
effluent, positive samples were only detected in the first few weeks after 
the filter was installed. In household #16, the total coliform concen-
tration was highest after 10 days (35 L) of use and decreased exponen-
tially (Fig. 3), while in the other two households (#15 and #9), 
concentrations of 6 and 1 MPN/100 mL were detected after 11 and 18 
days (34 and 62 L) of use, respectively, and were not detected again 

thereafter, suggesting that the risk of coliform bacteria may be highest in 
the absence of a significant autochthonous bacterial community soon 
after filter start-up. This risk may be exacerbated by low water use. 
Household #16, for example, demonstrated an extremely low rate of 
water use from the cold water tap in the first 10 days (1 L/day after the 
initial flushing at start-up, compared to the study average of 7.6 L/day) 
due to the household’s primary reliance on bottled water for most do-
mestic needs, which likely allowed for excessive proliferation of bacteria 
in the first few days. As a result, the filter in household #16 clogged 
prematurely, after just 150 L (approximately 40 days) of use (5% of the 
filter’s stated capacity). The maximum flow rate dropped from 3.2 L/ 
min at start-up to 1.3 L/min after 10 days of low use and became un-
usable after 40 days. 

Under laboratory-controlled conditions, Su et al. (2009) showed that 
low daily use rate and low flow rate both increased the amount of 
bacterial growth in faucet-mounted AC-POU filters and decreased the 
filter’s lifespan. A use rate as low as 6 L/day reduced the filter’s capacity 
by 26%, and flow rates below 1 L/min increased HPCs in the effluent by 

Fig. 2. Frequency of color descriptions of colonies on HPC plates in all filter influent and effluent samples over the course of the study. Increases in diversity 
(richness) were observed in cases where the overall effluent HPC both increased and decreased. (For interpretation of the references to color in this figure legend, the 
reader is referred to the Web version of this article.) 
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up to a factor of 3.5. Coliforms may have been introduced to the filter in 
household #16 during installation or from unsanitary conditions within 
the household plumbing and allowed to multiply rapidly due to the lack 
of use and low influent HPC to prevent their initial growth. Across all 
households, cumulative water use at the time of sampling influenced the 
risk of total coliforms in the effluent such that early in the filter’s life 
(less than 50 L of water treated), the odds of total coliform occurrence in 
the effluent increased by 50 times (OR = 51, 95% CI: 3.8–3788, p <
0.05) after controlling for influent HPC (Model 1, Table 3). No other 
water usage or water quality variables, including maximum flow rate, 
average daily flow rate, influent pH, temperature, or presence of 
F-specific coliphages and total coliforms in the influent, were significant 
predictors of coliform detection in the effluent. 

3.3.2. Heterotrophic bacteria 

3.3.2.1. Bacterial selection. The filters in this study were selective for 
species that form suspected biofilms on the carbon surface and 
outcompete other bacteria for nutrients and attachment sites. Oligo-
trophic species that are capable of surviving in the low-nutrient envi-
ronments that may occur during long stagnation periods may persist or 
increase in the effluent, while other species that are inhibited by 
competing species may decrease (see Wu et al., 2021). Although it is 
now generally assumed that AC-based devices increase HPCs in the filter 

effluent (USEPA, 2006), the results of this study suggest that it may be 
more accurate to consider microbial growth within AC-POU filters 
treating private well water as a shift in the composition of the microbial 
flora, depending on myriad environmental and design factors, rather 
than as a strict increase or decrease in the microbial load. 

In this study, the bacterial diversity (richness) of R2A plates 
increased in the filter effluent (Fig. S4), but in other AC-POU filter tests 
conducted with municipally treated tap water, the overall bacterial 
richness decreased (Wu et al., 2017). Thus, diversity changes across the 
filter may also be a function of source water type and the presence of a 
disinfectant residual. Regardless, the proliferation of heterotrophic 
bacteria within AC-POU filters is a highly unpredictable process with 
complex effects on microbial diversity. Depending on the autochthonous 
bacterial community in the raw well water, other influent water quality 
parameters, and household usage patterns, the overall effluent plate 
count may change significantly in either direction, even after flushing. 
In cluster C, where influent plate counts were lower, there was a 926% 
increase in the median effluent concentrations (median influent = 58 
CFU/mL compared to median effluent = 590 CFU/mL; p < 0.001; 
Fig. 1). Under different groundwater quality conditions in cluster A, 
median influent HPCs decreased by 11% (median influent = 795 
CFU/mL compared to median effluent = 710 CFU/mL in cluster A; p =
0.095; Fig. 1). After controlling for cumulative water usage, the odds of 
an increase in HPC in the filter effluent across all households and 
geographic clusters decreased by 83% with each 1-log10 increase in the 
influent HPC (OR = 0.17, 95% CI: 0.06–0.38, p < 0.001; Model 2, 
Table 3). 

3.3.3. F-specific coliphages 

3.3.3.1. Influent groundwater quality. Effluent coliphage concentrations 
were highly correlated with the influent concentrations (p < 0.001; 
Fig. S5). Although AC has been shown to be capable of virus removal in 
flow-through column tests (Powell et al., 2000), the optimized condi-
tions necessary for effective removal are difficult to replicate in decen-
tralized water treatment scenarios. Viral adsorption depends on the 
virus type, carbon surface properties, and water quality parameters, 
such as pH and ionic strength (Cookson, 1969; Gerba, 1984). Consid-
ering that the isoelectric point of F-specific coliphages in water is 
generally low (e.g., 3.9 for the male-specific bacteriophage MS2 (Dowd 
et al., 1998) compared to mean influent pH values of 4.3–6.9; Table 2), 
most phages in the filter influent in this study were likely negatively 
charged. The carbon in the filters in this study also likely had a high 
concentration of negatively charged hydroxyl groups on the surface 
since a significant increase in the effluent pH was observed (median 
influent pH of 5.2 to a median effluent of 9.1 at start-up). Thus, a 
repulsive interaction between like charges on the phage and carbon 
surface probably prevented significant adsorption from occurring in 
these waters (Gerba, 1984). Additionally, the influent groundwaters in 
this study had low ionic strength (6.9x10− 4–7.8 × 10− 3 M), thus 
increasing the distance of the electrical double layer around viral par-
ticles and increasing these repulsive forces. By comparison, Cookson 
(1969) showed that optimal virus adsorption kinetics occurred in solu-
tions with ionic strengths of 0.04–0.12 M. 

3.3.3.2. Seasonal effects and duration of use. Coliphages were more 
prevalent in both the filter influent and effluent over time (Fig. 4). Thus, 
the longer each filter was in use, the more likely it was to be challenged 
by coliphage spikes. One possible explanation of these spikes is 
increased rainfall causing infiltration of virus-laden surface water 
through cracks and leaks at the wellhead in poorly maintained wells. 
Indeed, Stallard et al. (2021) have shown that coliphage concentrations 
in the wells in this study and others across Robeson County were 
significantly associated with rainfall during the winter months. Another 
explanation is that viral adsorption is a reversible reaction (Cookson and 

Fig. 3. Effluent concentrations of total coliform bacteria (CFU/100 mL) and 
HPC (CFU/mL) over four months of use from the filter in household #16. 

Table 3 
Summary of logistic regression results identifying significant predictors of mi-
crobial indicator organisms occurring in the filter effluent.   

OR 95% CI p-value 

Model 1: Presence of total coliforms in effluent 
Log10 Influent HPC 0.16 0.01 - 0.67 <0.05 
Cumulative water usage less than 50 L 51 4–3788 <0.05 
Model 2: Increase in effluent HPC 
Log10 Influent HPC 0.17 0.06 - 0.38 <0.001 
Cumulative water use (L) 1.00 0.99 - 1.00 0.32 
Model 3: Presence of coliphage in effluent 
Duration of filter use (weeks) 1.18 1.05 - 1.36 <0.01 
Influent coliphage concentration 1.28 1.07 - 1.66 <0.05 
Cumulative water use (L) 0.99 0.99 - 1.00 0.73  
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North, 1967), thus allowing for possible viral shedding from the filter 
cartridge after periods of increased occurrence in raw well water. This 
behavior may explain the trend observed in later months where effluent 
concentrations were slightly higher than influent concentrations (Feb 
2020 influent mean = 2 PFU/100 mL; effluent mean = 5.2 PFU/100 mL) 
following an increase in the influent concentrations the month before 
(Jan 2020 influent mean = 10.5 PFU/100 mL; Fig. 4). As a result of these 
mechanisms, each week of filter use led to an 18% increase in the odds of 
coliphages occurring in the effluent when controlling for the influent 
concentration and cumulative water usage (OR = 1.18, 95% CI: 
1.05–1.36, p < 0.01). Each 1 PFU/mL increase in the filter influent also 
increased the odds of a positive coliphage result in the effluent by 28% 
(OR = 1.28, 95% CI: 1.07–1.66, p < 0.05; Model 3, Table 3). 

3.4. Significance for private well users 

The POU water treatment industry has largely developed around 
controlling chemical contaminants in public water systems, such as lead 
and disinfection byproducts, but is highly relevant to the needs of pri-
vate well users. This study provides insight into whether AC-POU water 
filters may be safely used for private well water treatment in the absence 
of disinfection. Notably, with one exception, the microbial quality of the 
effluent of the 17 AC-POU devices tested in this study was not signifi-
cantly worse than the influent water quality when considering indicator 
organisms representing gastrointestinal health risk. Indeed, total co-
liforms were removed from the influent more often than they were 
detected in the effluent. Effluent HPCs increased in some cases but 
decreased in others and were similar to or less than the levels in the 
effluent of AC-POU filter studies conducted on municipally treated tap 
water. In addition, effluent coliphage concentrations were directly 
related to influent concentrations. Certain bacterial isolates identified as 
potential opportunistic pathogens were detected in both the influent and 
effluent, demonstrating that well users are exposed to these bacteria 
with or without implementing AC-POU treatment. The results of this 

study thus emphasize the already poor microbial water quality that 
exists in many private wells, which AC-POU treatment does not signif-
icantly improve or exacerbate. 

Similarly, Fiore and Babineau (1977) found that AC-POU devices 
caused both upward and downward fluctuations in HPC and did not 
affect total coliform levels when tested on five municipal waters and one 
private well, concluding that AC-POU devices were “microbiologically 
neutral.” Snyder et al. (1995) also showed that total coliforms did not 
increase in the effluent of any of 24 AC-POU filters installed in homes 
connected to private wells over one year of use. In fact, the total coliform 
detection rate in the filter effluent in this study (7.5%) was significantly 
less than that reported by Chaidez and Gerba (2004) for 10 filters con-
nected to a municipal water system, where 82.4% of effluent samples 
contained total coliforms. These results demonstrate that the potential 
for colonization of AC-POU filters by total coliforms is not unique to 
private wells and that choosing to implement household water treat-
ment can alter the microbial quality of both public and private drinking 
water. The limited studies that exist on private well water suggest that 
the risk may even be lower for private wells due to the abundance of 
natural heterotrophic bacteria in most wells that may help prevent 
colonization by unwanted bacteria. Although further study is warranted, 
these findings suggest that, under normal conditions of use, AC-POU 
filters treating private well water do not represent a significant addi-
tional risk beyond the existing exposures users may experience from well 
water alone. The added health benefits of AC-POU filters to alleviate 
chemical hazards from private well water, such as high lead levels, likely 
outweigh concerns around microbial changes across the filter. 

The results of this study do not indicate an absence of microbial risks 
associated with AC-POU treatment for private wells, however. In one 
instance of extremely low water use and low influent HPC, total co-
liforms rapidly colonized the filter leading to high effluent concentra-
tions (2,203 MPN/100 mL) for a short time. Additionally, influent 
coliphages passed through the filter and were potentially shed from the 
carbon media into the effluent after influent levels subsided, suggesting 

Fig. 4. Monthly paired influent-effluent F-specific coliphage concentrations reveal seasonal nature of coliphage concentrations in filter influent and possible viral 
shedding in effluent after influent concentrations subside. 
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that these filters provide limited protection from potential viral patho-
gens. Finally, AC-POU filters may alter and, in some cases, increase the 
occurrence of HPC bacteria and potential opportunistic pathogens in the 
treated water. Epidemiological evidence is conclusive that increased 
ingestion of HPC bacteria in drinking water from AC-POU devices is not 
a gastrointestinal health risk due to the extremely high infective dose of 
these species (Allen et al., 2004; Calderon and Wood, 1987; Calderon, 
1990; Dufour, 1988; Edberg and Allen, 2004; Mena and Gerba, 2009; 
WHO, 2003). Severely immunocompromised individuals could develop 
higher risk of gastrointestinal illness from ingestion of heterotrophic 
bacteria in drinking water, but such conditions are specific and normally 
require hospitalization (Edberg and Allen, 2004). Certain species, 
however, such as Pseudomonas, Klebsiella and Aeromonas, as well as 
Sphingomonas and Ralstonia which were isolated in both the filter 
influent and effluent of this study, can be opportunistic pathogens 
through exposure pathways other than oral ingestion, like cleaning of 
large wounds, inhalation of water droplets, or cleansing of contacts 
lenses (Allen et al., 2004; Edberg, 1996; Mena and Gerba, 2009; 
Rasheduzzaman et al., 2019). Although private well users are likely 
exposed to these potential opportunistic pathogens with or without an 
AC-POU filter, the relative bacterial virulence and infectivity of oppor-
tunistic pathogens in raw well water compared to AC-POU effluent re-
mains to be studied. 

Thus, private well users who choose to install AC-POU filters to 
remove chemical contaminants or improve the water’s aesthetic quality 
should be aware of these possible microbial risks and take precautions to 
minimize them. Recommendations for private well users based on this 
study include:  

• Avoid using AC-POU filtered water for purposes other than drinking, 
cooking, and washing. For more sensitive needs, such as for large 
wound irrigation or nasal cleansing (e.g., with a Neti Pot), AC-POU 
filtered water should be boiled, or an alternative source, such as 
distilled water or sterile saline, should be used.  

• Ensure frequent and consistent use, especially during the first 1–2 
weeks after installation and after each successive filter replacement, 
to allow a healthy biofilm to develop on the filter’s surface and 
prevent any coliform bacteria and/or potential enteric pathogens 
from excessively colonizing the filter.  

• Flush the system frequently, especially after the filter has been 
stagnant overnight or after extended periods of non-use.  

• Consider using full-flow, under-sink filters that have higher use rates 
and flow rates than third-faucet and refrigerator filters, thus 
providing more frequent flushing and less opportunity for excessive 
bacterial growth.  

• Ensure the microbial safety of private well water through regular 
testing for total and fecal coliforms and coliphages, well inspections 
and regular maintenance (see Simpson, 2004), shock chlorination 
and/or household ultraviolet disinfection technologies if necessary. 

3.5. Limitations and future study 

Recommendations around POU treatment for private well users may 
be improved through future study of AC devices on a wider range of 
water quality and use conditions across the U.S. and Canada, as well as 
across Europe where there are also large populations of private well 
users (UBA, 2013). The results presented here suggest that AC-POU 
devices do not represent an added drinking water health risk with 
respect to bacterial and viral indicators, but follow-up study regarding 
other microbes such as fungi and protozoa may be informative. Targeted 
research into the risk of infection from specific bacterial species iden-
tified in the influent and effluent using quantitative microbial risk 
assessment could also inform future decision-making regarding AC-POU 
devices. Although it was not evaluated in this study, particle association 
of influent coliform bacteria in groundwater may be another possible 
factor determining whether coliform bacteria appear in the filter 

effluent. Finally, the filters tested were designed to be replaced every six 
months but microbial testing of the filter effluents was ended after five 
months due to the COVID-19 pandemic, so possible microbial changes in 
the water quality at or beyond the filter’s recommended lifetime could 
not be evaluated here. 

4. Conclusions 

This study evaluated the occurrence of microbial indicator organisms 
in the influent and effluent of AC-POU filters treating private well water. 
Under normal conditions of use, the microbial water quality in the filter 
effluents was comparable to that of the raw well water at each household 
and did not represent a significant additional health risk. Colonization of 
filter media by heterotrophic bacteria may provide a protective effect 
against colonization by enteric pathogens, but filters were not protective 
against coliphages and opportunistic pathogens in both the filter 
influent and effluent may represent an infection risk through non- 
ingestion exposure pathways for private well users. Thus, well users 
should not rely on AC-POU to protect against microbial contaminants in 
their well water and should first take measures to protect the microbial 
quality of their well before installing any AC-POU treatment for chem-
ical concerns. State and federal health agencies ought to promote 
adoption of AC-POU treatment for well users in conjunction with 
continued efforts to ensure good well stewardship behaviors by caring 
for “upstream” risks that influence general well water safety and quality 
(Kreutzwiser et al., 2011; Simpson, 2004). Such behaviors include 
regularly inspecting the well cap and seal to prevent leaks from the 
surface, ensuring adequate separation between the well and all neigh-
boring waste systems, testing annually for total and fecal coliforms and 
(ideally) coliphages, and disinfection if microbial contamination is 
detected. Additionally, efforts should be made by POU device manu-
facturers and public health agencies alike to promote a multi-barrier 
approach to household drinking water treatment among private well 
users, with improved source protection and/or an additional disinfec-
tion step before or after AC-POU filters to reduce the inherent microbial 
risks associated with well water. 
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A B S T R A C T   

Background: Phthalates are common industrial chemicals that are used as plasticizers in plastics, personal care 
products, and building materials. Although these chemicals have been suspected as risk factors for allergic 
outcomes among children, inconsistent associations between environmental exposure to phthalates and allergic 
disorders have been found across different populations. Therefore, this study aimed to assess whether envi-
ronmental phthalate exposure was associated with parent-reported current allergic symptoms (atopic dermatitis, 
AD; asthma; and allergic rhinitis, AR) and the index of allergic response (levels of serum total immunoglobulin E, 
IgE) in a nationally representative sample of children. 
Methods: In this study, children aged 3–17 years (n = 2208) were recruited from the Korean National Envi-
ronmental Health Survey (KoNEHS) 2015–2017 to conduct an analysis of their current allergic symptoms. 
Among this number of children, the total IgE analysis included 806 participants because total IgE levels were 
only measured in children aged 12–17 years. 
Results: After adjusting for all covariates, mono-benzyl phthalate (MBzP) [OR (95% CI) = 1.15 (1.01, 1.30)], 
mono-(carboxyoctyl) phthalate (MCOP) [OR (95% CI) = 1.35 (1.02, 1.78)], and the sum of di-(2-ethylhexyl) 
phthalate metabolites (

∑
DEHP) [OR (95% CI) = 1.39 (1.09, 1.79)] were associated with increased odds of 

current AD. MCOP [OR (95% CI) = 1.19 (1.01, 1.40)], mono-(carboxynonyl) phthalate (MCNP) [OR (95% CI) =
1.24 (1.05, 1.45)], and 

∑
DEHP [OR (95% CI) = 1.22 (1.02, 1.44)] were also associated with increased odds of 

current AR. Individual DEHP metabolites showed similar associations with current AD and AR. In addition, 
MCNP was positively related to IgE levels [β (95% CI) = 0.26 (0.12, 0.40)]. MBzP [OR (95% CI) = 1.17 (1.01, 
1.35)], MCOP [OR (95% CI) = 1.62 (1.12, 2.32)], and mono-(2-ethyl-5-oxohexyl) phthalate (MEOHP) [OR (95% 
CI) = 1.36 (1.06, 1.76)] showed positive relationships with allergic multimorbidity. Moreover, higher concen-
trations of MCNP were related to increased odds of experiencing both current AR and total IgE levels [OR (95% 
CI) = 1.98 (1.29, 3.04)], and children with elevated IgE levels (>100IU/mL) were more likely to have current AR 
associated with MCNP than those without elevated IgE levels (p = 0.007). Specifically, the relationship between 
MCNP and current AR was significantly mediated through alterations in IgE levels (14.7%), and MCNP also 
showed the positive association with current AR, independent of IgE (85.3%). 
Conclusion: These results suggest that environmental exposure to phthalates may affect the immune system and 
increase the occurrence of allergic symptoms in children.   

1. Introduction 

The prevalence of allergic diseases has dramatically increased 
worldwide in recent decades (Ha et al., 2020). In particular, children are 

known to have a higher prevalence of major allergic diseases such as 
atopic dermatitis (AD), asthma, and allergic rhinitis (AR) than adults 
(Bousquet et al., 2015; Lee, 2020). The increased prevalence of allergic 
diseases is severely impacting the lives of individuals and is also a 
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socioeconomic burden; therefore, it is important to determine and 
manage the factors affecting the induction of allergic disorders (Maio 
et al., 2012). 

Known risk factors for the development of allergic symptoms include 
environmental pollution, climate change, and exposure to endocrine 
disrupting chemicals, such as parabens and phthalates (D’Amato et al., 
2017; Ha et al., 2020; Park et al., 2013). Among such risk factors, a 
growing body of evidence has reported that phthalate exposure was 
associated with allergic outcomes (Bolling et al., 2020). Phthalates are 
ubiquitous environmental chemicals used primarily in plastics, building 
materials, food packaging, toys, cosmetics, and personal care products 
(Wang et al., 2019; Wittassek et al., 2011). Because of their ability to 
leach out of the source and move into the environment, humans are 
frequently exposed to these chemicals through various exposure path-
ways (Benjamin et al., 2017; Tsai et al., 2012). Compared to adults, 
infants and children are more vulnerable to phthalate exposure due to 
their hand-to-mouth activity, immaturity of their organs, their 
comparatively higher food/water intake per unit body mass, and 
ventilation rate (Braun et al., 2013; Kimber and Dearman, 2010; Wang 
et al., 2016). Multiple studies have revealed that exposure to phthalates 
decreases with age (Frederiksen et al., 2011; Tran and Kannan, 2015; 
Wang et al., 2019; Zota et al., 2014). 

Increasing numbers of in vitro, animal, and human epidemiological 
studies have reported that phthalate exposure may have a detrimental 
effect on immune function. It has been determined that phthalates can 
affect various cell types, such as macrophages, dendritic cells, and 
lymphocytes (including T cells) (Bolling et al., 2020; Yang et al., 2014); 
act as allergens or adjuvants leading to alterations in airways remodel-
ing or allergen response (Benjamin et al., 2017; Kimber and Dearman, 
2010); and cause changes in immunoglobulin E (IgE), which is an initial 
mediator that may activate an inflammatory cascade which could lead 
to allergic diseases (Benjamin et al., 2017; Bousquet et al., 2015; Wang 
et al., 2014). It has also been found that phthalate exposure was posi-
tively associated with allergic symptoms such as AD (Ait Bamai et al., 
2014; Beko et al., 2015; Bornehag et al., 2004; Callesen et al., 2014a; 
Hsu et al., 2012; Kim et al., 2017; Shi et al., 2018; Wang et al., 2014), 
asthma (Beko et al., 2015; Bertelsen et al., 2013; Bornehag et al., 2004; 
Franken et al., 2017; Ku et al., 2015; Odebeatu et al., 2019; Wang and 
Karmaus, 2017; Wang et al., 2015), and AR (Ait Bamai et al., 2014; Beko 
et al., 2015; Bornehag et al., 2004; Hsu et al., 2012; Shi et al., 2018). 
However, several epidemiological studies have observed inconsistent 
relationships between phthalate exposure and the prevalence of allergic 
diseases in nationally representative samples of children (Ait Bamai 
et al., 2016; Callesen et al., 2014a, 2014b; Choi et al., 2014; Hoppin 
et al., 2013; Hsu et al., 2012; Kolarik et al., 2008; Wang et al., 2014; Wu 
et al., 2020). Therefore, these inconsistencies need to be addressed with 
more studies in support of the significant associations between exposure 
to phthalates and allergic disorders in children using a large represen-
tative sample. 

Because European regulations on the use of phthalate were imposed 
prior to those in Asia, the sum of urinary phthalate metabolite concen-
trations in Asian children is generally known to be higher than that in 
the general population of several European countries (Tranfo et al., 
2018; Wang et al., 2019). Multiple studies have been conducted on the 
association between environmental exposure to phthalates and allergic 
disorders in general populations of Asian children (Ait Bamai et al., 
2014, 2016; Choi et al., 2014; Hsu et al., 2012; Kim et al., 2017; Ku et al., 
2015; Shi et al., 2018; Wang and Karmaus, 2017; Wang et al., 2014, 
2015). However, to our knowledge, only two studies have attempted to 
assess the effect of phthalate exposure on the occurrence of allergic 
disorders in Korean children (Choi et al., 2014; Kim et al., 2017). These 
previous studies were conducted in relation to only one allergic disease, 
AD, and reported the effects of only a few phthalate metabolites. 
Moreover, they used limited age ranges and small populations (n = 448 
and n = 18). 

It is thus necessary to focus on more than one allergic disorder and 

larger numbers of phthalates. In addition, it is necessary to expand the 
age range used to conduct research on the association between exposure 
to phthalates and overall allergic outcomes in Korean children. There-
fore, this study aimed to examine the association of environmental 
exposure to several phthalates with current allergic symptoms of AD, 
asthma, and AR and the indicator of allergic response (total IgE levels) 
using data from the Korean National Environmental Health Survey 
(KoNEHS), which is representative of Korean children aged between 
three and 17 years. 

2. Methods 

2.1. Study population 

The Korean National Environmental Health Survey (KoNEHS) is an 
ongoing three-year cycle cross-sectional survey which began since 2009 
to monitor the current level of exposure to environmental chemicals in 
the general Korean population (Lee et al., 2020). This national survey is 
comprised of questionnaires, physical examinations, and biospecimen 
collection and analysis. The survey collects information about de-
mographic, socioeconomic, and behavioral characteristics using a 
questionnaire administered to a household reference person responsible 
for completing the interview on behalf of children to assess environ-
mental chemical exposure routes. In the case of children aged twelve to 
17 years, additional surveys are conducted on several factors such as 
transportation and lifestyle. Blood and spot urine samples are collected 
for biospecimen collection (NIER, 2019a). 

Of the KoNEHS data sets, the KoNEHS cycle 3 (2015–2017) was the 
only one to include questions about current symptoms of allergic dis-
eases. In addition, it was conducted exclusively on participants under 
the age of 18 years. Therefore, we used the data from KoNEHS 
2015–2017 to examine the association between urinary phthalate me-
tabolites and parent-reported current allergic symptoms (AD, asthma, 
and AR) and total IgE levels in children aged between three and 17 
years. 

A total of 2380 children were included in the 2015–2017 survey, 
comprising 571 infants aged 3–5, 922 elementary school students aged 
6–11, and 887 middle and high school students aged 12–17 years. Of 
these participants, we excluded individuals who had not been measured 
for urinary phthalate metabolite concentrations (n = 23) and those with 
missing information on any other covariates (n = 149). A total of 2208 
children thus remained in the analysis of the current allergic symptoms. 
In the analysis used to determine the association between urinary 
phthalate metabolites and total IgE levels, we excluded children aged 
3–11 years because they had not undergone a total IgE examination (n 
= 1402). In KoNEHS, the level of total IgE was only measured in children 
aged 12 years and older. Therefore, a total of 806 children aged 12–17 
years were selected for this part of the analysis (Fig. 1). 

2.2. Measurement of phthalate metabolites 

Urinary phthalate metabolite concentrations were measured using 
liquid-liquid extraction (LLE) and ultra-performance liquid chromatog-
raphy mass spectrometry (UPLC-MS) separation, followed by electro-
spray ionization (ESI) and tandem mass spectrometry (MS/MS). Details 
of the extraction and analytical procedures are described elsewhere 
(NIER, 2018). During KoNEHS 2015–2017, eight phthalate metabolites 
were measured: a metabolite of di-n-butyl phthalate (DBP), [i.e., 
mono-n-butyl phthalate (MnBP)]; a metabolite of benzylbutyl phthalate 
(BzBP) [i.e., mono-benzyl phthalate (MBzP)]; a metabolite of 
di-isononyl phthalate (DNP) [i.e., mono-(carboxyoctyl) phthalate 
(MCOP)]; a metabolite of di-isodecyl phthalate (DDP) [i.e., mono-(-
carboxynonyl) phthalate (MCNP)]; a metabolite of di-n-octyl phthalate 
(DOP) [mono-(3-carboxylpropyl) phthalate (MCPP)]; and metabolites of 
di-(2-ethylhexyl) phthalate (DEHP) [i.e., mono-(2--
ethyl-5-hydroxyhexyl) phthalate (MEHHP), mono-(2-ethyl-5-oxohexyl) 
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phthalate (MEOHP), mono-(2-ethyl-5-carboxypentayl) phthalate 
(MECPP)]. As the concentrations of MEHHP, MEOHP, and MECPP were 
measured among the major secondary oxidized metabolites of DEHP, 
the urinary DEHP concentrations were calculated by summing the 
concentrations of these three metabolites for analysis, and they were 
denoted as 

∑
DEHP (Lee et al., 2020). The limit of detection (LOD) 

values for MnBP, MBzP, MCOP, MCNP, MCPP, MEHHP, MEOHP, and 
MECPP were determined at 0.040 μg/dL, 0.066 μg/dL, 0.048, μg/dL, 
0.139 μg/dL, 0.078 μg/dL, 0.056 μg/dL, 0.048 μg/dL, and 0.141 μg/L, 
respectively. Concentrations below the LOD of each phthalate metabo-
lite were replaced by the value of the LOD divided by the square root of 2 
(Choi et al., 2012). 

2.3. Allergic symptoms 

Information about current allergic symptoms relating to AD, asthma, 
or AR was collected using the questionnaire (NIER, 2019a). Current 
allergic symptoms were defined as a positive response to the question 
“Do you currently have an allergic symptom relating to …. ?” for each 
allergic symptom. As these three allergic disorders tend to coexist in 
patients (a phenomenon known as multimorbidity) (Bousquet et al., 
2015), we defined allergic multimorbidity as the coexistence of at least 
two current allergic symptoms (AD, asthma, or AR) in one individual 
(Koh et al., 2019). 

2.4. Total IgE analysis 

We analyzed total IgE levels of participants because serum total IgE 
level is a good predictor of allergy in children (Satwani et al., 2009). The 
level of serum total IgE is used as a reference value to predict allergic 
skin diseases (such as childhood atopy), and it is also used as a marker of 
airway inflammation in patients with allergic diseases, such as asthma 
and AR (Cardinale et al., 2005; Liu et al., 2003; NIER, 2019b). Serum 
samples were analyzed for total IgE levels by IMMULITE 2000 XPi 
(Siemens Medical Sol., USA) using a chemiluminescent immunoassay 
(CLIA) (NIER, 2019b). Serum Total IgE levels were considered increased 
at values > 100 IU/mL (Karli et al., 2013; Liu et al., 2003). 

2.5. Covariates 

The potential confounders considered in the analyses were de-
mographic information (age, sex, household income, and maternal and 
paternal education levels), physical measurements (height and weight), 

and laboratory examinations (urinary creatinine and cotinine levels). 
Urinary cotinine is a biomarker of exposure to cigarette smoking 
(Odebeatu et al., 2019). Age, sex, household income, and the maternal 
and paternal education levels of participants were ascertained via 
questionnaires. The body mass index (BMI) was calculated as weight (in 
kilograms) divided by the square of height (in square meters) using the 
height and weight data obtained from KoNEHS data. 

Household income was classified by quartiles. Maternal and paternal 
education levels were classified into three categories: < high school, 
high school, and > high school (Baiz et al., 2014; Gruber et al., 2010; 
Wen et al., 2009). Models were adjusted for urinary creatinine levels to 
account for urinary dilution and the urinary flow rate (James-Todd 
et al., 2016). 

2.6. Statistical analysis 

The KoNEHS data were analyzed in consideration of a stratified two- 
stage cluster sampling design, and stratum and cluster weights were 
included in regression models to provide a sample of participants rep-
resenting the general population of Korea. 

BMI and urinary creatinine levels were normally distributed, and 
urinary phthalate metabolite, serum total IgE, and urinary cotinine 
levels were normalized by log-transformation prior to analysis due to 
their skewed distribution. The concentrations of urinary phthalate me-
tabolites were used as continuous variables. 

We used a logistic regression analysis to estimate the odds ratios 
(ORs) and their 95% confidence intervals (CI) for current allergic 
symptoms. Furthermore, the association between urinary phthalate 
metabolites and the number of current allergic symptoms was analyzed 
to explore allergic multimorbidity. This was done by grouping the 
number of allergic symptoms into “no symptoms”, “one symptom”, and 
“two or more symptoms” categories in multinomial logistic regression 
models. All models were adjusted for age, sex, household income, 
maternal and paternal education levels, BMI, urinary creatinine level, 
and urinary cotinine level. 

In a subgroup analysis conducted among children aged 12–17 years 
for whom information on serum total IgE level was available, the rela-
tionship between urinary phthalate metabolites and total IgE levels was 
analyzed by linear regression analyses. We also expanded logistic 
regression models to multinomial logistic regression models to evaluate 
whether the associations between urinary phthalate metabolites and 
allergic symptoms differed according to IgE levels. Concentrations of 
serum total IgE ≤100 IU/ml were defined as “low IgE”, and those of 

Fig. 1. Exclusion criteria of study participants in the 2015–2017 Korean National Environmental Health Survey.  
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serum total IgE >100 IU/ml were defined as “high IgE” (Wang et al., 
2014). We used a combination of two categorical variables to classify 
individuals into the following four groups: “no symptoms and low IgE”, 
“symptoms with low IgE”, “high IgE without symptoms”, and “symp-
toms and high IgE”. To test whether the ORs differed across the groups, 
we used the Sidak correction test, which is known to be a conservative 
and exact method, and a p-value for the difference was based on the 
results of this test (Abdi, 2007; Blakesley et al., 2009). 

In addition, a mediation analysis was conducted to assess how much 
odds of allergic symptoms in relation to phthalate exposure could be 
explained by alterations in IgE levels (Ditlevsen et al., 2005). We used 
both logistic and linear regressions after adjusting for all covariates 
(Wang et al., 2016). The mediation proportion [(indirect effect/total 
effect) × 100%] was calculated by integrating the different regression 
coefficients (exposure: urinary phthalate metabolite, mediator: IgE, and 
outcome: current allergic symptom) (Ditlevsen et al., 2005). 

All statistical analyses were performed using SPSS version 25.0, and 
the statistical significance level was considered p < 0.05. 

3. Results 

Table 1 demonstrates the characteristics of the study participants in 
KoNEHS 2015–2017 according to demographic and clinical conditions. 
A total number of 2208 Korean children were included in our study: 
25.2% (n = 557) of the total number of participants were infants, 38.0% 
(n = 840) were elementary school students, and 36.7% (n = 811) were 
middle and high school students. Among these children, the prevalence 
of AD, asthma, and AR symptoms was 9.4% (n = 207), 1.1% (n = 24), 
and 29.5% (n = 651), respectively. Of the total subjects, 5.2% (n = 115) 
were identified as having allergic multimorbidity (having multiple 
allergic symptoms at the same time). More than 50% of the participants 
aged 12–17 years also had elevated serum total IgE levels that exceeded 
100 IU/mL. In addition, the characteristics of children excluded due to 
missing information on any other covariates were not significantly 
different from those of children included in the analysis (Table S1). 

The distribution of urinary phthalate metabolite concentrations (μg/ 
L) among participants in this study is shown in Table 2. All phthalate 
metabolites were detected in the majority of the samples (detection 
frequency >95%). MCNP and MnBP were present at the lowest and 
highest median concentrations, respectively. In addition, urinary 
phthalate metabolite concentrations of excluded children were similar 
to those of children included in the analysis (Table S2). 

Significant associations of current allergic symptoms and total IgE 
levels appeared with higher phthalate metabolite concentrations 
(Table 3). The analysis for current allergic symptoms was performed 
among all children (N = 2208). After adjusting for all covariates, MBzP 
[OR (95% CI) = 1.15 (1.01, 1.30)], MCOP [OR (95% CI) = 1.35 (1.02, 
1.78)], and 

∑
DEHP [OR (95% CI) = 1.39 (1.09, 1.79)] were associated 

with increased odds of current AD. In addition, MCOP [OR (95% CI) =
1.19 (1.01, 1.40)], MCNP [OR (95% CI) = 1.24 (1.05, 1.45)], and 
∑

DEHP [OR (95% CI) = 1.22 (1.02, 1.44)] were associated with 
increased odds of current AR. Among the phthalate metabolites, MCOP 
and 

∑
DEHP showed significant positive associations with both current 

AD and AR in children. Individual DEHP metabolites showed similar 
relationships with current AD and AR. However, no phthalate metabo-
lites were significantly associated with current asthma in children. In the 
subgroup of children aged 12–17 years (N = 806), the analysis for total 
IgE levels was performed. MCNP was positively related to total IgE levels 
[β (95% CI) = 0.26 (0.12, 0.40)]. 

The relationship between concentrations of urinary phthalate me-
tabolites and the number of current allergic symptoms was identified to 
determine whether the prevalence of at least one of the current allergic 
symptoms increased in relation to phthalate exposure (and whether 
allergic multimorbidity occurred) (Table 4). After adjusting for con-
founders, MCNP [OR (95% CI) = 1.27 (1.06, 1.51)] and 

∑
DEHP [OR 

(95% CI) = 1.27 (1.06, 1.53)] were positively associated with the odds 

of occurrence of any current allergic symptom. Individual DEHP me-
tabolites showed similar positive associations with any current allergic 
symptom. In addition, MBzP [OR (95% CI) = 1.17 (1.01, 1.35)], MCOP 
[OR (95% CI) = 1.62 (1.12, 2.32)], and MEOHP [OR (95% CI) = 1.36 
(1.06, 1.76)] were positively related to the odds of occurrence of two or 
more current allergic symptoms. This implies that allergic multi-
morbidity occurred in association with elevations of these phthalate 
metabolite concentrations. 

Fig. 2 presents the proportion of children with elevated IgE levels 
(>100IU/mL) according to current allergic symptoms. Among children 
with current allergic symptoms (AD, asthma, or AR), more than 65% of 
the participants aged 12–17 years had serum total IgE levels that 
exceeded 100 IU/mL. In particular, 85.7% of children with current 
asthma (six of seven) also had elevated IgE levels. 

There was a significant association between urinary phthalate 

Table 1 
Demographic and clinical characteristics of study participants (unweighted).  

Characteristics All 
participants 

Male Female 

N (%) 2208 (100) 1092 
(49.5) 

1116 
(50.5) 

Age (years)    
Infants (3–5) 557 (25.2) 279 

(25.5) 
278 
(24.9) 

Elementary school students (6–11) 840 (38.0) 429 
(39.3) 

411 
(36.8) 

Middle and high school students 
(12–17) 

811 (36.7) 384 
(35.2) 

427 
(38.3) 

Household income (million won)    
<1 29 (1.3) 18 (1.6) 11 (1.0) 
1–3 496 (22.5) 251 

(23.0) 
245 
(22.0) 

3–5 1381 (62.5) 669 
(61.3) 

712 
(63.8) 

>5 302 (13.7) 154 
(14.1) 

148 
(13.3) 

Maternal education level    
< High school 31 (1.4) 11 (1.0) 20 (1.8) 
High school 732 (33.2) 351 

(32.1) 
381 
(34.1) 

> High school 1445 (65.4) 730 
(66.8) 

715 
(64.1) 

Paternal education level    
< High school 38 (1.7) 17 (1.6) 21 (1.9) 
High school 628 (28.4) 298 

(27.3) 
330 
(29.6) 

> High school 1542 (69.8) 777 
(71.2) 

765 
(68.5) 

Urinary cotinine level (μg/L)    
< LOD (<0.030) 334 (15.1) 147 

(13.5) 
187 
(16.8) 

Low (0.030–10) 1795 (81.3) 886 
(81.1) 

909 
(81.5) 

High (≥10) 79 (3.6) 59 (5.4) 20 (1.8) 
Body mass index (kg/m2)a    

Underweight/Normal 1877 (85.0) 894 
(81.9) 

983 
(88.1) 

Overweight 221 (10.0) 126 
(11.5) 

95 (8.5) 

Obese 110 (5.0) 72 (6.6) 38 (3.4) 
Current status of allergic symptoms (Parent-reported)   

Atopic Dermatitis 207 (9.4) 97 (8.9) 110 (9.9) 
Asthma 24 (1.1) 14 (1.3) 10 (0.9) 
Allergic Rhinitis 651 (29.5) 390 

(35.7) 
261 
(23.4) 

Allergic multimorbidity 115 (5.2) 59 (5.4) 56 (5.0) 
Elevated serum total IgE levelb (in 

12–17 years old) 
434 (53.8) 220 

(57.3) 
214 
(50.7) 

Abbreviations: IgE, immunoglobulin E. 
a Body mass index was classified into three categories: underweight or normal 

(<85th percentile), overweight (85–95th percentile), and obese (≥95th 
percentile) (Krebs et al., 2007). 

b Elevated serum total IgE level was defined as > 100 IU/mL. 
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metabolites and the increased odds of having allergic symptoms and 
higher IgE levels, and an increase in IgE levels was associated with 
allergic symptoms. Therefore, multinomial logistic regression models 
were used to evaluate whether the associations between urinary 
phthalate metabolites and allergic symptoms differed according to IgE 
levels (Table 5). We stratified each of the three symptoms (AD, asthma, 
and AR) based on total IgE levels (“no symptoms and low IgE”, “symp-
toms with low IgE”, “high IgE without symptoms”, and “symptoms and 
high IgE”). As only MCNP was positively associated with both allergic 
symptoms and total IgE levels, we selected urinary MCNP for this 
analysis. With respect to current AD and asthma, there were no statis-
tically significant differences in the ORs of each group. For current AR, 
the OR of the AR and high IgE group increased 1.98 times (95% CI: 1.29, 
3.04), compared to the reference group (no symptoms and low IgE), as 
the concentration of urinary MCNP in the log-transformation increased. 
In addition, individuals with AR and high IgE had the highest OR of 
exposure (p = 0.007). This implies that the OR for AR and high IgE was 
higher than that OR for high IgE without AR, and children with high IgE 
were more likely to have AR symptoms associated with MCNP than 

those with low IgE. 
We conducted a mediation analysis to estimate the odds of AR 

symptoms in relation to MCNP that could be explained by changes in IgE 
(Fig. 3). This analysis incorporated various regression coefficients 
(exposure: urinary MCNP, mediator: IgE, and outcome: current AR). We 
found that the mediation effect was partial, and the relationship be-
tween MCNP and current AR was significantly mediated through alter-
ations in IgE levels (14.7%). After adjusting the effect of total IgE, we 
observed that the positive association between MCNP and current AR 
remained stable, and the ratio of the direct effect to the total effect of 
MCNP on AR reached 85.3%. 

Table 2 
Distribution of urinary phthalate metabolite concentrations (μg/L) for KoNEHS 2015–2017 children aged 3–17 years (N = 2208).       

Percentile 

Phthalate metabolite  LOD > LOD (%) GM (SE) 5th 25th 50th 75th 95th 

Mono-n-butyl phthalate MnBP 0.040 99.8 41.42 (1.05) 10.15 25.15 43.33 72.93 152.75 
Mono-benzyl phthalate MBzP 0.066 95.4 2.82 (1.05) 0.18 1.35 3.14 7.01 25.38 
Mono-(carboxyoctyl) phthalate MCOP 0.048 99.2 1.87 (1.03) 0.55 1.07 1.78 3.18 7.57 
Mono-(carboxynonyl) phthalate MCNP 0.139 96.9 0.49 (1.03) 0.19 0.34 0.50 0.64 1.33 
Mono-(3-carboxypropyl) phthalate MCPP 0.078 99.7 1.58 (1.02) 0.70 1.07 1.46 2.14 4.45 
∑

Di-(2-ethylhexyl) phthalate 
∑

DEHP   78.69 (1.04) 20.54 48.41 79.16 137.57 278.55 
Mono-(2-ethyl-5-hydroxyhexyl) phthalate MEHHP 0.056 100 22.62 (1.05) 4.63 13.49 24.38 43.03 84.49 
Mono-(2-ethyl-5-oxohexyl) phthalate MEOHP 0.048 99.9 15.60 (1.05) 2.75 9.10 16.32 29.87 66.31 
Mono-(2-ethyl-5-carboxypentyl) phthalate MECPP 0.141 100 37.63 (1.04) 10.27 22.71 37.78 64.92 137.18 

Abbreviations: GM, geometric mean; SE, geometric standard error of the mean. 
The values below the LOD were determined as LOD divided by the square root of 2; imputed values were used in the calculation of GM (SE). 
Restricted to participants with all covariates in logistic regression model such as age, sex, household income, maternal and paternal education levels, body mass index, 
urinary creatinine level, and urinary cotinine level. 

Table 3 
Association of urinary phthalate metabolites with current allergic symptoms and 
total IgE levels using logistic and linear regressions.  

Metabolite Atopic 
dermatitisa 

Asthmaa Allergic 
rhinitisa 

total IgE levelsb 

MnBP 1.08 (0.89, 
1.31) 

1.46 (0.92, 
2.31) 

1.04 (0.90, 
1.21) 

0.07 (− 0.07, 
0.21) 

MBzP 1.15 (1.01, 
1.30) 

0.96 (0.79, 
1.17) 

1.03 (0.96, 
1.11) 

0.04 (− 0.05, 
0.12) 

MCOP 1.35 (1.02, 
1.78) 

1.19 (0.76, 
1.86) 

1.19 (1.01, 
1.40) 

− 0.02 (− 0.20, 
0.16) 

MCNP 1.20 (0.95, 
1.52) 

0.46 (0.20, 
1.05) 

1.24 (1.05, 
1.45) 

0.26 (0.12, 
0.40) 

MCPP 1.01 (0.79, 
1.31) 

0.74 (0.33, 
1.69) 

0.99 (0.81, 
1.22) 

0.04 (− 0.20, 
0.28) 

∑
DEHP 1.39 (1.09, 

1.79) 
0.90 (0.53, 
1.53) 

1.22 (1.02, 
1.44) 

0.12 (− 0.11, 
0.35) 

MEHHP 1.26 (1.01, 
1.59) 

1.01 (0.66, 
1.57) 

1.21 (1.04, 
1.41) 

0.13 (− 0.04, 
0.30) 

MEOHP 1.38 (1.14, 
1.67) 

1.13 (0.72, 
1.78) 

1.18 (1.04, 
1.35) 

0.09 (− 0.03, 
0.22) 

MECPP 1.26 (0.96, 
1.65) 

0.85 (0.51, 
1.40) 

1.15 (0.97, 
1.35) 

0.08 (− 0.17, 
0.32) 

Abbreviations: IgE, immunoglobulin E. 
Adjusted for age, sex, household income, maternal and paternal education 
levels, body mass index, urinary creatinine level, and urinary cotinine level. 

a All 2208 children were analyzed, and ORs (95% CI) for current allergic 
symptoms were estimated using logistic regression. 

b Children aged 12–17 years (N = 806) were analyzed, and β (95% CI) for total 
IgE levels was estimated using linear regression. 

Table 4 
Associations [ORs (95% CI)] of urinary phthalate metabolites and the number of 
current allergic symptoms using weighted multinomial logistic regression (N =
2208).  

Metabolite Number of symptomsa n OR (95% CI) p-valueb 

MnBP 0 1442 1.00   
1 648 1.00 (0.84, 1.18)   
2 or 3 115 1.22 (0.94, 1.59) 0.250 

MBzP 0 1444 1.00   
1 649 1.02 (0.95, 1.10)   
2 or 3 115 1.17 (1.01, 1.35) 0.075 

MCOP 0 1444 1.00   
1 649 1.12 (0.96, 1.30)   
2 or 3 115 1.62 (1.12, 2.32) 0.020 

MCNP 0 1444 1.00   
1 649 1.27 (1.06, 1.51)   
2 or 3 115 1.07 (0.76, 1.51) 0.016 

MCPP 0 1444 1.00   
1 649 0.98 (0.79, 1.21)   
2 or 3 115 0.97 (0.72, 1.33) 0.979 

∑
DEHP 0 1444 1.00   

1 649 1.27 (1.06, 1.53)   
2 or 3 115 1.33 (0.96, 1.83) 0.018 

MEHHP 0 1444 1.00   
1 649 1.28 (1.09, 1.51)   
2 or 3 115 1.20 (0.91, 1.58) 0.006 

MEOHP 0 1444 1.00   
1 649 1.23 (1.07, 1.42)   
2 or 3 115 1.36 (1.06, 1.76) 0.010 

MECPP 0 1444 1.00   
1 649 1.19 (1.00, 1.42)   
2 or 3 115 1.18 (0.86, 1.61) 0.099 

Adjusted for age, sex, household income, maternal and paternal education 
levels, body mass index, urinary creatinine level, and urinary cotinine level. 
Allergic multimorbidity was defined as a significant OR for 2 or 3 allergic 
symptoms. 

a 0: no current allergic symptoms, 1: one of any current allergic symptoms, 2 
or 3: two or three of allergic symptoms. 

b p-value for the difference of ORs using Sidak correction test in multinomial 
logistic regression models. 
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4. Discussion 

In this study, we determined the positive associations of urinary 
phthalate metabolites with parent-reported current allergic symptoms 
and serum total IgE levels in a large nationally representative sample of 
Korean children. After adjusting for all covariates, elevated levels of 
MBzP, MCOP, 

∑
DEHP, MEHHP, and MEOHP in urine were positively 

associated with the prevalence of current AD. In addition, the preva-
lence of current AR was higher in individuals with increased urinary 
phthalate metabolite concentrations (MCOP, MCNP, 

∑
DEHP, MEHHP, 

and MEOHP). We also found that MCNP was positively associated with 
serum total IgE levels. Evaluating the association between phthalate 
exposure and the number of allergic symptoms, urinary phthalate me-
tabolites (except for MnBP and MCPP) were positively associated with at 
least one current allergic symptom, and the phenomenon of allergic 
multimorbidity occurred in the context of increased levels of urinary 
MBzP, MCOP, and MEOHP. Although MCNP was found at the lowest 
concentration among all phthalate metabolites, we consistently 
observed significant associations between MCNP and allergic outcomes. 
Higher MCNP concentrations were associated with increased odds of 
having both current AR and elevated IgE levels, and AR symptoms were 
partly caused by an increase in IgE levels, which was related to an in-
crease in MCNP. These results imply that there was a certain interplay 

between IgE and current AR in response to MCNP. Furthermore, MCNP 
showed the positive association with AR symptoms, despite adjusting for 
the effect of IgE on current AR. In summary, significant relationships 
were determined between most phthalate metabolites (except for MnBP 
and MCPP) and the occurrence of at least one of the allergic outcomes. 

Phthalates from various exposure routes can act as allergens or ad-
juvants to promote allergic reactions and inflammation by perturbing 
the immunologic system (Benjamin et al., 2017; Kimber and Dearman, 
2010; Wang et al., 2019). These chemicals bind with and activate 
peroxisome proliferator-activated receptors (PPARs), which are mainly 
involved in anti-inflammatory effects occurring in the lungs and im-
mune systems, thus leading to changes in airway remodeling and the 
development and exacerbation of hypersensitivity (Bolling et al., 2013; 
Cocci et al., 2015). In addition, they interfere with immunity against 
infections and cause changes in the balance of overall T helper type 1 
(Th1) and T helper type 2 (Th2) cells (Benjamin et al., 2017; Yang et al., 
2014). They also suppress CpG-induced interferon (IFN) -α/IFN-β 
expression and regulate the ability to stimulate T-cell reactions, which 
leads to a reduction in Th2 reactions and exacerbates the allergic 
response (Yang et al., 2014). Th2 differentiation and the secretion of 
Th2-promoted immunoglobulins (such as IgE) are enhanced by these 
chemicals (Jepsen et al., 2004; Larsen et al., 2002; Qin et al., 2018; Yang 
et al., 2014). Furthermore, they provoke the synthesis of proin-
flammatory Th2 cytokines (such as IL-6 and IL-8) in human lung 
epithelial cells and macrophage production of inflammatory cytokines 
and chemokines (Jepsen et al., 2004; Nishioka et al., 2012; Qin et al., 
2018). 

Consequently, phthalate exposure is likely to have adverse effects 
throughout the different steps of the immune response as well as alter-
ations in IgE and enhance allergic disorders. Allergy is mediated by 
multiple immune cell types, including T-cells, cytokines, and chemo-
kines, and is driven mainly by an allergen-specific Th2 immune response 
(Kuo et al., 2013). In the context of IgE-mediated allergic diseases, after 
an allergen-IgE antibody response has been developed, any subsequent 
exposure to the inducing allergen reacts with IgE, and this encounter 
causes the release of cytokines and chemokines, which amplify allergic 
inflammation (Kimber and Dearman, 2010). Eventually, this inflam-
mation induces allergic symptoms, which may be observed as AD in the 
skin and asthma and AR in the respiratory tract (Kimber and Dearman, 
2010). Based on this process of allergic disease development, a strong 
and consistent association has been reported between AD, asthma, AR, 
and IgE levels (Ballardini et al., 2016; Wang et al., 2016). In addition, 
allergic multimorbidity (the co-occurrence of at least two allergic 
symptoms in one individual) has been observed with respect to these 
allergic diseases (Bousquet et al., 2015). AD, asthma, and AR are un-
derlying disorders with similar immunological (including allergen-IgE 
antibody response) and non-immunological traits, and these phenom-
ena of multimorbidity are induced by common causal mechanisms be-
tween these diseases that are partly IgE-mediated (Bousquet et al., 
2015). Thus, patients tend to have concomitant or continuous allergic 
diseases (Bousquet et al., 2012; Spergel and Paller, 2003). 

Based on this biological evidence, we found that urinary biomarkers 
of phthalate exposure were related to allergic symptoms and total IgE 
levels, and other multiple population-based epidemiological studies 
have shown similar results. Several prior studies have observed a posi-
tive association between HMW metabolites and the risk of AD (including 
eczema) in children: exposure to BBzP and DEHP was positively related 
to the development of AD (Ait Bamai et al., 2014; Beko et al., 2015; 
Bornehag et al., 2004; Hsu et al., 2012); MBzP, MEHHP, and MEOHP 
concentrations were positively associated with AD (Kim et al., 2017; Shi 
et al., 2018; Wang et al., 2014); and prenatal MBzP, MCOP, MCNP, and 
∑

DEHP levels were associated with the increased odds of AD in children 
(Just et al., 2012; Soomro et al., 2018). With respect to AR (including 
rhinoconjunctivitis), multiple studies have found an increased risk of the 
development AR in relation to DEHP exposure (Ait Bamai et al., 2016; 
Beko et al., 2015). For total IgE levels, very limited information has been 

Fig. 2. Proportion of children with elevated total immunoglobulin E levels 
(>100IU/mL) according to current allergic symptoms. 

Table 5 
ORs (95% CI) for urinary MCNP and current allergic symptoms, stratified based 
on total IgE levels in children 12–17 years of age using weighted multinomial 
logistic regression (N = 806).  

Symptom/outcome n OR (95% CI) p-valuea 

Atopic dermatitis   
No atopic dermatitis and low IgE 347 1.00  
Atopic dermatitis with low IgE 25 1.19 (0.50, 2.84)  
High IgE without atopic dermatitis 364 1.44 (1.01, 2.03)  
Atopic dermatitis and high IgE 70 1.52 (0.87, 2.64) 0.123 

Asthma    
No asthma and low IgE 371 1.00  
Asthma with low IgE 1 -  
High IgE without asthma 428 1.40 (1.04, 1.88)  
Asthma and high IgE 6 2.23 (0.58, 8.54) 0.052 

Allergic rhinitis    
No allergic rhinitis and low IgE 296 1.00  
Allergic rhinitis with low IgE 76 1.29 (0.75, 2.23)  
High IgE without allergic rhinitis 270 1.30 (0.92, 1.83)  
Allergic rhinitis and high IgE 164 1.98 (1.29, 3.04) 0.007 

Abbreviations: IgE, immunoglobulin E. 
Adjusted for age, sex, household income, maternal and paternal education 
levels, body mass index, urinary creatinine level, and urinary cotinine level. 

a p-value for the difference of ORs using Sidak correction test in multinomial 
logistic regression models. 
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reported on the concentrations of urinary phthalate metabolites in 
relation to total IgE levels in children. Wang et al. (2014) showed the 
positive association between urinary mono-(2-ethylhexyl phthalate 
(MEHP) and total IgE levels, but exposure to only four phthalates 
(di-ethyl phthalate, DBP, BBzP, and DEHP) was addressed. 

Previous studies have found that exposure to phthalates such as 
DEHP, BBzP, and DBP, or the concentrations of urinary phthalate me-
tabolites such as MnBP, MBzP, MCOP, MCNP, and 

∑
DEHP may affect 

the occurrence of asthma (Beko et al., 2015; Bertelsen et al., 2013; 
Bornehag et al., 2004; Franken et al., 2017; Ku et al., 2015; Odebeatu 
et al., 2019). However, we found no positive association between 
phthalate exposure and current asthma. This disparity may be attributed 
to the differences in specimen collection, 

∑
DEHP calculation, asthma 

definition, or to the matrix examined. With respect to specimen collec-
tion, Bertelsen et al. (2013) used first-morning voids, whereas the pre-
sent study used spot urine samples for the analysis, which may have 
influenced the concentrations of phthalate metabolites measured. For 
the 

∑
DEHP calculation method, we defined 

∑
DEHP as the sum of the 

concentrations of MEHHP, MEOHP, and MECPP, whereas Ku et al. 
(2015) calculated 

∑
DEHP by summing the concentrations of MEHP, 

MEOHP, and MECPP. With respect to the definition of asthma, asthma in 
the present study was defined as a parent-reported current asthma 
symptom, while Odebeatu et al. (2019) combined a diagnosis of a doctor 
or another health professional and self-reported current asthma and 
wheeze. Another possible explanation could be related to the matrix 
assessed [i.e., dust in other studies (Beko et al., 2015; Bornehag et al., 
2004; Callesen et al., 2014b) as opposed to urine in this study]. It is also 
possible that the reason for the lack of association in this study is due to 
the small number of participants that had current asthma symptoms (n 
= 24). Lee (2020) suggested that the reason for the decrease in asthma 
prevalence is the Korean central and local governments’ active policies 
against allergic diseases. 

Comparing this study population to data of children in the United 
States (U.S) obtained from the National Health and Nutrition Exami-
nation Survey (NHANES) 2007–2012, the concentrations of urinary 
MnBP and metabolites of DEHP (MEHHP, MEOHP, and MECPP) of 
children in the present study were higher than those of children in the U. 
S., but the levels of urinary MBzP, MCNP, and MCPP in this study 
population were lower than those of children in the U.S.(Odebeatu et al., 
2019). Urinary MCOP concentrations of Korean children in this study 

were also lower than those of U.S. children (from NHANES, 2005–2006 
data) (Hoppin et al., 2013). Although the concentrations of urinary 
MBzP, MCNP, and MCOP in Korean children were lower than those of 
children in the U.S., this study revealed a significant association between 
urinary phthalate metabolite concentrations and allergic outcomes in a 
representative sample of Korean children. Therefore, our results suggest 
that a lower dose of environmental exposure to phthalates could be a 
risk factor for allergic response and symptoms. 

The main strength of this study is that we revealed significant asso-
ciations between urinary biomarkers of phthalate exposure, allergic 
symptoms, and total IgE levels in a large representative sample of 
Korean children while considering the various potential confounders. 
This is the first study to verify a positive association between urinary 
phthalate metabolites and AR in Korean children. Moreover, the present 
study is the only study to determine the following in children: a positive 
association between urinary biomarkers of phthalate exposure and 
multimorbidity of allergic symptoms, a significant association between 
urinary MCNP and higher total IgE levels, and a positive relationship 
between urinary MCNP and AR considering the effect of total IgE levels. 

However, our study has certain limitations. First, as KoNEHS data are 
cross-sectional survey data, the associations that we demonstrated 
cannot represent a causal relationship. Second, we were unable to find 
an association between exposure to phthalates and asthma. Although 
evidence for a potential relationship between exposure to DEHP and 
BBzP and asthma in children has increased (Beko et al., 2015; Ku et al., 
2015; Wu et al., 2020), we failed to show a significant association be-
tween urinary phthalate metabolites and current asthma, and it is 
considered that this could be related to the small population that had 
current asthma symptoms at the time of survey (n = 24) in this study. 
Third, we restricted the study population to children aged three to 17 
years because the KoNEHS data did not include information on allergic 
symptoms in adults. Finally, it is acknowledged that the use of specific 
IgE may be more objective than total IgE as an index for diagnosing 
allergic diseases (Chang et al., 2015), but we used serum total IgE levels 
because the serum levels of specific IgE were not measured in the 
KoNEHS. However, specific IgE are included in total IgE, and the level of 
serum total IgE is used as a predictive marker of allergic skin diseases 
(such as AD) and allergic airway diseases (such as asthma or AR); 
therefore, it could also be used as an indicator of AD, asthma, and AR 
(Cardinale et al., 2005; Liu et al., 2003; NIER, 2019b). 

Fig. 3. Diagram of the research model demonstrating the relationship between exposure and outcome variables: (a) association between urinary MCNP and total 
immunoglobulin E levels; (b) association between total immunoglobulin E levels and current allergic rhinitis; (c) association between urinary MCNP and current 
allergic rhinitis; (c’) association between urinary MCNP concentrations and current allergic rhinitis considering the effect of total immunoglobulin E levels. 
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5. Conclusion 

We analyzed data for a nationally representative population of 
children in South Korea and demonstrated that urinary biomarkers of 
phthalate exposure were positively associated with both current allergic 
symptoms and total IgE levels. We also determined that the multi-
morbidity of AD, asthma, and AR symptoms was associated with 
increased concentrations of urinary phthalate metabolites. Furthermore, 
consistently significant relationships between MCNP and allergic out-
comes were observed. Our observations suggest that environmental 
phthalates could act as allergens or adjuvants to affect the immune 
system and increase the occurrence of allergic symptoms in children. 
Further studies involving a longitudinal follow-up analysis of children 
are required to establish a causal relationship between environmental 
exposure to phthalates and allergic outcomes. 
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A B S T R A C T   

To improve our understanding of internal exposure to multiple chemicals, the concept exposure load (EL) was 
used on human biomonitoring (HBM) data of the 4th FLEHS (Flemish Environment and Health Study; 
2016–2020). The investigated chemicals were per- and polyfluoroalkyl substances (PFASs), bisphenols, phtha-
lates and alternative plasticizers, flame retardants, pesticides, toxic metals, organochlorine compounds and 
polycyclic aromatic hydrocarbons (PAHs). The EL calculates “the number of chemicals to which individuals are 
internally exposed above a predefined threshold”. In this study, the 50th and 90th percentile of each of the 45 
chemicals were applied as thresholds for the EL calculations for 387 study participants. Around 20% of the 
participants were exposed to >27 chemicals above the P50 and to >6 chemicals above the P90 level. This shows 
that participants can be internally exposed to multiple chemicals in relatively high concentrations. When the 
chemical composition of the EL was considered, the variability between individuals was driven by some 
chemicals more than others. The variability of the chemical profiles at high exposure loads (EL-P90) was 
somewhat dominated by e.g. organochlorine chemicals, PFASs, phthalates, PAHs, organophosphate flame re-
tardants, bisphenols (A & F), pesticides, metals, but to a lesser extent by brominated flame retardants, the 
organophosphorus flame retardants TCIPP & TBOEP, naphthalene and benzene, bisphenols S, B & Z, the 
pesticide 2,4-D, the phthalate DEP and alternative plasticizer DINCH. Associations between the EL and exposure 
determinants suggested determinants formerly associated with fat soluble chemicals, PFASs, bisphenols, and 
PAHs. This information adds to the knowledge needed to reduce the exposure by policymakers and citizens. 
However, a more in depth study is necessary to explore in detail the causes for the higher EL in some individuals. 
Some limitations in the EL concept are that a binary number is used for exposure above or below a threshold, 
while toxicity and residence time in the body are not accounted for and the sequence of exposure in different life 
stages is unknown. However, EL is a first useful step to get more insight in multiple chemical exposure in higher 
exposed subpopulations (relative to the rest of the sampled population).   

1. Introduction 

There are few data on combined human internal exposure for the 
majority of the >100,000 chemicals available on the European market 

(ECHA, 2020). A considerable fraction of these chemicals is found in 
personal care products, electronics, food packaging, pharmaceuticals, 
building materials and home furnishings which leads to widespread 
human exposure (UN, 2020). There is also chemical exposure of humans 
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via the environment, e.g. chemicals emitted during burning processes 
and through contamination of water and soil. People are typically not 
exposed to one chemical at a time, but to a mixture of chemicals and, due 
to the long half-life of many chemicals in humans, past external expo-
sure can still be detected in the internal exposure. A paradigm shift from 
the chemical-by-chemical assessment towards an assessment of com-
bined exposure to multiple chemicals is therefore imperiously necessary, 
together with an expansion of the exposure concepts towards mixtures. 
Unfortunately, the number of mixtures that can be formed from the 
thousands of environmental chemicals is enormous. It can be assumed 
that exposure to multiple chemicals in the environment is often not 
random, but related to e.g. identical sources or exposure pathways, 
comparable personal characteristics or lifestyle factors. 

To investigate the uniqueness of the combination of chemicals to 
which a person is internally exposed at a given point in time and 
whether we can distinguish subpopulations that are highly exposed to 
many chemicals, the concept of exposure load (EL) was used. It was 
slightly adapted from the Canadian Health Measurement Survey 
(CHMS) (St-Amand, 2019; Willey et al., 2021) and applied on HBM data 
from adolescents monitored in the 4th Flemish Environment and Health 
Study (FLEHS-4). Human biomonitoring studies measure concentrations 
of chemicals or their metabolites in body fluids or tissues (Angerer et al., 
2007). Measurements of different exposure biomarkers in individual 
urine and/or blood samples provide an aggregated picture of the 
chemical internal exposure of an individual resulting from different 
exposure routes and from various sources. 

The EL is based as first on establishing whether a person is exposed 
(assigned a value of 1) or non-exposed (assigned a value of 0) above a 
predefined concentration threshold of a given biomonitored chemical, 
and then summing the exposure counts. Yet, EL does not take toxicity 
into account. The technique finds its origin in frequent itemset mining 
(FIM), initially developed by marketing researchers to identify items 
that are frequently purchased together (Borgelt, 2016). It was already 
applied by Kapraun et al. (2017) to the 2009–2010 NHANES (National 
Health And Nutrition Examination Survey) dataset. FIM is also used to 
identify relationships between chemicals, health biomarkers and disease 
(Bell and Edwards, 2015). Other applications of FIM are the evaluation 
of the presence of chemicals in food (Krishan et al., 2017) and the 
identification and quantification of associations between environmental 
and social stressors (Huang et al., 2017). This adapted approach of the 
CHMS exposure load was then tested on HBM data of Flemish adoles-
cents (Belgium) participating in the 4th FLEHS campaign. 

The study had three goals: a) calculate the EL and study the distri-
bution across the FLEHS-4 population, b) study the chemical composi-
tion of the EL and c) identify determinants of EL variability, which could 
lead to the identification of disproportionally exposed subpopulations. 

The present study was a proof of concept for the H2020 HBM4EU 
(Human Biomonitoring for Europe) project, which aims to develop a 
sustainable European wide HBM network (2017–2021). HBM4EU will 
also provide better evidence of the actual exposure of citizens to 
chemicals and the possible health effects to support policy making 
(https://www.hbm4eu.eu/about-hbm4eu/). 

2. Methodology 

2.1. Population 

The 4th cycle of the Flemish Environment and Health study, FLEHS- 
4, gives a snapshot of exposure to chemicals in a general population of 
adolescents (14-15y). The FLEHS-4 study was running in 2016–2020. 
Collection of biological samples was done over a 1-year period from 
September 2017 until September 2018. Adolescents were not occupa-
tionally exposed and serve as a sentinel for the environment where they 
grew up in. Details of the recruitment protocols have been reported 
before (Den Hond et al., 2009; Baeyens et al., 2014; De Craemer et al., 
2016). In FLEHS-4, a Flemish study population of 428 participants 

background exposed was recruited. The aim was to enrol equal numbers 
of girls and boys and to reflect the proportion of Flemish adolescents in 
all educational levels. In order to obtain a geographically representative 
sample, adolescents were recruited through schools in the five Flemish 
provinces, proportional to the number of inhabitants per province. To 
account for seasonal variation, recruitment was spread over one year 
with no recruitment during examination periods and summer holidays 
(June, July, August, September). Inclusion criteria were: informed 
consent signed by participants and parents (no cases where legal 
guardians needed to sign), living in Flanders for at least 5 years, the 
ability to fill out extensive questionnaires in Dutch. Exclusion criteria 
were: pregnancy, more than 1 out of 3 questionnaires missing, blood and 
urine sample missing, being held back in school for more than 1 year, 
attending boarding school. 

Study participants and their parents filled in questionnaires in Dutch 
with information needed for interpretation of biomarkers of exposure 
and of effect. The questionnaires covered information on health status, 
dietary habits, home environment, lifestyle and socio-economic status 
(SES). The HBM study was approved by the Ethical committee of the 
Antwerp University Hospital (registration number B300201732753). 

2.2. Chemicals and exposure biomarkers 

Chemicals of interest to measure during the FLEHS-4 campaign were 
selected in a transparent and participatory way involving scientists, 
policy makers and other stakeholders, based on technical criteria, health 
and exposure-related criteria and policy relevance (Schoeters et al., 
2012b). The involved laboratories had to fulfil standard quality assur-
ance and quality control (QA/QC). Validation dossiers were required 
and participation in international ring tests was desired (Esteban López 
et al., 2021). A broad range of chemicals from various potential sources 
were included in the EL analysis including several emerging chemicals: 
polyaromatic hydrocarbons (PAHs), benzene (Bz), metals, pesticides, 
organochlorine compounds (OC), brominated – and organophosphate 
flame retardants, bisphenols, per- and polyfluoroalkyl substances 
(PFASs) and phthalates and their alternatives. An overview is given in 
Table 1. 

For the EL analysis, concentrations in blood were expressed per 
volume unit (μg/L) for PFASs and lead and were normalized by blood fat 
for organochlorine compounds and brominated diphenyl ethers, while 
urinary concentrations were standardised by specific gravity. Only those 
biomarkers for which at least 30% of the values were above the LOD or 
LOQ reported by the laboratories were considered for the EL calculation. 
The value of 30% was chosen as cut-off (or threshold), as it was not the 
intention to focus on chemicals detected only in a small part of the 
studied population (<30%). The total number of chemicals considered 
for the EL analysis was 45. 

Biomarkers for which less than 30% of measurements was above 
LOD or LOQ were: 4-hydroxyphenanthrene (4-OH-PHE), per-
fluoroheptane sulfonate (PFHpS), perfluorobutane sulfonate (PFBS), 
perfluorododecanoic acid (PFDoDA), perfluoroundecanoic acid 
(PFUnDA), perfluorohexanesulfonic acid (PFHxA), perfluoropentanoic 
acid (PFPeA), perfluoroheptanoic acid (PFHPA), bisphenol-AF (BP-AF), 
mono-isononyl-cyclohexane-1,2-dicarboxylate (MINCH), mono-2- 
ethylhexyl terephthalate (MEHTP), mono(2-ethylhexyl) adipate 
(MEHA), mono(2-ethyl-5-hydroxyhexyl) adipate (OH-MEHA), 1,2-di(2- 
ethylhexyl) trimellitate (DEHTM), BDE28, BDE100, BDE153, BDE183, 
gamma-hexachlorocyclohexane (γ-HCH), 4-hydroxyphenyl diphenyl 
phosphate (4-OH-TPHP), 4-hydroxyphenyl phenyl phosphate (4-OH- 
DPHP), bis(1-chloro-2-propyl) phosphate (BCIPP), tris(chloroethyl) 
phosphate (TCEP), bis(2-butoxyethyl) phosphate (BBOEP), bis(2- 
butoxyethyl) 3′-hydroxy-2-butoxyethyl phosphate (3-OH-TBOEP), di- 
n-butyl phosphate (DNBP). 

Details of the sampling and an overview of biomarkers measured in 
previous FLEHS campaigns have been previously reported (Schoeters 
et al., 2012a; Schoeters et al., 2012b; Schoeters et al., 2017; Steunpunt 
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Table 1 
List of chemicals & biomarkers considered in the EL (exposure load) analysis.  

Chemical group Nr Chemical Biomarker Groupinga 

PAHs in urine 1 Pyrene (PYR) 1-Hydroxypyrene (1-OH-PYR)  
2 Naphthalene (NAP) 2-Hydroxynaphthalene (2-OH-NAP)  
3 Fluorene (FLU) Sum of 2- and 3-Hydroxyfluorene (2&3-OH-FLU)  
4 Phenanthrene (PHE) 2-Hydroxyphenanthrene (2-OH-PHE) Considered as group 

in analysis 3-Hydroxyphenanthrene (3-OH-PHE) 
Sum of 1- and 9-Hydroxyphenanthrene (1&9-OH- 
PHE) 

Benzene in urine 5 Benzene (Bz) T,t’-muconic acid (t,t’-MA)  
Metals in urineb 6 Cadmium (Cd) Cadmium (Cd)  

7 Thallium (TI) Thallium (TI)  
Metals in blood 8 Lead (Pb) Lead (Pb)  
Pesticides in urine 9 Pyrethroïd pesticides 3-PBA 3-Phenoxybenzoic acid (3-PBA)  

10 Chlorpyrifos (CPS) 3,5,6-Trichloro-2-pyridinol (TCPY)  
11 Phenoxy herbicide 2,4-D 2,4-dichlorophenoxy acetic acid (2,4-D)  
12 Glyphosate herbicide (GLY) Glyphosate (GLY) Considered as group 

in analysis Aminomethylphosphonic acid (AMPA) 
Persistent Organic Pollutants (POPs) in serum: 

Organochlorine Compounds (OC) 
13 Sum polychlorinated biphenyls (Sum 

PCBs) (138,153,180) 
Sum PCBs 138,153,180  

14 Hexachlorobenzene (HCB) Hexachlorobenzene (HCB)  
15 Dichloro-diphenyl-trichloroethane (DDT) DDT Considered as group 

in analysis DDT metabolite: p,p’-DDE 
16 Oxychlordane (OXC) Oxychlordane (OXC)  
17 Trans-nonachlor (TN) Trans-nonachlor (TN)  
18 Beta-hexachlorocyclohexane (HCH) Beta-hexachlorocyclohexane (HCH)  

POPs: Brominated diphenyl ethers (BDEs) in 
serum 

19 Brominated diphenyl ether (BDE)47 BDE47  
20 BDE99 BDE99  
21 BDE154 BDE154  

Organophosphate flame retardants in urine 22 Diphenyl phosphate (DPHP) Diphenyl phosphate (DPHP)  
23 2-Ethylhexyl diphenyl phosphate 

(EHDPHP) 
2-Ethylhexyl phenyl phosphate (EHPHP) Considered as group 

in analysis 2-Ethyl-5-hydroxyhexyl diphenyl phosphate (5-OH- 
EHDPHP) 

24 Tris(2-chloroisopropyl) phosphate 
(TCIPP) 

1-Hydroxy-2-propyl bis(1-chloro-2-propyl) 
phosphate (BCIPHIPP)  

25 Tris(2-butoxyethyl) phosphate (TBOEP) 2-Hydroxyethyl bis(2-butoxyethyl) phosphate 
(BBOEHEP)  

26 Tris(1,3-dichloro-2-propyl) phosphate 
(TDCIPP) 

Bis(1,3-dichloro-2-propyl) phosphate (BDCIPP)  

POPs: Per- and polyfluoroalkyl substances 
(PFAS) in serum 

27 Perfluorooctane sulfonate (PFOS) Perfluorooctane sulfonate (PFOS)  
28 Perfluorohexane sulfonate (PFHxS) Perfluorohexane sulfonate (PFHxS)  
29 Perfluorodecanoic acid (PFDA) Perfluorodecanoic acid (PFDA)  
30 Perfluorononanoic acid (PFNA) Perfluorononanoic acid (PFNA)  
31 Perfluorooctanoic acid (PFOA) Perfluorooctanoic acid (PFOA)  

Bisphenols (BP) in urine 32 Bisphenol-Z (BPZ) Bisphenol-Z (BPZ)  
33 Bisphenol-B (BPB) Bisphenol-B (BPB)  
34 Bisphenol-S (BPS) Bisphenol-S (BPS)  
35 Bisphenol-F (BPF) Bisphenol-F (BPF)  
36 Bisphenol-A (BPA) Bisphenol-A (BPA)  

Phthalates and alternatives in urine 37 Diisodecyl phthalate (DIDP) Mono-oxo-isodecyl phthalate (OXO-MiDP) Considered as group 
in analysis Mono-carboxy-isononyl phthalate (CX-MiDP) 

Mono-hydroxy-isodecyl phthalate (OH-MiDP) 
38 1,2-Cyclohexane dicarboxylic acid, 

diisononyl ester (DINCH) 
Cyclohexane-1,2-dicarboxylic acid, mono 
(carboxyoctyl) ester (MCOCH) 

Considered as group 
in analysis 

Cyclohexane-1,2-dicarboxylic acid, mono(cis- 
hydroxy-isononyl) ester (MHNCH) 

39 Di-isononyl phthalate (DINP) Monocarboxyoctyl phthalate (MCOP) Considered as group 
in analysis Mono-hydroxy-isononyl phthalate (MHNP) 

40 di-2-ethylhexyl terephthalate (DEHTP) mono(2-ethyl-5-hydroxyhexyl) terephthalate (OH- 
MEHTP)  

41 Di-2-ethylhexyl phthalate (DEHP) Mono(2-Ethylhexyl) phthalate (MEHP) Considered as group 
in analysis Mono(2-ethyl-5-hydroxyhexyl) phthalate (MEHHP) 

Mono(2-ethyl-5-oxohexyl) phthalate (MEOHP) 
Mono-(2-ethyl-5-carboxypentyl) phthalate (CX- 
MEPP) 

42 Benzylbutyl phthalate (BzBP) Monobenzyl phthalate (MBzP)  
43 Di-n-butyl phthalate (DBP) Monobutyl phthalate (MBP)  
44 Di-isobutyl phthalate (DiBP) Monoisobutyl phthalate (MiBP)  
45 Diethyl phthalate (DEP) Monoethyl phthalate (MEP)   

a Grouping process applied in exposure load analysis is explained further (see section 2.3.1). 
b Arsenic was only measured in half of the participants and is thus not considered here. 
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Milieu en Gezondheid, 2020). Organophosphate flame retardants were 
measured extensively for the first time in FLEHS-4 (Bastiaensen et al., 
2021b). 

In short, metals were measured in urine and blood by high resolution 
ICP-MS (Baeyens et al., 2014). The benzene metabolite, t,t’-muconic 
acid, was measured according to Ducos et al. (1990). Urine was purified 
with solid-phase extraction (SPE) using a strong anionic-exchange car-
tridge and retained components were eluted with acetic acid. Analysis 
was with an ultra-performance liquid chromatography (UPLC) system 
coupled with a (Photodiode Array) PDA detector (Waters USA). Me-
tabolites of polyaromatic hydrocarbons (PAHs) were analysed according 
to Onyemauwa et al. (2009) and Ramsauer et al. (2011). They were 
enzymatically released overnight, followed by an ultra-performance 
liquid chromatography tandem mass spectrometry analysis 
(UPLC-MS/MS) (Waters Xevo TQ-S). POPs (organochlorine compounds 
and PBDEs) were measured in serum using SPE and gas 
chromatography-electron capture negative ionization mass spectrom-
etry (Dirtu et al., 2013). Metabolites of organophosphate flame re-
tardants were extracted from urine by SPE on C18 cartridges and eluted 
with methanol. The analytes were separated by liquid chromatography 
on a biphenyl column and detected by triple quadrupole mass spec-
trometry (Bastiaensen et al., 2018, 2021b). The herbicide glyphosate 
and its main metabolite aminomethylphosphonic acid (AMPA) were 
analysed by gas chromatography with tandem mass spectrometry 
(GC-MS-MS), according to the procedure of Alferness and Iwata (1994) 
with some modifications (Hoppe, 2013). TCPY, a metabolite of the 
organophosphorus pesticide chlorpyrifos (CPS), 3-PBA, a shared 
metabolite of several synthetic pyrethroid pesticides, and the herbicide 
2,4-Dichlorophenoxyacetic acid (2,4-D) were measured in urine. The 
analytical method comprised an SPE extraction of the deconjugated 
urine sample and analysis by liquid chromatography and 
triple-quadrupole mass spectrometry (Davis et al., 2013). Phthalates and 
alternative metabolites were extracted from urine by SPE on Oasis Max 
cartridges and thereafter eluted and concentrated. The analytes were 
separated by liquid chromatography on a biphenyl column and detected 
by triple quadrupole mass spectrometry (Bastiaensen et al., 2021a). 
PFAS were analysed via a dilute-and-shoot technique, measured with 
LC-MS/MS. Bisphenols were extracted from urine by SPE on Oasis Wax 
cartridges and thereafter eluted and concentrated. Analytes were further 
separated by gas chromatography using a DB-5MS capillary column and 
analysed by triple quadrupole mass spectrometry (Gys et al., 2021). 

2.3. Exposure load (EL) 

Detailed information about FIM, which serves as a as basis for the EL, 
can be found in Kapraun et al. (2017). Briefly, for “biomarker b”, the 
concentration distribution is generated and descriptive statistics P50 
(50th percentile) and P90 were derived. These values serve as dis-
cretization threshold. To further illustrate this approach, P50 is used. 
For each participant, it was checked whether the concentration for 
biomarker b was higher, equal or lower than the P50 value. If the con-
centration was higher or equal, the participant was assigned a value of 1 
for biomarker b, in case the concentration was lower a value of 0 was 
assigned. In case the P50 was lower than the LOD or LOQ, then LOD or 
LOQ was used as threshold (this was the case for 4 chemicals). This 
discretization was repeated for all biomarkers considered (actually a 
binary 0 1 matrix was made). For some biomarkers, a grouping process 
was first performed before applying the discretization process (see next 
paragraph). Eventually, the total sum of all values (0 and 1) was taken as 
the exposure load for each participant (Willey et al., 2021). For the 
analysis, a valid value (0 or 1) for every single chemical involved was 
required for all participants. 

Participants with missing data for one of the chemicals were 
excluded from the analysis. This means that all participants have theo-
retically the same maximal EL. A similar calculation can be made for 
discretization thresholds other than the P50. In this study, we applied 

the P50 and the P90 as thresholds. Exposure load were abbreviated as 
EL-P50 when P50 was used as threshold and EL-P90 when P90 was used 
as threshold. 

2.4. Grouping process prior to EL determination 

Some chemicals in the analysis were assessed by more than one 
biomarker (see Table 1): phenanthrene, DDT, glyphosate, 2-ethylhexyl 
diphenyl phosphate (EHDPHP), diisodecyl phthalate (DIDP), 1,2-cyclo-
hexane dicarboxylic acid diisononyl ester (DINCH), di-isononyl phtha-
late (DINP) and di-2-ethylhexyl phthalate (DEHP). For calculating the 
EL, biomarkers representing the same chemical were first grouped, i.e. 
biomarkers were expressed as molar mass and summed. In this way, 
each chemical involved can have a 0 or 1 value, which brings the 
maximum exposure load for a participant equal to 45. 

This grouping process deviates somewhat from the one of CHMS. 
They considered groups of chemicals and for chemical groups with more 
than 1 biomarker (e.g. for the benzene chemical group: benzene in 
blood, S-phenylmercapturic acid (S-PMA) in urine, t,t’-muconic acid (t, 
t’-MA) in urine), if one or more biomarker had a concentration > pre-
defined threshold, then +1 was assigned for that chemical group. More 
information can be found in the publication of Willey et al., (2021). 

2.5. Statistical analysis 

In a first step, to assess how strong each internal exposure to a 
chemical was associated with the EL, Pearson biserial correlation co-
efficients were calculated between the EL and the scores for each 
chemical (0 or 1) by which the EL was formulated. To analyse the 
chemical composition further into detail, a dendrogram was created 
with the heatmap function in R statistical analysis software package 
using default settings (Euclidian distance; clustering = complete linkage 
method) (R Core Team, 2018). Clusters were generated based on simi-
larities between the chemical internal exposure of the individuals (based 
on binary 0 1 matrix). 

Determinants of variability in EL were analysed. Negative binomial 
regression analysis (no fixed effects) was performed with SPSS Statistics 
26. Variables considered were among others personal factors as sex and 
blood fat, questions related to the living environment as exposure to 
groundwater and use of a heating stove inside, questions related to food 
consumption, use of consumer products, information on socio-economic 
status (SES; categories for equivalent household income and highest 
education in household), information on degree of urbanization at the 
home address and lifestyle factors (e.g. sports). The Benjamini-Hochberg 
method was used to check for false discovery rates (FDR). A backward 
negative binomial multiple regression analysis was performed starting 
from variables having a significant association (p < 0.05) in the uni-
variate analysis. 

3. Results and discussion 

The exposure to multiple chemicals from various sources is a major 
concern, and up to now there are few attempts to describe and deal with 
the diversity of environmental chemicals in humans. However questions 
such as whether there are subpopuIations that are highly exposed to a lot 
of chemicals, whether these are the same chemicals or chemical clusters 
and whether these are related to specific lifestyle and environmental 
factors are key questions for prevention. The exposure load concept is a 
unique way to identify individuals that are higher exposed to a combi-
nation of chemicals. 

3.1. Adolescents 

Of the 428 adolescents in the FLEHS-4 study population background 
exposed, 387 participants had no missing data for all chemicals 
involved. This means 387 participants (Male: 185; Female: 202) were 
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included in the exposure load analysis. 

3.2. Exposure load (EL) 

Exposure load is reported for discretization thresholds P50 in Fig. 1 
and P90 in Fig. 2. It is shown that 80% of the participants are exposed to 
≤27 out of 45 chemicals above the P50 and ≤ 6 chemicals above the 
P90. Ten percent of the participants are exposed to ≤15 out of 45 
chemicals above the P50 and ≤ 1 chemical above the P90 level. 

Looking from another perspective, it also means for example that 
20% of the participants are exposed to >27 chemicals out of 45 above 
the P50 and to >6 chemicals above the P90 level. This shows that par-
ticipants can be internally exposed to multiple chemicals in relatively 
high concentrations. Keep in mind that an equal EL value does not 
necessarily imply exactly the same composition of chemicals present, 
neither the same concentration levels for these chemicals. More infor-
mation on the composition is described below. 

3.3. Chemical composition EL 

A biserial correlation analysis between the EL and its constituents 
lead to following results (Table 2). Largest significant (p < 0.001) 
Pearson biserial correlation coefficients between EL-P90 and chemical 
scores (0 or 1) were observed for TN (r = 0.38), DBP (r = 0.35), sum 
PCBs (r = 0.31), OXC (r = 0.30) and EHDPHP (r = 0.30). Remaining 
coefficients can be found in Table 2. For the EL with threshold P50, more 
chemicals had a significant correlation coefficient above 0.30. In gen-
eral, coefficients were larger for the EL-P50. Also DBP, sum PCBs, DEHP 
and DiBP are ranked relatively high for both EL-P50 and EL-P90. 
Chemicals which did not significantly contributed to the EL-P50 were 
NAP and BDE47. For BDE154, there was a significant negative correla-
tion with the EL-P50. For the EL-P90, there was no significant correla-
tion with Bz, NAP, DEP, BPB and BPZ. 

From a participants’ individual point of view, the combination of 
chemicals or itemsets (combination of 0 and 1) may be almost unique. A 
cluster analysis was performed and dendrograms were created to assess 
possible similar clustering of chemicals within individuals (see Fig. 3 
and Fig. 4). For 4 chemicals (BPZ, PFDA, BDE99, BDE154), the P50 was 
equal to the LOD or LOQ. Therefore LOD or LOQ values were used 
instead of the P50 as threshold and slightly less than the half of the 
387participants got a score of +1 for these chemicals. 

From the dendrograms for both EL-P50 and EL-P90, it can be 
observed that similar clusters occur. Indeed, several organochlorine 
compounds (TN, OXC, sum PCBs, HCB, HCH) measured in serum were 
clustered close to PFAS. Both PFAS and PCBs bind to e.g. albumin, but 
PCBs also to lipids (Guo et al., 1987; Jones et al., 2003). They are 

Fig. 1. Distribution of exposure load (EL) with discretization threshold P50- 
value. Maximum level of exposure load is 45. The line in the figure present 
the % of participants (cumulative). 

Fig. 2. Distribution of exposure load (EL) with discretization threshold P90- 
value. Maximum value of exposure load is 45. The line in the figure present 
the % of participants (cumulative). 

Table 2 
Biserial correlation between the exposure loads and their constituents.  

EL-P50 EL-P90 

Chemical Biserial Pearson 
correlation 
coefficient(r)a 

p Chemical Biserial Pearson 
correlation 
coefficient (r)a 

p 

DBP 0.44 *** TN 0.38 *** 
DiBP 0.35 *** DBP 0.35 *** 
FLU 0.35 *** SumPCBs 0.31 *** 
PFOA 0.34 *** OXC 0.30 *** 
DPHP 0.34 *** EHDPHP 0.30 *** 
BzBP 0.34 *** PFOS 0.29 *** 
DEHP 0.34 *** DEHP 0.29 *** 
SumPCBs 0.34 *** DiBP 0.28 *** 
PFDA 0.33 *** PYR 0.28 *** 
HCB 0.33 *** PFNA 0.28 *** 
EHDPHP 0.32 *** HCB 0.27 *** 
DDT 0.32 *** PHE 0.27 *** 
3-PBA 0.32 *** PFOA 0.27 *** 
BPA 0.31 *** DIDP 0.26 *** 
PYR 0.31 *** DPHP 0.26 *** 
PFNA 0.31 *** Pb 0.26 *** 
PHE 0.30 *** DDT 0.25 *** 
DINCH 0.30 *** BzBP 0.24 *** 
DEHTP 0.29 *** FLU 0.24 *** 
TN 0.29 *** Cd 0.23 *** 
PFOS 0.29 *** DINP 0.23 *** 
OXC 0.28 *** PFDA 0.23 *** 
TCIPP 0.28 *** 3-PBA 0.22 *** 
DINP 0.28 *** TDCIPP 0.22 *** 
Pb 0.27 *** PFHxS 0.21 *** 
GLY 0.27 *** DEHTP 0.21 *** 
PFHxS 0.26 *** HCH 0.21 *** 
TDCIPP 0.26 *** CPS 0.20 *** 
CPS 0.25 *** BPA 0.20 *** 
HCH 0.25 *** TI 0.19 *** 
Cd 0.24 *** BPF 0.19 *** 
DIDP 0.23 *** GLY 0.18 *** 
BPB 0.22 *** TCIPP 0.17 ** 
2,4-D 0.21 *** BDE99 0.17 ** 
TBOEP 0.21 *** 2,4-D 0.17 ** 
DEP 0.19 *** BDE47 0.17 ** 
BDE99 0.18 *** DINCH 0.16 ** 
BPF 0.17 ** BDE154 0.15 ** 
TI 0.16 ** TBOEP 0.15 ** 
BPS 0.16 ** BPS 0.12 * 
Bz 0.15 ** Bz 0.10 NS 
BPZ 0.15 ** NAP 0.10 NS 
BDE47 0.06 NS DEP 0.09 NS 
NAP − 0.04 NS BPB 0.08 NS 
BDE154 − 0.10 * BPZ 0.06 NS 

a: ranked by value of correlation coefficient. 
*:0.01 < p ≤ 0.05; **:0.001 < p ≤ 0.01; ***: p ≤ 0.001. 
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persistent and have a longer half-life than most of the short-term bio-
markers measured in urine in this study. 

Furthermore, similar clusters based on EL-P50 as well as EL-P90 were 
observed, e.g. pesticides 3-PBA, 2,4-D, CPS and GLY were closely related 
(GLY only based on EL-P50 and not on EL-P90). Polyaromatic hydro-
carbons NAP, PYR, FLU and PHE were clustered for both EL-P50 and EL- 
P90. Organophosphorus flame retardants TCIPP, TDCIPP, TBOEP, 
DPHP, EHDPHP were clustered (DPHP and EHDPHP not in the cluster 
based on EL-P90 data). Brominated flame retardants BDE47 & BDE99 
were clustered. Bisphenols BPB and BPZ were clustered (BPA and BPS 
were clustered only for the EL-P50). Phthalates and alternatives DEHP, 
DiBP, DBP, BzBP, DINP, DEHTP, DINCH and DIDP were clustered for the 
EL-P50. For the EL-P90, this group fell into two separate groups: (a) 
DEHP, DEHTP, DINP and DIDP and (b) DiBP, DBP, BzBP, DINCH. The 
phthalate DEP was not aggregated with other phthalates or alternatives. 

The phthalate DEP is mainly used in cosmetics, whereas the other 
phthalates mainly occur in clothing, household products, food or food 
contact materials (Tranfo et al., 2018). 

The dendrogram EL-P50 (Fig. 3) shows that some individuals are 
more exposed to POPs, such as PFAS and PCBs, which are displayed in 
right side in the x-axis and upper part in Y-axis, and they are less exposed 
to non-persistent compounds (left side). And the other way around, 
some individuals who are displayed on the left side in the x-axis and 
bottom part in y-axis, are more exposed to non-persistent compounds 
and less exposed to POPs. 

From the dendrogram EL-P90 (Fig. 4), it can be seen that TN, OXC, 
sum PCBs and PFAS are marginally present at EL ≤ 2 (green), while they 
are more present at EL between 2 and 5 (blue) and at EL > 5 (purple). 
This is observed also for other biomarkers like PAHs (FLU, PYR, PHE). 

Fig. 3. Dendrogram for internal chemical exposure of 387 individuals using a threshold of P50. Each row presents an individual and each column represents a 
chemical. Red colour means that for the considered chemical the concentration was equal to or above the threshold. The colours of the bar at the left represent the 
value of the EL (green ≤20, blue >20 and ≤ 25, purple >25). ThreePBA = 3-PBA; Two4D = 2,4D. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the Web version of this article.) 
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3.4. Determinants of variability in EL 

We included some common determinants of exposure in the analysis 
of determinants in EL variability. The determinants considered here are 
only a fraction of the questions in the questionnaires or a fraction of the 
gathered information. Results of the univariate analysis are given in 
detail in Appendix (Table A1). Based on univariate regression results, 
the following observations can be reported. Mean EL values were 
significantly (p < 0.05) higher for boys compared to girls, certainly for 
the EL-P50 (boys: 23.37 vs girls: 21.66). A possible explanation is the 
inverse association between EL and BMI (underweight: 24.16, normal 
weight: 22.70, overweight: 20.63) and the fact that girls usually have 
higher BMI than boys (Agentschap Zorg en Gezondheid, 2016) (data 
FLEHS-4). Associations between biomarker concentrations and BMI 
were earlier observed for fat soluble chemicals, e.g. PCBs (Agudo et al., 
2009; Dirinck et al., 2011). A possible explanation for this observation 

(lower EL with higher BMI) can be found in the dilution capabilities of 
these chemicals: as these contaminants are preferably stored in adipose 
tissue, a higher percentage of body fat leads to faster and more efficient 
storage of these compounds, with lower serum concentrations as a 
consequence (Dirinck et al., 2011). Having lower serum concentrations 
of fat soluble chemicals does not mean that the total amount of fat sol-
uble chemicals in the body is lower. In addition to the difference in BMI 
between girls and boys, also other variables may influence the difference 
in EL, such as hormonal differences which may influence toxicokinetics, 
different hobbies, use of cosmetics, which may result in differences in 
exposure etc. 

A positive association between mean EL-P50 and playing sports was 
observed (never or seldom: 20.39, 1–2 times per week: 22.46, >3 times 
per week: 23.14). This was not found for the EL-P90. It was checked if 
BMI could influence this association with the EL-P50, but there was no 
significant trend between the BMI class and playing sports. During sport 

Fig. 4. Dendrogram for internal chemical exposure of 387 individuals using a threshold of P90. Each row presents an individual. Each column a chemical. Red colour 
means that for the considered chemical the concentration was equal to or above the threshold. The colours of the bar at the left represent the value of the EL (green 
≤2, blue >2 and ≤ 5, purple >5). ThreePBA = 3-PBA; Two4D = 2,4D. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
Web version of this article.) 
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activities, higher ventilation rates could lead to a higher intake of some 
volatile chemicals (Dong et al., 2018), however there is only a very 
limited amount of volatile chemicals considered here so main reasons 
for this observation of a higher EL-P50 with increased sport activities 
remain unclear. 

Having been breastfed in infancy was significantly positive associ-
ated with the EL-P50 (breastmilk no: 21.07, yes: 23.19) and EL-P90 
(breastmilk no: 4.06, yes: 4.87). Human milk as a source of exposure 
for children has been reported earlier for POPs (a.o. PCBs) (Lancz et al., 
2015) and for PFAS (Mogensen et al., 2015). 

Indoor use of a heating stove was significantly positive associated 
with the EL-P50 (stove no: 21.96, yes: 23.35). Emissions of residential 
woodstoves are primarily related to PAHs, but to some extent also to 
dioxins and PCBs (Gullett et al., 2003). The construction year of the 
house was significantly associated with the EL-P90 with higher values 
for the EL with relatively older houses (<1960: 5.07, 1961–1980: 4.96, 
1981–2000: 4.31, 2001–2006: 4.22, >2006: 3.77). In the US NHANES, 
higher urinary cadmium, cobalt, platinum, mercury, 2,5-dichlorophenol 
and 2,4-dichlorophenol concentrations and mono-cyclohexyl phthalate 
and mono-isobutyl phthalate metabolites were shown in occupants of 
houses built before 1990 (Shiue and Bramley, 2015). Also increased 
concentrations of blood lead were found in persons of relatively older 
houses (Dixon et al., 2008). 

Other significant determinants for the variability in EL were the use 
of compost in the vegetable garden, consumption of locally-produced 
eggs and, to some extent, consumption of locally-produced vegetables, 
fruit and smoked fish. EL values varied significantly for the use of 
compost (EL-P50: never: 22.18, sometimes: 21.73, often: 24.72; EL-P90: 
never: 4.43, sometimes: 4.56, often: 5.87), the consumption of locally- 
produced eggs (EL-P50: never: 21.57, 1 egg/month: 22, 1–4 eggs/ 
month: 22.15, 1 egg/week: 24.74; EL-P90: never: 4.48, 1 egg/month: 
4.28, 1–4 eggs/month: 4.36, 1 egg/week: 5.47), consumption of locally 
produced vegetables (EL-P50: never: 21.84, < once/week: 22.46, ≥
once/week: 23.70; EL-P90: never: 4.38, < once/week: 4.33, ≥ once/ 
week: 5.39), consumption of locally produced fruit (EL-P50: never: 
22.23, < once/week: 22, ≥ once/week: 24.35) and the consumption of 
smoked fish (EL-P50: never: 21.49, < once/week: 23.18, ≥ once/week: 
22.70). 

The consumption of locally-produced eggs and use of compost in the 
vegetable garden are determinants for increased serum levels of 
organochlorine compounds (such as PCBs, DDT), but also PFAS like 
PFOS and PFNA (data not shown). The consumption of locally-produced 
fruit and vegetables is also associated with increased PFAS levels (e.g. 
PFNA; data not shown). For PFASs, similar results were found in FLEHS- 
3 (Colles et al., 2020). The association with smoked fish may be related 
to the possible presence of PAHs, however this depends on the smoking 
process. Finally, the consumption of canned food in the past 3 days was 
associated here with an increase in the EL-P50 (no: 22.17 vs yes:23.76). 
Bisphenols are typically used in the lining (Russo et al., 2019) but also 
appear along the food production chain (González et al., 2020). 

For educational level based on highest education within the house-
hold, significantly higher mean EL-P50 values were found with higher 
education categories (ISCED), indicating exposure to more chemicals 
above P50-levels with increasing level of attained education (ISCED0-2: 
20.83, ISCED3-4: 21.79; ISCED≥5: 23.11). Analysis for the EL-P90 
showed no clear results. Previous FLEHS studies reported social in-
equalities in exposure in both directions: for some chemicals (POPs, 
PFASs) higher exposure levels were observed with increasing ISCED 
scores, while an opposite trend was observed for other chemicals (e.g. 
metals) (Morrens et al., 2012; Buekers et al., 2018, 2019). It should be 
kept in mind, that education level is a proxy for many variables, that 
cannot always easily be captured using a questionnaire. 

In general, there were more associations with determinants for the 
EL-P50 than for the EL-P90 and they were more strongly pronounced for 
the EL-P50 than for the EL-P90 except for smoking and construction year 
of the house where there was only an association for the EL-P90. The EL- 

P90 increased substantially with smoking but the total of smokers in the 
studied population of young teenagers was limited. For all determinants, 
trends for the EL-P50 and EL-P90 go in the same direction. A reason why 
in general associations were stronger with the EL-P50 than the EL-P90 is 
that the distribution was wider for the EL-P50 whereas for the EL-P90 it 
became increasingly tightly packed, and as such less variability to be 
explained by possible determinants. For the EL-P50, the following as-
sociations remained significant after correction for FDR using the 
Benjamini-Hochberg method (BH): sex, BMI, received breastmilk, use of 
compost in the vegetable garden, consumption of local eggs and sports. 
These are also the determinants that were detected in the negative 
binomial multiple regression analysis (see next paragraph). For the EL- 
P90 no univariate significant regressions were found following the BH 
method. However, for the multiple regression analysis the raw data 
(without BH correction) were applied. 

The negative binomial multiple regression analysis showed for the 
EL-P50 that sex, BMI, having been breastfed, local egg consumption, use 
of compost in the vegetable garden and playing sports were significant 
in the final model (p < 0.05) (Table 3). For the EL-P90, sex, local egg 
consumption, use of compost in vegetable garden and smoking remained 
significant in the model. Next to sex, the consumption of local eggs and 
use of compost in the vegetable garden were found back in both EL-P50 
and EL-P90. Pseudo regressions coefficients were low, i.e. 0.09 for the 
EL-P50 and 0.04 for the EL-P90, however these should be interpreted 
with caution. Take into account that for the univariate analysis, no 
significant associations were found for the EL-P90 according to the BH 
method. 

Interpretation exp(B): for example for sex the ELP50 is 5.8% higher 
for males than for females. Exponent is taken seeing the negative 
binomial multiple regression analysis. 

These results clearly illustrate the usefulness of the EL-approach to 
identify variables associated with high exposure load. Changes in these 
variables, where possible, can result in lowering exposure to multiple 
pollutants. This can help policymakers to gather knowledge about pos-
sibilities to reduce the exposure and make citizens more aware of their 
possibilities to act themselves. Examples are: reduce smoking, gather 
more info on the chemical composition of the soil in the chicken run, 
check which type of compost is used in the vegetable garden. Based on 
other studies in Flanders, similar suggestions are already in place 
(https://www.gezonduiteigengrond.be/home). 

Current analysis included a biserial correlation test between EL and 
its biomarkers, cluster analysis of biomarkers and individuals with 
indication of the EL and regression analysis between EL and de-
terminants of variability based on questionnaire data. Information was 
thus gathered on variation of the chemical composition by the EL value 
and separately on determinants of variability of the EL based on ques-
tionnaire data. Combining data of the cluster analysis directly with data 
of the questionnaire to discern patterns and identify chemicals associ-
ated with the determinants would also be an option. 

3.5. Limitations 

The ultimate goal for applying techniques taking into account 
exposure to multiple chemicals is advancing our understanding of main 
drivers for the health impact. For the moment, this study focused solely 
on exposure and the toxicity of the chemicals was not taken into ac-
count. Also the itemsets are limited by the available chemicals measured 
in the study. Not all chemicals to which a person is exposed to, are 
measured. Further, to truly understand the impact of chemical mixtures 
itself on health, one needs to account for the chemical concentration, the 
toxic potential of the chemical, the residence time in the body but also 
the sequence of the exposure. Therefore, the exposome concept defined 
as the totality of all human environmental exposures from conception to 
death is more appropriate (Wild, 2005), although more complicated. To 
tackle the toxic potential of chemicals and bring it into the EL concept, 
instead of choosing a threshold within the data itself (i.e. P50 or P90), 
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the threshold can be set equal to HBM guidance values like the bio-
monitoring equivalents (BE), German HBM-I values or guidance values 
derived within the HBM4EU project. These values do not exists for all 
chemicals. 

The exposure load (EL) combines exposure to multiple chemicals in 
one measure. Groups which are disproportionally exposed can be 
revealed. It would be worth to see how the EL concept may be applied in 
health outcome studies as it is a different exposure metric that may rank 
individuals by aggregating their exposure levels to multiple chemicals. 
In addition, an EL can be calculated for a large series of chemicals, but 
also for a component based-approach, in which chemicals are grouped 
by e.g. functionality or based on adverse outcome pathways, and for 
which several different ELs are calculated. Associations between these 
ELs and biomarkers of effect or health outcomes can then be examined. 
As discussed above toxicity can be brought into the EL by setting the 
threshold to HBM guidance values or take into account potency factors 
when considering a component based-approach. 

The exposure load concept is just one part of the puzzle of combined 
exposure. While it is a simple concept, it can help pushing our under-
standing on combined exposure to multiple chemicals. On the other 
hand, information about the concentration levels is lost due to the dis-
cretization process. Comparison of ELs between different studies is 
difficult seeing differences in studied chemicals, population character-
istics, differences in the established cut-offs, etc. 

For the calculation of the EL, a threshold (cut-off concentration 
value) was used. Persons exposed just above the threshold get a value of 
1, while persons just below, a zero, however the exposure does not differ 
that much between these persons. A more correct way to address the EL 
in future could be to use a continuous variable, e.g. distance function 
instead of a cut-off or threshold value. 

For the associations reported here between variability in EL and 
possible determinants, no statements can be made about causality in this 
context. Also other determinants for the relatively higher EL of some 
participants should be added to the considered questionnaire data in our 
dataset. 

4. Conclusions 

We found that 20% of the study population had for 27 out of 45 
chemicals biomarker levels above the 50th percentile. The exact profile 
of biomarkers in these exposed individuals was rather unique. We found 
also that 20% of the 387 Flemish adolescents had for 6 out of 45 
chemicals, exposure biomarkers with levels above the 90th percentile. 
Chemical profiles showed some dominance of organochlorine chem-
icals, PFASs, phthalates, PAHs, organophosphate flame retardants, 
bisphenols (A & F), pesticides, metals, but to a lesser extent brominated 
flame retardants, the organophosphorus flame retardants TCIPP & 
TBOEP, naphthalene and benzene, bisphenols S, B & Z, the pesticide 2,4- 
D, phthalate DEP and alternative plasticizer DINCH. Associations be-
tween the EL and exposure determinants pointed in the direction of 
determinants formerly associated with fat soluble chemicals, PFASs, 
bisphenols and PAHs. This analysis adds information on possibilities to 
reduce exposure and is helpful for policymakers and citizens themselves 
e.g. reduce smoking, gather information on chemical composition of soil 
in chicken run and check which type of compost is used in the vegetable 
garden etc. 
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Tormo, M., González, C.A., 2009. Polychlorinated biphenyls in Spanish adults: 
determinants of serum concentrations. Environ. Res. 109, 620–628. https://doi.org/ 
10.1016/j.envres.2009.03.009. 

Alferness, P.L., Iwata, Y., 1994. Determination of glyphosate and (Aminomethyl) 
phosphonic acid in soil, plant and animal matrixes, and water by capillary gas 
chromatography with mass-selective detection. J. Agric. Food Chem. 42, 2751–2759. 
https://doi.org/10.1021/jf00048a020. 

Angerer, J., Ewers, U., Wilhelm, M., 2007. Human biomonitoring: state of the art. Int. J. 
Hyg Environ. Health 210, 201–228. https://doi.org/10.1016/j.ijheh.2007.01.024. 

Baeyens, W., Vrijens, J., Gao, Y., Croes, K., Schoeters, G., Den Hond, E., Sioen, I., 
Bruckers, L., Nawrot, T., Nelen, V., Van Den Mieroop, E., Morrens, B., Loots, I., Van 
Larebeke, N., Leermakers, M., 2014. Trace metals in blood and urine of newborn/ 
mother pairs, adolescents and adults of the Flemish population (2007-2011). Int. J. 
Hyg Environ. Health 217, 878–890. https://doi.org/10.1016/j.ijheh.2014.06.007. 

Bastiaensen, M., Gys, C., Colles, A., Malarvannan, G., Verheyen, V., Koppen, G., 
Govarts, E., Bruckers, L., Morrens, B., Francken, C., Den Hond, E., Schoeters, G., 
Covaci, A., 2021a. Biomarkers of phthalates and alternative plasticizers in the 
Flemish Environment and Health Study (FLEHS IV): time trends and exposure 
assessment. Environ. Pollut. 276 https://doi.org/10.1016/j.envpol.2021.116724. 

Bastiaensen, M., Gys, C., Colles, A., Verheyen, V., Koppen, G., Govarts, E., Bruckers, L., 
Morrens, B., Loots, I., De Decker, A., Nelen, V., Nawrot, T., De Henauw, S., Van 
Larebeke, N., Schoeters, G., Covaci, A., 2021b. Exposure levels, determinants and 
risk assessment of organophosphate flame retardants and plasticizers in adolescents 
(14–15 years) from the Flemish Environment and Health Study. Environ. Int. 147 
https://doi.org/10.1016/j.envint.2020.106368. 

Bastiaensen, M., Xu, F., Been, F., Van den Eede, N., Covaci, A., 2018. Simultaneous 
determination of 14 urinary biomarkers of exposure to organophosphate flame 
retardants and plasticizers by LC-MS/MS. Anal. Bioanal. Chem. 410, 7871–7880. 
https://doi.org/10.1007/s00216-018-1402-2. 

Bell, S.M., Edwards, S.W., 2015. Identification and prioritization of relationships 
between environmental stressors and adverse human health impacts. Environ. 
Health Perspect. 123, 1193–1199. https://doi.org/10.1289/ehp.1409138. 

Borgelt, C., 2016. Frequent Itemset Mining for Python. 
Buekers, J., Colles, A., Cornelis, C., Morrens, B., Govarts, E., Schoeters, G., 2018. Socio- 

economic status and health: evaluation of human biomonitored chemical exposure 
to per- and polyfluorinated substances across status. Int. J. Environ. Res. Publ. 
Health 15, 2818. https://doi.org/10.3390/ijerph15122818. 

Buekers, J., Morrens, B., Loots, I., Ganzleben, C., Schoeters, G., 2019. Inequalities in 
chemical exposure. Environmental Health Inequalities in Europe: Second Assessment 
Report. WHO, Regional Office for Europe, Copenhagen, WHO, pp. 84–89. 

Colles, A., Bruckers, L., Den Hond, E., Govarts, E., Morrens, B., Schettgen, T., Buekers, J., 
Coertjens, D., Nawrot, T., Loots, I., Nelen, V., De Henauw, S., Schoeters, G., 
Baeyens, W., van Larebeke, N., 2020. Perfluorinated substances in the Flemish 
population (Belgium): levels and determinants of variability in exposure. 
Chemosphere 242. https://doi.org/10.1016/j.chemosphere.2019.125250. 

Davis, M.D., Wade, E.L., Restrepo, P.R., Roman-Esteva, W., Bravo, R., Kuklenyik, P., 
Calafat, A.M., 2013. Semi-automated solid phase extraction method for the mass 
spectrometric quantification of 12 specific metabolites of organophosphorus 
pesticides, synthetic pyrethroids, and select herbicides in human urine. 
J. Chromatogr. B Anal. Technol. Biomed. Life Sci. 929, 18–26. https://doi.org/ 
10.1016/j.jchromb.2013.04.005. 

De Craemer, S., Croes, K., van Larebeke, N., Sioen, I., Schoeters, G., Loots, I., Nawrot, T., 
Nelen, V., Campo, L., Fustinoni, S., Baeyens, W., 2016. Investigating unmetabolized 
polycyclic aromatic hydrocarbons in adolescents’ urine as biomarkers of 
environmental exposure. Chemosphere 155, 48–56. https://doi.org/10.1016/j. 
chemosphere.2016.04.017. 

Den Hond, E., Govarts, E., Bruckers, L., Schoeters, G., 2009. Determinants of 
polychlorinated aromatic hydrocarbons in serum in three age classes-Methodological 
implications for human biomonitoring. Environ. Res. 109, 495–502. https://doi.org/ 
10.1016/j.envres.2009.02.007. 

Dirinck, E., Jorens, P.G., Covaci, A., Geens, T., Roosens, L., Neels, H., Mertens, I., Van 
Gaal, L., 2011. Obesity and persistent organic pollutants: possible obesogenic effect 
of organochlorine pesticides and polychlorinated biphenyls. Obesity 19, 709–714. 
https://doi.org/10.1038/oby.2010.133. 

Dirtu, A.C., Dirinck, E., Malarvannan, G., Neels, H., Van Gaal, L., Jorens, P.G., Covaci, A., 
2013. Dynamics of organohalogenated contaminants in human serum from obese 
individuals during one year of weight loss treatment. Environ. Sci. Technol. 47, 
12441–12449. https://doi.org/10.1021/es400657t. 

Dixon, S., Wilson, J., Kawecki, C., Green, R., Phoenix, J., Galke*, W., Clark, S., 
Breysse, J., 2008. Selecting a lead hazard control strategy based on dust lead loading 
and housing condition: I. Methods and results. J. Occup. Environ. Hyg. 5, 530–539. 
https://doi.org/10.1080/15459620802219799. 

Dong, J., Zhang, S., Xia, L., Yu, Y., Hu, S., Sun, J., Zhou, P., Chen, P., 2018. Physical 
activity, a critical exposure factor of environmental pollution in children and 
adolescents health risk assessment. Int. J. Environ. Res. Publ. Health 15, 1–16. 
https://doi.org/10.3390/ijerph15020176. 

Ducos, P., Gaudin, R., Robert, A., Francin, J.M., Maire, C., 1990. Improvement in HPLC 
analysis of urinary trans, trans-muconic acid, a promising substitute for phenol in the 
assessment of benzene exposure. Int. Arch. Occup. Environ. Health 62, 529–534. 
https://doi.org/10.1007/BF00381185. 

ECHA, 2020. EC inventory [WWW document]. accessed 1.14.20. https://echa.europa. 
eu/nl/information-on-chemicals/ec-inventory. 
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A B S T R A C T   

The coronavirus disease 2019 (COVID-19) is still spreading fast in several tropical countries after more than one 
year of pandemic. In this scenario, the effects of weather conditions that can influence the spread of the virus are 
not clearly understood. This study aimed to analyse the influence of meteorological (temperature, wind speed, 
humidity and specific enthalpy) and human mobility variables in six cities (Barranquilla, Bogota, Cali, Cartagena, 
Leticia and Medellin) from different biomes in Colombia on the coronavirus dissemination from March 25, 2020, 
to January 15, 2021. Rank correlation tests and a neural network named self-organising map (SOM) were used to 
investigate similarities in the dynamics of the disease in the cities and check possible relationships among the 
variables. Two periods were analysed (quarantine and post-quarantine) for all cities together and individually. 
The data were classified in seven groups based on city, date and biome using SOM. The virus transmission was 
most affected by mobility variables, especially in the post-quarantine. The meteorological variables presented 
different behaviours on the virus transmission in different biogeographical regions. The wind speed was one of 
the factors connected with the highest contamination rate recorded in Leticia. The highest new daily cases were 
recorded in Bogota where cold/dry conditions (average temperature <14 ◦C and absolute humidity >9 g/m3) 
favoured the contagions. In contrast, Barranquilla, Cartagena and Leticia presented an opposite trend, especially 
with the absolute humidity >22 g/m3. The results support the implementation of better local control measures 
based on the particularities of tropical regions.   

1. Introduction 

The respiratory illness named Coronavirus Disease 2019 (COVID-19) 
induced by the Severe Acute Respiratory Syndrome Coronavirus 2 
(SARS-CoV-2) has rapidly increased its presence across the world since 
its first occurrence in Wuhan, China, in December of 2019 (Zhou et al., 
2020). Based on the magnitude of the emergency, the World Health 
Organisation (WHO) declared the outbreak a Public Health Emergency 
of International Concern (PHEIC) in January 2020 and officially a 
pandemic on March 11th (WHO 2020a, 2020b). This new virus is highly 
contagious, and the transmission ways include direct contact by secre-
tions of an infected person and indirect contamination via contact with 
contaminated surfaces (Dhand and Li, 2020; Guarner, 2020; Mouchtouri 
et al., 2020). The dispersion of this virus depends on social factors 

(affected by human mobility) and extra-human factors such as envi-
ronmental conditions that have effects on its inactivation and persis-
tence (Aboubakr et al., 2020; Kubota et al., 2020). 

Recent epidemiological studies have shown evidence of significant 
correlations between the weather conditions and the SARS-CoV-2 cases 
(Briz-Redón and Serrano-Aroca, 2020a; Fernández-Ahúja and Martínez, 
2021; Islam et al., 2021; Kulkarni et al., 2021; Nottmeyer and Sera, 
2021; Pan et al., 2021; Rosario et al., 2020; Sanchez-Lorenzo et al., 
2021). Temperature, for instance, has apparently two main effects: 
inhibiting the virus replication under warm conditions or favouring its 
stability under cold or temperate conditions (Araújo and Naimi, 2020; 
Bukhari and Jameel, 2020; Notari, 2021; Wu et al., 2020). Other authors 
highlighted the relevant role of variables such as wind speed and hu-
midity (Coşkun et al., 2021; Diao et al., 2021; Farkas et al., 2021; Wei 
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et al., 2020). Results indicated that the severity of the disease in terms of 
infections presented marked differences between temperate and tropical 
countries (Battineni et al., 2020; Tushabe, 2020). This makes the sta-
bility of SARS-CoV-2 under different meteorological conditions an 
important area of study, particularly in tropical countries such as Brazil, 
Bangladesh, Singapore, Philippines or Indonesia where several out-
breaks have been recorded (Auler et al., 2020; He et al., 2021; Hridoy 
et al., 2021; Pani et al., 2020; Seposo et al., 2021; Tosepu et al., 2020). 

The current scenario of the pandemic and the presence of large 
amounts of data turns essential the use of good tools to cluster and 
visualise relationships among variables involved in the virus trans-
mission to support control strategies (Yahya et al., 2021). Artificial 
neural network (ANN) techniques are examples of tools that can be used 
to perform exploratory analysis of these data and model the spread of 
the disease to predict future outbreaks (Car et al., 2020; Mollalo et al., 
2020; Niazkar and Niazkar, 2020). They are mathematic models and 
algorithms used to mimic some characteristics of the human brain such 
as the capacity of learning by examples (Terfloth and Gasteiger, 2001). 
ANN is formed by basic units named neurons that collect input data, 
converting them by using a function in output data (Terfloth and Gas-
teiger, 2001). 

Self-organising map (SOM, also known as Kohonen neural network) 
is an example of ANN that is based on unsupervised learning (Kohonen, 
2001; Vesanto, 1999). This technique projects high-dimensional data 
into a lower-dimensional space with the purpose of grouping samples 
with similar characteristics and finding possible patterns (Brereton, 
2012; Doan et al., 2020). It has outstanding visualisation capabilities, it 
is ease to implement and robust to missing data (Asan and Ercan, 2012; 
Vesanto, 1999). In the context of the COVID-19 pandemic, SOM has 
been used to find similarities in the transmission dynamics among cities, 
regions or countries worldwide (Galvan et al., 2021; Hartono, 2020; 
Melin et al., 2020). Other authors focused on evaluating the influence of 
demographic, socio-economic, and health conditions in the virus spread 
(Galvan et al., 2020; Khan et al., 2021). Leichtweis et al. (2021) 
considered the relationship between the virus dissemination rate and 
some meteorological variables such as environmental temperature, 
relative humidity and solar radiations with SOM. The study was limited 
to clustering countries that displayed similar predictor variables. 

Colombia is an equatorial country dominated by tropical conditions 
with climatic variations connected to elevation differences across its 
territory (Raines et al., 2020). This makes it an ideal place to study the 
spread of SARS- CoV-2, since the behaviour of the virus under warm 
climates is still debatable and the country is one of the worst affected 
countries worldwide (He et al., 2021; Prata et al., 2021; Islam et al., 
2020). From July 2020 to January 2021, Colombia was positioned 
within the 11 countries with the most confirmed cases in the world 
according to Johns Hopkins University; in September, the country 
reached the 5th position (Johns Hopkins, 2021). This knowledge would 
help to implement local health policies and predict when to expect the 
worst outbreaks in tropical areas where several poorer countries are 
located (Islam et al., 2020). Furthermore, information about the changes 
in the meteorological variables in Colombia and the direct relation with 
the virus spread is still limited, and this investigation intends to fill this 
gap (De la Hoz-Restrepo et al., 2020) 

This paper aims to assess if the weather conditions of different 
geographical regions in Colombia affect the dissemination of SARS-CoV- 
2. Mobility variables were included because human contact has an 
important role in the virus transmission (Marcu, 2021; Shao et al., 
2021). Since the results from this type of study are difficult to interpret 
because of their complexity (due to large amounts of data and variables) 
and spatial-temporal variability (Khan et al., 2021), we selected the 
SOM technique because of its visualisation and clustering capabilities. 
This investigation has the potential to contribute to the development of 
site-specific public health policies for controlling COVID-19 in Colombia 
and other tropical countries, where the pandemic is still out of control. 
We intend to demonstrate the applicability of SOM in this type of study 

for exploratory analysis that was not performed in Colombia so far. 

2. Methodology 

2.1. Study area 

Colombia is a transcontinental country in Latin America with a 
population of fewer than 50 million inhabitants. It is formed by 33 
administrative regions distributed in a total area of 2.07 million km2 

(Departamento Administrativo Nacional de Estadística, 2018). Since the 
beginning of the outbreak, the development of the pandemic has been 
concentrated in the main cities that acted as sources of the disease to 
other regions of the country (De la Hoz-Restrepo et al., 2020). 

Six cities located in five different biomes (humid montane forest, pre- 
mountain rainforest, subtropical dry forest, tropical dry forest and 
tropical rainforest) in Colombia were selected to analyse the dissemi-
nation of COVID-19: Bogota (BOG), Medellin (MED), Cali (CAL), Bar-
ranquilla (BAR), Cartagena (CAR), and Leticia (LET). The main 
demographic and geographical information of the cities are presented in 
Table S1 (Appendix A). The localisation of the cities with their respec-
tive biomes is shown in Fig. 1. The data was obtained from the Institute 
of Hydrology, Meteorology and Environmental Studies of Colombia 
(IDEAM) (http://www.ideam.gov.co/, accessed in April 2021). The 
classification of the biomes was based on the Holdridge’s scheme 
(Holdridge and Grenke, 1971) and the map was created using ArcGis pro 
software (v.2.2.4 ESRI, USA). 

2.2. Data collection 

The first case of coronavirus in Colombia was confirmed on March 
6th, 2020 in its capital Bogota. As a result of a fast raise in number of the 
new cases and the spread of the virus in most of the departments, the 

Fig. 1. Map showing the localisation and biome of each studied city.  
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government decreed a total quarantine with the intent to contain the 
growing emergence on March 25th (Ramírez et al., 2020). Nevertheless, 
due to the imminent economic crisis, the state was forced to ease the 
restrictions in May for some commercial sectors and the end of the 
mandatory isolation since September 1st, but continuing with the 
biosafety protocols (Arellana et al., 2020). In January 2021, some re-
strictions were promulgated aiming to control a new wave of the virus 
after December festivities. 

Data of COVID-19 cases were downloaded from the Instituto Nacional 
de Salud (https://www.ins.gov.co/Noticias/Paginas/Coronavirus.aspx, 
accessed in April 2021). The epidemiological variables selected in this 
study for the period from March 25th, 2020, to January 15th, 2021, 
were new daily cases (NDC) and contamination rate (CR). CR was 
calculated dividing the number of new daily reported cases by the total 
population of the city, and then multiplying the result by 100 thousand 
inhabitants. 

The weather data were obtained from the online database archives of 
the Weather Underground (http://wunderground.com/, accessed in 
April 2021). This website has as information sources typical weather 
stations from countries around the world. The meteorological variables 
evaluated were daily average temperature (Tavg), minimum temperature 
(Tmin), maximum temperature (Tmax), relative humidity (RH), absolute 
humidity (AH), specific enthalpy (h) and wind speed (WS). AH was 
calculated as per the Clausius Clapeyron equation (1) presented below 
(Bukhari and Jameel, 2020): 

AH =
6.112 × e

17.67 × Tavg
Tavg+243.5 × RH × 2.1674
273.15 + Tavg

(1)  

where AH is the absolute humidity in g/m3 and Tavg is the average 
temperature in ◦C. 

Average temperature and relative humidity were used to calculate 
specific enthalpy (h) based on the following psychrometric parameters: 
saturated vapour pressure (PWS), vapour pressure (PW), total ambient 
pressure (Ptot) and mixing ratio (X). Specific enthalpy represents the 
total heat of a mass air (latent heat energy of the water vapour + specific 
heat of the dry air) and consequently the amount of energy required to 
change the psychrometric conditions of the air (de Castro Júnior and da 
Silva, 2021; Spena et al., 2020a, 2020b).The empirical equations of 
these parameters are presented below:  

a) Saturated vapour pressure (Alduchov and Eskridge, 1996): 

PWS = 6.116441 × 107.591386 × T
T +240.7263 (2)  

where PWS is the saturated vapour pressure in hPa and T is the average 
temperature in ◦C.  

b) Vapour pressure (Lawrence, 2005): 

PW =PWS ×
RH
100

(3)  

where PW is the vapour pressure in hPa and RH is the relative humidity 
(%).  

c) Total ambient pressure (Berberan-Santos et al., 1997): 

Ptot = 1013.25 × e− 0.000118 × E (4)  

where Ptot is the total ambient pressure and E is the elevation above sea 
level of each city (BAR: 20 m.a.s.l; BOG: 2630 m.a.s.l; CAL: 1018 m.a.s.l; 
CAR: 14 m.a.s.l; LET: 96 m.a.s.l; MED: 1495 m.a.s.l).  

d) Mixing ratio (Marquet and Geleyn, 2015): 

X =
621.9907 × PW

Ptot − PW
(5)  

where X is the mixing ratio in g/kg.  

e) Specific enthalpy (Marquet and Geleyn, 2015): 

h=T ×(1.01+ 0.00189 X) + 2.5 (X) (6)  

where h is specific enthalpy in kJ/kg. 
The mobility data was acquired from the Community Mobility Re-

ports provided by Google (https://www.google.com/covid19/mobility/ 
, accessed in April 2021). It was used to assess the influence of human 
mobility on the spread of the virus (Bochenek et al., 2021). The indices 
show changes (%) in the number of visitors across different category of 
places collected by Google applications: retail and recreation (RR), 
grocery and pharmacy (GP), parks (PK), transport or transit stations 
(TS), workplaces (WP) and residential (RS). The results were calculated 
by comparing the mobility values from a given day during the pandemic 
with a pre-pandemic baseline value of mobility (January 3rd - February 
6th, 2020) (Sulyok and Walker, 2021). For the city of LET, only GP and 
PK variables were available. Furthermore, two weeks of September were 
not available. 

The meteorological and mobility data used for each city in the 
analysis corresponded to the average of 7–14 days before the reported 
day. Previous studies have pointed out the relevance of considering the 
lag effect based on the latency period of COVID-19 from the infected day 
to the confirmed day (Chen et al., 2020; Dhouib et al., 2021; N. Islam 
et al., 2020; Xie and Zhu, 2020). 

2.3. Statistical analysis 

As a result of a non-normal distribution (asymmetry and kurtosis out 
of range), the Spearman rank correlation (rs) was selected to evaluate 
relevant association coefficients (>0.4) among the epidemiological, 
meteorological and mobility variables in two different periods: quar-
antine (March/2020–August/2020) and post-quarantine (September/ 
2020–January/2021). The data were standardised by the z-scores 
method to perform the statistical tests. The software PAST 2.7 was used 
for all calculations (Hammer et al., 2001). 

2.4. Self-organising maps 

SOM technique was used to identity relationships between the 
epidemiological variables (NDC and CR) and the meteorological (AH, h, 
RH, Tmax, Tavg, Tmin, WS) and mobility variables (GP, PK, RR, RS, TS and 
WP) in the six selected cities from Colombia. Similarities in the 
spreading of the infections among the cities were also evaluated. 

The technique consists of neurons arranged in a two-dimensional 
grid. Each input sample is represented by a vector whose elements 
correspond to the variables from data collected in each day (epidemio-
logical, meteorological and mobility variables; dimension was 15). The 
neurons in the output maps have hexagonal lattice and the same 
dimension of the input vectors. The number of neurons in these maps are 
defined by the user. The input and output layers in the technique are 
connected by weight vectors. Initially, the weight vectors are initialised 
with small random numbers and the algorithm calculates the Euclidian 
distance between an input vector and the weight vector of each output 
neuron. The neuron with the smallest distance (best-matching unit, 
BMU) is then selected and the weights from this BMU and the neigh-
bours are updated according to a Gaussian function (Çinar and Merdun, 
2009). Nearby neurons in the output layer represents similar properties 
and neurons located farther away from each other have dissimilar 
properties (Asan and Ercan, 2012). 

The batch training algorithm was used for training the SOM. Firstly, 
a matrix was organised with the data collect from all cities from March/ 
2020 to January/2021, including the analysed variables. The data set 
was normalised before the analysis via z-score. Since the discrimination 
capabilities of the SOM depends on the number of neurons (hexagonal 
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units) in the maps, several architectures (35 × 35 to 50 × 50) were 
tested and the most informative one (with the highest discrimination 
capability) was selected. A summary of the method is displayed in Fig. 2. 
Maps with a small number of neurons would have the samples clustered 
together. On the other hand, too big maps would have sample too far 
apart. Therefore, both high and low number of neurons in the maps 
would prevent to extraction information and were avoided (Garcia et al., 
2007). The software MatLab 2017b (MathWorks, Natick, MA) and the 
SOM toolbox 2.1 (freely available on http://research.ics.aalto.fi/so 
ftware/somtoolbox/, accessed in April 2021) were used to perform all 
analysis (Alhoniemi et al., 2000). The method was also applied to each 
city separately, testing architectures from 15 × 15 to 25 × 25. 

3. Results 

Fig. 3 shows the daily variations of the epidemiological and meteo-
rological variables in the studied cities. A descriptive statistical analysis 
of the epidemiological and meteorological data is presented in Table 1. 
The results indicate that spatial fluctuations of the meteorological var-
iables were greater than temporal ones (Fig. 3). The Tavg for BOG, for 
instance, varied between 12.9 ◦C and 15.6 ◦C (difference of 2.7 ◦C) from 
March 2020 to January 2021 (average in the period was 14.1 ◦C, the 
lowest among the cities). The difference was much larger (15.0 ◦C) if 
BOG is compared with CAR, which presented the highest average of Tavg 
in the study period (29.1 ◦C) among the cities. 

The highest AH values were recorded in the Amazonian (LET) and 
north coastal cities (BAR and CAR) that presented daily records above 
18 g/m3. In contrast, the capital (BOG) recorded the lowest daily values 
(maximum AH was 10.2 g/m3). Regarding WS, the highest values were 
recorded in the north coastal cities (daily records above 6.8 km/h) and 
the lowest in LET (maximum WS was 5.9 g/m3) (Table 1). The h reached 
the highest daily value (88 kJ/kg) in CAR and the lowest daily value 
(30.4 kJ/kg) in BOG (Table 1). 

A descriptive statistical analysis of the mobility data is presented in 
Table 2. Moreover, Fig. 4 shows the human mobility data in six place 
categories in the six cities from Colombia during the analysed period 
(March 2020–January 2021). The graphs show that these variables were 
strongly affected by the restriction measures, especially BOG, MED, and 

BAR. The quarantine appeared to increase the mobility in residential 
places (RS) in all the cities, standing out BOG that presented average 
increase of 27.2% (quarantine) when compared to the pre-pandemic 
period. Conversely, other locations presented a drastic reduction in 
the number of visitors as a result of the restrictions implemented. While 
the lowest values for GP, PK, RR, TS and WP were recorded in April 
2020, the highest values were in December, exceeding the number of 
visitors before the quarantine for places such as GP in BOG, MED, CAL 
and BAR (Fig. 4). 

Based on the trends depicted in Fig. 3, the disease dissemination in 
the country reflected a fast-growing rise from its first detection in March 
until August 2020. Afterwards, there was downward trend until 
November. New pronounced peaks occurred in December, likely asso-
ciated with the year-end celebrations. This motivated the government to 
implement some restrictions in January again. For our study period, a 
total of 970,383 confirmed cases were registered in the six cities. BOG 
was the city with the highest number of NDC (maximum record of 7471 
cases in January 2021), followed by CAL and MED (Table 1). Regarding 
CR, LET had the highest record (396.7 contagions/per 100 thousand 
people) in May 2020. This city has the lowest urban population density 
compared to the other assessed cities (Table S1, Appendix A). 

3.1. Correlations 

The correlations among the epidemiological, meteorological and 
mobility variables are presented in Table S2 (Appendix A). The results 
showed that the variables NDC and CR had the same correlations with 
meteorological and mobility variables. The following relationships were 
found in the period of quarantine: high correlation correlations 
involving epidemiological and meteorological variables were obtained 
between NDC/CR and h, especially in CAL (rs = − 0.46, p < 0.01) and 
MED (rs = − 0.58, p < 0.01). Furthermore, significant negative corre-
lations were found between Tmax/Tmin/Tavg/AH and NDC/CR in some 
cities, for example in BOG (Tmax and Tavg: rs = − 0.62, p < 0.01; AH: rs =

− 0.54, p < 0.01) and CAL (AH: rs = − 0.53, p < 0.01). In contrast, hu-
midity variables were positively and significantly correlated with NDC/ 
CR in CAR (e.g., AH: rs = 0.59, p < 0.01) and BAR (e.g., RH: rs = 0.70, p 
< 0.01). Moreover, the north coastal cities had the highest negative 

Fig. 2. Flowchart of SOM algorithm application.  
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coefficients between WS and the epidemiological variables, especially 
CAR with coefficients (rs) of − 0.70 (p < 0.01). Regarding the mobility 
variables, GP, PK, RR, TS, and WP presented significant positive corre-
lations (except LET) with the epidemiological variables in all the cities. 
In BOG, MED, and CAL these coefficients (rs) were higher than the ob-
tained for the meteorological variables. The highest correlations were 
observed between NDC/CR and PK (rs = 0.71, p < 0.01) in CAL and 
between NDC/CR and RR (rs = 0.64, p < 0.01) in BOG. In LET, the 
mobility variables presented negative coefficients with the epidemio-
logical variables, probably linked with the high caseloads registered in 
this period. 

The period of post-quarantine in cities such as BAR, CAR, and LET 
presented higher coefficients between the mobility variables and NDC/ 
CR than in the quarantine period (in LET just for PK). Some examples are 
RR (rs = 0.82, p < 0.01) and GP (rs = 0.81, p < 0.01) in BAR. In contrast, 
the most populated cities (BOG, MED and CAL) presented lower co-
efficients between these variables in post-quarantine than in the quar-
antine period. 

3.2. Self-organising maps 

3.2.1. Whole data set 
The SOM analysis resulted in 7 groups (I-VI) as shown in the map of 

samples (Fig. 5). The map architecture 45 × 45 neurons was selected as 
the most informative one. The neurons were coloured based on the date 
of the reported confirmed cases (Fig. 5a), the city from where the cases 
were reported (Fig. 5b), the biome from where the cases were reported 
(Fig. 5c) and if the data belong to quarantine or post-quarantine period 

(Fig. 5d). From the figure, it is clear that the data can be clustered using 
any of these four classifications. The data from the quarantine period 
(March–August), for instance, were clustered in the bottom-left region, 
while the data from the post-quarantine period (September–January) 
were clustered in the upper-right part of the map (Fig. 5d). 

Samples located in the same or neighbouring neurons in the map are 
very similar to each other considering the analysed variables. 
Conversely, samples in neurons farther from each other are less similar 
(Brereton, 2012). Therefore, one can say that the data from Bogota 
(group VII, Fig. 5), for example, are more similar to samples from 
Medellin (group IV) than data from north coastal cities (BAR and CAR; 
group I) and Leticia (group III). In contrast, samples from BAR and CAR 
are very similar because they are very close from each other in the map, 
belonging to the same groups (groups I and V). This may be linked to the 
geographical proximity between the cities that share the same biome 
(subtropical dry forest; Fig. 1). Inside each group, clusters based on the 
date of the records can also be seen (Fig. 5a). These clusters correspond 
to temporal stages of the pandemic in each city regarding the analysed 
variables. 

The maps of variables (component planes) are shown in Fig. 6. They 
are like “hidden” layers behind the map of samples (Fig. 5) and represent 
the variables used to create the SOM (Brereton, 2012). The colour bars 
located beside each map represent the intensity of respective variable: 
the red colour indicates higher intensity and the blue colour lower in-
tensity (Kowalski et al., 2013). From the maps, it is also possible to 
visualise possible correlations between two variables. GP and RR, for 
instance, have similar pattern in their maps, indicating a positive cor-
relation. On the other hand, GP and RS have opposite patterns indicating 

Fig. 3. Meteorological (Average Temperature, Minimum Temperature, Maximum Temperature, Relative Humidity, Absolute Humidity, Wind Speed and Specific 
Enthalpy) and epidemiological variables (New Daily Cases and Contamination Rate) from March/2020 to January/2021. 
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a negative correlation. Possible associations between epidemiological 
and meteorological variables can also be found by comparing different 
variable maps. The neurons with high intensity for CR at the corre-
sponding neurons with lower WS, for instance, indicate that lower WS 
may favour the virus infections. 

The characteristics of each cluster in the map and the similarities and 
differences among the data can be visualised by simultaneously ana-
lysing the map of samples and its component planes. The differences 
between the quarantine and post-quarantine periods, for instance, can 
be attributed to the mobility variables GP, PK, RR, TS and WP that 
presented high intensity for the data from the post-quarantine period (cf. 
intensity of these variables in Fig. 6 at the position of neurons from post 
quarantine period as marked in Fig. 5d). The variable RS that presented 
low intensity during the post-quarantine period also contributed to the 
formation of both clusters. 

Differences among groups can also be explained by visualising the 
maps of samples and variables. The group VII (BOG samples; Fig. 5), for 
example, is characterised by low intensities of the meteorological vari-
ables AH, h, Tavg, Tmax and Tmin. Furthermore, the data in this group had 

the highest NDC. In contrast, groups I, III and V that contains samples 
from BAR, CAR and LET had high intensities for AH, h, RH, Tavg, Tmax 
and Tmin. The main distinction between LET (group III) and the other 
analysed cities was the lower WS. In addition, the highest CR was 
recorded for samples from LET. 

The SOM analysis indicated that BAR and CAR were the cities that 
presented the largest differences between quarantine and post- 
quarantine periods. This is because a substantial amount of data from 
each period were in different groups (cf. group I with most samples in 
quarantine period and group V with all samples in post-quarantine 
period; Fig. 5). The mobility variables (GP, PK, RR, RS, TS and WP) 
were responsible for the separation of the data in two groups since they 
presented different intensities in each analysed group. In the same way, 
these variables were also responsible for dividing CAL data into two 
groups (II and VI, Fig. 5). 

3.2.2. SOM by city 
The maps of samples of each city individually were coloured and 

grouped based on the date of the reported infections (Fig. S1, Appendix 

Table 1 
Descriptive statistical analysis of the epidemiological and meteorological variables for each city.   

NDC CR Tmax Tavg Tmin RH AH WS h 

(◦C) (◦C) (◦C) (%) (g/m3) (km/h) (kJ/kg) 

Bogotá 
Mean 1893.2 25.5 19.9 14.1 9.5 76.4 9.2 9.5 36.7 
SD 1533.6 20.7 0.8 0.5 1.0 3.7 0.5 1.0 1.9 
CV (%) 81.0 81.0 4.2 3.8 10.9 4.9 4.9 11.0 5.1 
Min 9.0 0.1 18.0 12.9 5.7 66.1 8.0 7.2 31.7 
Max 7471.0 100.8 22.6 15.6 11.5 85.5 10.2 13.6 41.0 
Asym 6.4 6.4 6.5 2.8 − 5.4 − 0.1 − 2.3 7.4 − 2.3 
Kurt 2.5 2.5 5.2 0.0 4.2 − 0.7 − 1.8 9.8 − 1.0 
Medellín 
Mean 582.5 23.2 28.2 23.3 17.9 63.6 13.2 11.2 57.8 
SD 480.6 19.8 1.2 1.6 0.5 7.8 0.7 2.6 1.7 
CV (%) 82.5 82.5 4.4 6.9 4.0 12.3 5.0 23.5 3.0 
Min 0.0 0.0 23.6 20.2 16.1 45.7 11.2 5.5 53.7 
Max 1790.0 73.8 31.6 27.3 19.9 77.9 14.6 17.0 61.8 
Asym 1.6 1.6 − 2.7 0.4 2.5 − 0.6 − 4.9 − 0.9 2.5 
Kurt − 3.5 − 3.5 4.0 − 2.6 − 0.3 − 2.7 2.1 − 3.1 − 0.9 
Cali 
Mean 393.9 17.7 30.3 23.7 19.5 76.8 16.5 8.6 64.2 
SD 314.2 14.1 1.0 0.7 0.8 3.4 0.6 1.0 2.0 
CV (%) 79.8 79.8 3.3 3.0 4.2 4.5 3.7 11.7 3.0 
Min 0.0 0.0 28.1 22.1 17.7 69.0 15.0 6.1 60.4 
Max 2026.0 91.0 32.7 26.0 21.6 84.5 17.9 10.8 70.0 
Asym 8.1 8.1 0.6 4.8 2.1 − 0.5 1.1 0.9 5.6 
Kurt 11.1 11.1 − 1.7 1.1 0.0 − 2.6 − 1.3 − 2.6 0.8 
Barranquilla 
Mean 217.8 18.1 32.5 28.0 25.0 82.2 22.3 11.8 78.4 
SD 216.7 17.9 1.1 0.8 0.9 4.4 1.0 3.7 2.8 
CV (%) 99.5 99.5 3.3 2.8 3.5 5.4 4.6 31.3 3.5 
Min 0.0 0.0 29.0 25.7 22.7 71.8 18.9 6.8 69.9 
Max 972.0 80.6 35.3 29.7 27.0 90.5 23.5 23.5 83.0 
Asym 8.8 8.8 0.5 0.2 1.4 − 2.8 − 11.3 7.2 − 7.3 
Kurt 3.4 3.4 2.3 − 0.8 − 1.2 − 2.8 7.5 1.7 3.8 
Cartagena 
Mean 169.4 17.4 31.9 29.1 26.1 80.6 23.3 12.4 82.0 
SD 144.6 14.9 0.7 1.1 1.1 4.5 1.1 2.4 3.3 
CV (%) 85.4 85.4 2.2 3.6 4.2 5.6 4.6 19.6 4.0 
Min 0.0 0.0 29.7 26.6 23.6 72.8 20.0 7.7 72.6 
Max 585.0 60.1 33.6 31.2 28.8 92.7 25.1 19.9 88.0 
Asym 7.1 7.1 − 3.4 − 2.0 1.2 4.6 − 8.7 4.6 − 7.5 
Kurt 0.9 0.9 0.1 − 3.8 − 0.8 − 1.1 5.3 1.1 3.6 
Leticia 
Mean 11.4 23.7 31.4 26.2 22.8 89.5 22.1 4.4 76.4 
SD 27.2 56.5 1.2 0.8 0.8 2.3 1.0 0.5 3.0 
CV (%) 228.8 238.8 3.9 3.1 3.7 2.6 4.4 12.2 3.9 
Min 0.0 0.0 27.0 22.6 18.1 80.5 18.1 3.1 63.2 
Max 191.0 396.7 34.3 27.9 24.0 93.5 23.9 5.9 83.0 
Asym 30.1 30.1 − 0.2 − 6.8 − 15.1 − 4.6 − 9.8 2.5 − 9.1 
Kurt 76.4 76.4 1.5 9.2 27.0 1.3 10.4 0.8 11.0 

Asym: asymmetry; CV: coefficient of variation; Kurt: kurtosis; Max: maximum value; Min: minimum value; SD: standard deviation. 
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A). They were classified in 4 (I-IV) or 5 (I–V) groups, from where it is 
possible to visualise the influence of restriction measures: the groups 
from March to August/2020 (quarantine) are in one side of the maps and 
the groups from September/2020 to January/2021 (post-quarantine) 
are in the other sited of the maps. From the component planes of each 
city (Fig. S2-27, Appendix A), the mobility variables (GP, PK, RR, RS, TS 
and WP) were responsible for the distinctions between these two periods 
in all cities individually. Apart from RS, these variables presented higher 
intensities in the post-quarantine, indicating that they had higher 
importance during this period. In contrast, RS presented the highest 
intensity and importance during the quarantine months. 

The analysis of the component planes (Figs. S2–S7, Appendix A) 
showed that the relationship between epidemiological and meteoro-
logical variables presented distinct trends during quarantine. The maps 
from BAR, CAR and LET (Fig. S2, S5 and S6, Appendix A), for instance, 
revealed that days with higher number of new cases (high NDC and CR) 
had higher intensities for AH and h. WS presented the opposite trend 
(higher WS, lower number of cases), except for LET where this 

association is not clear. The maps from CAL and MED (Figs. S4 and S7, 
Appendix A) showed that low records of Tmin were related to high NDC/ 
CR values. On the other hand, high NDC/CR was related in BOG to lower 
Tavg and Tmax (Fig. S3, Appendix A). In BOG and CAL (Figs. S3 and S4, 
Appendix A) days with high intensities for NDC/CR had lower values of 
AH, RH and h. 

No clear patterns could be visualised in the post-quarantine period 
between epidemiological and meteorological variables in most compo-
nent planes (Fig. S2 – Fig. S7, Appendix A). In CAL, for example, the 
highest number of NDC/CR was related to a lower Tavg and Tmax. These 
maps also show that mobility variables in post-quarantine were domi-
nant and well correlated with epidemiological variable in most of the 
cities (e.g., the neurons with highest intensity for GP, PK, RR, TS and WP 
in CAR maps were related to neurons with highest intensity for NDC/CR. 
Fig. S5, Appendix A). 

4. Discussion 

The dynamics of SARS-CoV-2 in Colombia appear to be affected by 
the different biomes in the country as revealed by the clusters visualised 
in SOM analysis (Fig. 5c). This is supported by Kubota et al. (2020) who 
speculated that specific factors (e.g., weather) from different biogeo-
graphic regions affect partially the development of the pandemic. Since 
the weather is considered a modulator of the stability or inhibition of 
SARS-CoV-2, the particular meteorological conditions of each city may 
have influenced the differences in the outbreaks (Briz-Redón and 
Serrano-Aroca, 2020a; Oliveiros et al., 2020; Paraskevis et al., 2021). 
Although, environmental conditions are not the single driver of the 
COVID-19 spread and other important factors (e.g., socioeconomic 
conditions, immunity, etc.) that were not considered in this study could 
have had a relevant role in the mechanism of transmission (Kubota et al., 
2020; Wei et al., 2020). Furthermore, the samples were clearly divided 
by period (quarantine and post-quarantine, Fig. 5d) which support the 
effects of the containment measures. Indeed, independently of the 
climate of each city, isolation restrictions decrease the impact of the 
COVID-19 outbreaks (Maier and Brockmann, 2020). 

In the quarantine period, the meteorological variables reflected 
clearer relationships with the caseloads than in the post-quarantine 
period. The lower effect of weather in the post-quarantine may be 
related to the increment of human mobility, since social contact rises the 
probability of contracting COVID-19 (Fazio et al., 2021). In addition, the 
increase of contagions in our study may be explained by different 
combinations of two or more meteorological conditions (e.g., higher 
NDC/CR were associated with lower AH, h and Tmin in CAL). This is 
supported by other studies which reported that the analysis of just a 
single variable is not enough to explain the dynamics of the virus 
(Bannister-Tyrrell et al., 2020; Beggs and Avital, 2021; Chen et al., 
2020). Auler et al. (2020), for instance, found that a combination of RH 
around 80% and Tavg of 27.5 ◦C may explain the evolution of COVID-19 
in some cities in Brazil. 

Our findings revealed distinct effects of temperature (Tavg, Tmax and 
Tmin) and humidity (AH and RH) variables on the COVID-19 spread in 
the assessed cities. It corroborates the adaptability of this new corona-
virus to different environmental conditions (Bhardwaj and Agrawal, 
2020; Yang et al., 2021). In MED and CAL, when Tmin was lower (<18 ◦C 
and <17 ◦C, respectively) the number of contagions increased in quar-
antine (Figs. S4 and S7, Appendix A). This trend was also verified in 
other countries as Spain or China (Fernández-Ahúja and Martínez, 2021; 
Yang et al., 2021). In the case of Tmax, this variable has been negatively 
correlated with the COVID-19 infections in cities as Wuhan (China) 
(Yang et al., 2021). In our study, BOG registered an increase of cases 
when Tmax was below 20 ◦C in quarantine (Fig. S3, Appendix A). Other 
negative associations in this city were related to Tavg and AH with the 
contagions, especially when these variables were lower than 14 ◦C and 9 
g/m3, respectively (Fig. S3, Appendix A). This agrees with other 
epidemiological studies with this novel coronavirus and its predecessors 

Table 2 
Descriptive statistical analysis of the mobility variables for each city.   

PK WP TS RR GP RS 

(Δ%) (Δ%) (Δ%) (Δ%) (Δ%) (Δ%) 

Bogotá 
Mean − 40.8 − 40.2 − 45.2 − 51.9 − 23.0 22.9 
SD 15.3 16.6 21.8 16.1 18.1 8.7 
CV (%) − 37.6 − 41.2 − 48.3 − 31.1 − 78.7 37.9 
Min − 77.9 − 70.9 − 81.9 − 85.1 − 62.0 3.0 
Max − 7.0 5.1 0.4 10.4 18.9 40.1 
Asym − 5.2 3.8 1.5 − 1.4 − 1.7 1.9 
Kurt 0.1 0.4 − 3.4 − 1.3 − 1.2 − 2.9 
Medellín 
Mean − 41.9 − 35.9 − 48.4 − 49.7 − 26.9 18.3 
SD 16.8 18.4 18.2 19.9 21.2 8.0 
CV (%) − 40.1 − 51.1 − 37.6 − 40.0 − 78.9 43.8 
Min − 80.1 − 77.3 − 82.7 − 87.7 − 68.0 2.7 
Max − 11.4 1.7 7.4 10.3 19.3 35.0 
Asym − 5.3 − 5.0 − 0.8 − 1.4 − 1.3 3.6 
Kurt − 1.1 − 0.8 − 2.3 − 2.7 − 2.6 − 2.3 
Cali 
Mean − 42.0 − 30.9 − 36.5 − 43.5 − 19.6 16.2 
SD 17.3 18.1 18.6 19.3 19.8 7.6 
CV (%) − 41.2 − 58.8 − 50.8 − 44.4 − 101.4 46.8 
Min − 82.0 − 74.0 − 76.6 − 84.4 − 63.3 − 1.6 
Max 8.9 5.0 3.3 9.7 17.3 33.0 
Asym − 7.3 − 6.6 − 3.8 − 4.4 − 4.4 5.2 
Kurt − 0.3 0.3 − 1.4 − 2.0 − 1.6 − 1.5 
Barranquilla 
Mean − 48.6 − 38.9 − 51.2 − 54.2 − 28.0 19.1 
SD 20.1 18.6 22.1 19.6 25.2 6.8 
CV (%) − 41.3 − 46.5 − 43.2 − 36.1 − 90.2 35.6 
Min − 81.9 − 76.1 − 81.3 − 85.0 − 67.1 1.3 
Max − 5.0 5.7 0.1 − 9.3 29.0 30.9 
Asym 0.5 − 0.9 2.9 1.4 1.5 − 0.3 
Kurt − 4.0 − 3.4 − 3.8 − 4.1 − 4.7 − 4.3 
Cartagena 
Mean − 68.1 − 42.7 − 71.1 − 62.6 − 38.7 19.0 
SD 14.8 17.0 16.7 16.2 22.2 6.2 
CV (%) − 21.7 − 39.9 − 23.5 − 25.9 − 57.3 32.4 
Min − 88.9 − 74.3 − 91.3 − 86.6 − 72.6 2.9 
Max − 30.6 1.7 − 17.0 − 19.0 7.1 29.6 
Asym 3.1 − 1.0 5.2 2.9 1.6 − 0.2 
Kurt − 3.5 − 3.5 − 2.3 − 3.4 − 4.4 − 4.2 
Leticia 
Mean − 55.9 − 20.4 NA NA NA NA 
SD 13.6 16.4 NA NA NA NA 
CV (%) − 24.3 − 80.3 NA NA NA NA 
Min − 80.3 − 49.6 NA NA NA NA 
Max − 12.0 8.0 NA NA NA NA 
Asym 1.8 − 2.0 NA NA NA NA 
Kurt 0.6 − 3.6 NA NA NA NA 

Asym: asymmetry; CV: coefficient of variation; Kurt: kurtosis; NA: not available; 
Max: maximum value; Min: minimum value; SD: standard deviation. 
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suggesting a higher transmission when temperature and humidity 
decrease (Briz-Redón and Serrano-Aroca, 2020a; Chan et al., 2011; 
Fernández-Ahúja and Martínez, 2021; Gardner et al., 2019; Nottmeyer 
and Sera, 2021). The stability of the virus in cold temperatures is asso-
ciated to its heat intolerance (Beggs and Avital, 2021). Furthermore, 
colder/drier conditions such as the ones observed in BOG may promote 
that the respiratory droplets with the virus continue suspended for more 
time (Wang et al., 2021). These settings dry out the human mucous 
membrane, reducing the function of cilia and supporting the trans-
mission of the disease (Qi et al., 2020; Sun et al., 2020). Some BOG 
records for Tavg (12.9–15.6 ◦C; Table 1) and AH (8–10.2 g/m3; Table 1) 
corresponded with the vulnerable ranges to the virus spread reported in 
the literature: 4–9 g/m3 and 3–17 ◦C (Bukhari and Jameel, 2020), 3–8 
g/m3 and 5–11 ◦C (Sajadi et al., 2020), 4–6 g/m3 and 4–11 ◦C (Gupta 
et al., 2020). However, other demographic factors (Table S1, Appendix 
A) must be taking into consideration, for instance, the high population 
density may increase the frequency of direct contact (Diao et al., 2021; 
Lin et al., 2020). This is relevant if it is considered that BOG and MED 
have been listed as cities with the most higher and concentrated den-
sities in the world (Brodie, 2017; Burdett, 2015; Wheeler, 2015). 

In the case of the hottest (average Tavg > 26 ◦C) and wettest (average 

AH > 22 g/m3) cities of the study, the increase of AH (BAR, CAR and 
LET) and Tavg (CAR) were related to higher NDC/CR records (Fig. S2, S5 
and S6, Appendix A). Although high Tavg favour the instability of the 
virus in suspended droplets, it increments the amount of virus settled on 
surfaces (Magurano et al., 2021). Moreover, the likelihood of 
SARS-CoV-2 survival is approximately five times higher under humid 
conditions than under dry conditions, which may have influenced the 
contagions in these cities (Bhardwaj and Agrawal, 2020). The mecha-
nisms of transmission of respiratory viruses in hot-wet settings seems to 
be related to: (i.) fomites, due to the faster deposition of virus-laden 
droplets on surfaces and their slow evaporation (Paynter, 2015; Rodó 
et al., 2021); (ii.) direct contact through small virus-laden particles 
produced by air conditioner systems (Ahlawat et al., 2020). 

Humid-rainy conditions in Colombia have been associated with 
outbreaks of other respiratory viruses such as influenza and respiratory 
syncytial virus (RSV) (Gamba-Sanchez et al., 2016; Rodriguez-Martinez 
et al., 2015; Tamerius et al., 2013). This agrees with our data that show 
that COVID-19 outbreaks occurred in BAR, CAR and LET under wet 
conditions (average AH > 22 g/m3). Moreover, our results accord with 
the hypothesis proposed by Auler et al. (2020): the reduction in CR 
associated with high temperature and humidity is not entirely reliable 

Fig. 4. Mobility variables (Retail and Recreation, Grocery and Pharmacy, Parks, Transport Stations, Workplaces, and Residential) from March/2020 to 
January/2021. 
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for cities in tropical and subtropical regions. This conclusion is sup-
ported by other authors as Raines et al. (2020), who also identified in 
CAR a considerable increment of NDC in quarantine that was correlated 
with a RH above 78%. Likewise, Prata et al. (2021) found in Brazil that 
each 1% rise of the daily RH is associated with increments in COVID-19 
cases of 2.26% in tropical regions and 2.35% in subtropical regions. 

Special attention deserves h because it includes the effect of two 
variables at the same time (Tavg and RH). Some studies have listed h as a 
significant predictor variable of the SARS-CoV-2 survival (Beggs and 
Avital, 2021; Spena et al., 2020a). In our case, this variable for cities 
such as BOG, MED and CAL presented even higher correlation co-
efficients (Table S2, Appendix A) and clearer patterns with NDC/CR (e. 
g., Figs. S2 and S3, Appendix A) than temperature (Tavg, Tmax and Tmin) 
or humidity (AH and RH) variables, particularly in the quarantine 
period. Spena and collaborators (2020b) proposed a seasonal virulence 
risk scale based on the incidence rate of COVID-19 and h. This scale set a 
negligible risk when h < 9 kJ/kg and when h > 33 kJ/kg; low-to-average 
risk when h is between 9 and 12 kJ/kg and when h is between 23 and 33 
kJ/kg; and average-to-high risk when h is between 12 and 23 kJ/kg. In 
our study, all assessed cities were classified as negligible risk, except 
BOG that presented potential risk (low-to-average risk) considering its h 
records (h between 30.4 and 36.4 kJ/kg, Table 1). It is consistent with 

our findings since BOG presented the highest NDC records throughout 
the study (maximum value of 7471 cases). However, cities that regis-
tered high CR values (BAR, CAR and LET) were not classified as 
average-to-high potential risk in the scale. Consequently, it is necessary 
to include the conditions of cities in (sub)tropical regions and the 
possible effect of other modulator variables (e.g., WS in LET) in this type 
of scale (which is based on temperate regions). 

Regarding WS, it can modulate the dynamics of SARS-CoV-2 by 
reducing the suspending time of the virus in the air due to dilution and 
consequent removal (Ahmadi et al., 2020; N. Islam et al., 2020; Wang 
et al., 2021). This can be seen in the north coastal cities where the high 
WS records were related to diminutions in the caseloads (especially in 
the quarantine period, Figs. S2 and S5, Appendix A). The potential of WS 
to gradually reduce the effects of the pandemic also has been observed in 
other tropical coastal cities like Rio de Janeiro (Brazil) (Rosario et al., 
2020). On the other hand, some studies determined higher contagion 
rates when the WS values were below 5.4 km/h in China (Wei et al., 
2020) and 7.2 km/h in Italy (Coccia, 2020). In this investigation, the city 
(LET) with more records below these limits presented the highest CRs 
(Fig. 3; Table 1). This suggests that this variable may be an important 
factor controlling the virus transmission across Colombia. 

Concerning the mobility variables, when people spent more time at 

Fig. 5. Map of samples of the whole dataset classified by date of the reported cases (a), the city from where the cases were reported (b), the biome from where the 
cases where reported (c), and the period to which the data belongs (d). The samples were divided in 7 distinct groups (I-VII) based on the proximity between samples 
in the neurons (hexagonal units) and the different classifications. 
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home (residential mobility), the transmission of SARS-CoV-2 was lower 
compared to the other variables (GP, PK, RR, TS, and WP). Previous 
studies stressed on the implications of weather on human interactions, 
for instance, warmed days may be associated with outdoor activities (e. 
g., visits to parks or public places) and more exposure to the virus 
(Damette et al., 2021; Shao et al., 2021). This is evident in our study in 
cities as BAR and CAR with clear patterns in post-quarantine between 
the mobility and epidemiological variables. A study developed at Johns 
Hopkins University revealed significant associations among the 
SARS-CoV-2 infections, the use of public transport, gatherings with more 
than 10 people and more than 100 people, and visits to indoor or out-
door places with crowds (Clipman et al., 2020). Finally, the role of 
mobility variables on the increment of cases in the post-quarantine 
period mirrored that the lockdown is a sensible alternative but an 
effective way to control the transmission of SARS-CoV-2. It has been 
evidenced in studies carried out in China, England or Italy (Cartenì et al., 
2020; Chinazzi et al., 2020; Sartorius et al., 2021; Vollmer et al., 2020; 
Y. Zhou et al., 2020). 

Our findings are limited by the socioeconomic conditions of the 
country, e.g., Colombia has a Human Development Index of 0.74 
(http://hdr.undp.org, accessed in April 2021) with serious gaps in the 
provision of health and food services that could easily counteract any 
potential climatic effect at local scales (Coelho et al., 2020). In addition, 
this investigation did not take into consideration other possible pre-
dictors as the number of tests applied, general health policies, trans-
portation or cultural aspects (Oliveiros et al., 2020). However, we 
considered that our results may contribute to a better understanding of 
how SARS-CoV-2 is sustained in tropical countries such as Colombia. In 
addition, other strengths are: (i.) the evaluation of 15 different variables 

using a dataset of 10 months, unlike several studies that assessed nar-
rower periods (Sanchez-Lorenzo et al., 2021; Yang et al., 2021); (ii). This 
study about the influence of multiple variables (meteorological and 
mobility) on the SARS-CoV-2 transmission in Colombia could be carried 
out using other methods such as Principal Component Analysis (PCA) or 
Partial Least Squares (PLS). Nevertheless, the use of SOM technique 
presents several advantages related to its highlighted visualisation ca-
pabilities with different graphical representation options, its good per-
formance in clustering and pattern recognition, efficient use of space in 
the maps and its robustness to missing data or noise (Brereton, 2012; 
Gontijo et al., 2021). 

5. Conclusions 

This study has shown that different biogeographical regions in 
Colombia had distinct dynamics regarding the virus spread. This was 
attributed to both restriction measures that affected human mobility and 
larger spatial than temporal variations of the analysed meteorological 
variables. Hence, our outcomes may contribute to the implementation of 
measures to preserve public health and the formulation of site-specific 
policies to prevent disease dissemination. 

The highest CR occurred in LET, where the lowest WS may have an 
important influence on the virus transmission. In MED and CAL, Tmin 
had an important role in the increment of NDC/CR. Furthermore, the 
highest NDC recorded in BOG appeared to be linked to a decrease in Tavg 
(<14 ◦C) and AH (<9 g/m3), besides its largest population, higher 
population density and importance. The increase of AH and Tavg also 
seemed to favour the virus spread in warmer and wetter cities with an 
average Tavg > 26.2 ◦C and AH > 22.1 g/m3 (BAR, CAR and LET) that 

Fig. 6. Maps of variables of the whole dataset (component planes). The colour bar beside each map indicates the intensity of the variable: the red colour indicates 
high intensity and blue colour indicates low intensity. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of 
this article.) 
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achieved higher CR records. The different impact of meteorological 
variables on the virus transmission may be connected to local charac-
teristics such as sociodemographic aspects and combined factors. 

The human mobility variables influenced the development of the 
pandemic in most of the analysed cities, especially in the post- 
quarantine period. The higher amount of time spent at home was 
more important when quarantine was in place. This supported the ef-
ficacy of the restriction measures during quarantine, when meteoro-
logical variables seem to have grown in importance These measures did 
not avoid a fast spread of the virus (e.g., in LET), supporting the need for 
well-ventilated spaces, stricter hygiene and restriction measures, and 
investigation of other variables (e.g., solar radiation, air pollutants or 
vaccination rate). 

The SOM analysis was suitable to show the distinctions between 
quarantine and post-quarantine periods, differences related to local bi-
omes (e.g., humidity effects) and the development of the pandemic 
considering all analysed variables combined. This technique can be 
applied in other regions based on its ability to spatially or temporally 
group samples. Future investigations using SOM should focus on (i.) 
comparing the specific conditions (e.g., weather or mobility) of regions 
located in other latitudes and their implemented strategies to cope with 
the pandemic; (ii.) assessing the dynamic of the new virus variants and 
whether the meteorological conditions have the same influence; (iii.) 
(sub)tropical regions, especially in Latin America or Africa, where the 
influence of particular environmental (e.g., high humidity did not pre-
vent the increase of contagions in this study), socioeconomic (e.g., ac-
cess to healthcare or migration) or sanitary (e.g., drinking water) 
conditions on the pandemic needing more attention (Briz-Redón and 
Serrano-Aroca, 2020b). 
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A B S T R A C T   

The conversion of dust components is of high importance for retrospective evaluations of exposure levels, of 
occupational diseases or the time trend of occupational dust exposure. For this purpose, possibilities to convert 
nickel concentrations from inhalable to respirable dust are discussed in this study. Therefore, 551 parallel 
measurements of nickel concentrations in inhalable and respirable dust fractions were extracted from the 
exposure database MEGA (maintained at the Institute for Occupational Safety and Health of the German Social 
Accident Insurance) and investigated by linear regression analysis of ln-transformed concentrations. Inhalable 
dust is the most important predictor variable, showing an adjusted coefficient of determination (adj. R2) of 0.767 
(R2 adjusted to sample size). Since multilinear regression analysis, cannot be applied, further description of data 
is gained by splitting the whole dataset into working activity groups (e. g. ‘high temperature processing’, adj. R2 =

0.628,’ filling/transport/storage’ adj. R2 = 0.741, ‘machining/abrasive techniques’, adj. R2 = 0.777). From these 
groups, four task restrictive subgroups, so-called ‘heuristic groups’, can be derived by pooling similar working 
tasks with similar regression coefficients and enhanced quality measures (adj. R2 between 0.724 and 0.924): 
‘welding (grinding time fraction [GTF] < 5%)’, ‘welding (grinding time fraction [GTF] > 5%)’, ‘high temperature 
cutting’ and ‘grinding’. For the working activity group ‘high temperature processing’ and the heuristic group 
‘welding’ the determination of the grinding time fraction and its inclusion or exclusion from a dataset has a huge 
impact on the description of data and whether a transformation of nickel concentrations using the natural 
logarithm (ln) is necessary or not. In case of GTF < 5%, the conversions functions are linear, all other conversion 
functions are power functions with exponents between 0.713 and 0.986. It is possible to develop conversion 
functions for estimating the nickel concentration in the respirable dust fraction (cR(Ni)) out of the nickel con-
centration in the inhalable dust fraction (cI(Ni)). For the estimation of Nickel in respirable dust other studies, it is 
recommend to use the conversion functions of the heuristic trial and error groups. Limitations of the possibility to 
use the conversion functions are discussed.   

1. Introduction 

Nickel is one of the most commonly used elements in metal industry. 
Due to its physical and chemical properties, it has a wide field of 
application. The element is mainly used as an alloy to form chemical 
resistant materials, for nickel-cadmium batteries and as a catalyst in 
chemical and food industry (Genchi et al., 2020; Kasprzak et al., 2003). 
The exposure of workers through the inhalation of metal particles or 
fumes can be quite high. Nickel can cause allergic reactions, but it is also 
known to cause cancer in parts of the respiratory tract, like the lungs and 
the nose (Tsai et al., 1995; Andersen et al., 1996; Rahilly and Price, 
2003). 

In 1985, the International Committee on Nickel Carcinogenesis in 

man (ICNCM) was initiated, where the nickel forms causing cancer were 
determined and a dose-response relation was derived (Doll, 1990). This 
was the start of the nickel exposure evaluation, firstly based on the 
measurement of nickel and its compounds (Tsai et al., 1995; Andersen 
et al., 1996) in total dust. During the following years the carcinogenicity 
and toxicity of nickel was tested in various experiments and studies 
(Andersen et al., 1996; Grimsrud et al., 2002). Nickel and its compounds 
have been categorized as ‘carcinogenic for humans’ group 1 (IARC) 
(IARC, 2012) or group 1A (CLP) (ECHA, 2021), whereas metallic nickel 
and nickel alloys are categorized as ‘possibly carcinogenic for humans’ 
group 2B (IARC) (IARC, 1990) or Carc 2 (CLP) (ECHA, 2021) (Hughson 
et al., 2010; IARC, 2012). 

Nickel was mainly measured in the inhalable dust fraction, based on 
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a technical guide concentration [TRK], which was firstly established 
1977 in Germany (BMAS, 1977). These legal values were adopted to the 
technical state of the art over the years. In 2004, a TRK of 0.05 mg m− 3 

(in inhalable dust) in droplets and for nickel and its compounds 0.5 mg 
m− 3 (in inhalable dust) was valid. In 2005, all TRKs for carcinogenics 
were suspended. After several years, new limit values for nickel com-
pounds due to its carcinogenic effects in respirable dust were established 
at 0.006 mg m− 3 as exposure-risk-relationship (ERB) (AGS, 2021). 
Furthermore, nickel and nickel compounds are toxic and highly sensi-
tizing; regarding these non-carcinogenic effects an occupational expo-
sure limit value of 0.03 mg m− 3 in inhalable dust was established. For 
nickel metal, additional an occupational exposure limit value of 0.006 
mg m− 3 in respirable dust has been valid since 2017 (AGS, 2020). 
Subsequently the number of parallel measurements of nickel in respi-
rable and inhalable dust increased in the recent years. Apart from air 
monitoring, measurements of individual nickel concentrations in 
workers is also a common tool for assessing occupational health risks of 
workers. For biomonitoring of nickel in Germany, no threshold values in 
biological material was established so far, besides a reference value 
[BAR] of 3 μg Nickel/L urine (DFG, 2012). Since this study focusses on 
air monitoring, with respect to the legal limit values, biomonitoring will 
not be discussed in further detail. 

The increase of measurements targeting respirable dust and its 
components was not unique in Germany but it was also an international 
trend to focus on the dust fraction with an associated limit value. When 
it comes to retrospective assessment, monitoring the development of 
nickel exposure and investigation of occupational diseases, it remains 
problematic if only data from inhalable dust is available. In order to be 
able to use the historical data, e.g. in epidemiological evaluations, a 
mathematically conversion of nickel concentrations in inhalable dust to 
nickel concentrations in respirable dust is desirable. 

Other studies mainly focused on the ratio of “inhalable” to “total” 
dust (Tsai et al., 1995; Tsai and Vincent, 2001). Only a few studies target 
nickel in respirable dust (Tanaka et al., 1985; Roels et al., 1993). 

In our recently published study, we offered a mathematical solution 
for converting inhalable dust into respirable dust and vice versa (Wip-
pich et al., 2020) by using the exposure data from the nonpublic data-
base MEGA. Using further data from the same database, we developed a 
method to determine a possible relation between nickel in inhalable dust 
and nickel in respirable dust depending on working environments, using 
similar methods and assumptions as in our past study. 

2. Materials and methods 

2.1. Exposure database MEGA 

The data were obtained by the surveillance activity of the German 
Social Accident Insurance (Gabriel et al., 2010). The database MEGA 
holds over 3 million dataset with exposure data from over 870 hazard-
ous substances, including additional information about the measure-
ment procedure, the used equipment and the analytical method. It was 
established in 1972 and it is designed for the evaluation of occupational 
diseases, hazard and exposure analysis in specific types of industry, as 
well as time-dependent analysis of exposure to hazardous substances at 
work places. 

2.2. Sampling systems 

The most measurements in this study were performed using the 
samplers GSP and FSP. The FSP sampler is used to collect respirable dust, 
where a cyclone is used as a pre-separator for coarse particles. Smaller 
particles (with an aerodynamic diameter less than 10 μm) are separated 
on a cellulose nitrate filter (0.8 μm pore size) (Siekmann, 1998). In case 
of the GSP, inhalable dust is collected through a cone on a filter, directly 
without pre-separation (Riediger, 2001). Both, FSP and GSP can be used 
for personal and stationary sampling (Mattenklott and Möhlmann, 

2011). Besides FSP and GSP, also the systems Gravikon PM4 and 
Gravikon VC-25 are used for the stationary measurement of inhalable 
and respirable dust. The system PM4 for respirable dust also uses a 
cyclone as a pre-separator for coarse particles. For the collection of 
inhalable dust, the sampling volume is drawn into a filter cassette with 
an annular gap nozzle onto a filter (Siekmann, 1998; Riediger, 2001). 
The Gravikon VC-25 system also uses two different sampling heads to 
collect both dust fractions. For respirable dust, an additional impactor is 
used. Similar to the PM4, the inhalable fraction is measured with the 
VC-25 by drawing the sampling volume through an annular gap onto a 
filter (Coenen, 1981) (Siekmann, 1998) (Riediger, 2001). The most 
common combination of sampling systems in this study is GSP (inhal-
able dust, sampling rate: 3.5 L/min) and FSP-10 (respirable dust, sam-
pling rate: 10 L/min), providing 274 pairs of parallel personal 
measurements. The second highest abundance can be seen for the 
combination GSP-10 (inhalable dust, sampling rate: 10 L/min) and 
FSP-10 with 197 personal parallel measurements. For the complete list 
of used sampling systems, the sampling rate and the type of sampling, 
see Table 1. 

All samplers used in this study are validated according to the inter-
national standards EN 13205, EN 1540 and comply with ISO 7708. 

2.3. Analytical methods 

The sampling systems were equipped with cellulose nitrate filters 
(0.8 μm pore size). These filters were shipped to the Institute for 
Occupational Safety and Health of the German Social Accident Insur-
ance for gravimetric and quantitative metal analysis. The filters were 
conditioned for at least one day in the laboratory atmosphere at a fixed 
temperature and humidity. 

Nickel was determined by inductively coupled plasma mass spec-
trometry (ICP-MS) after digestion with a mixture of nitric and hydro-
chloric acid. A detailed method description was recently published 
(Pitzke et al., 2020). 

2.4. Data selection 

The method of pair formation of inhalable and respirable dust fol-
lows mainly the same scheme, as in our previous study (Wippich et al. 
(2020)). However, in this work the pairs are formed from nickel in 
respirable and inhalable dust, which was measured in parallel. 

Firstly, the datasets are extracted from the database MEGA. Between 
the years 1989 and September 2020, a total of 234 202 respirable 
fraction measurements, 123 118 inhalable fraction measurements and 
32 882 nickel measurements were collected in total. 

For the formation of parallel measured pairs of nickel in inhalable 
and nickel in respirable dust, first, measurements are excluded, if the 
concentration is below the limit of quantification. With this restriction 
169 458 measurements of the respirable fraction, 95 328 measurements 
of the inhalable fraction and 22 941 total nickel measurements remain 

Table 1 
Measurement systems and sampling rates used for both dust fractions in parallel 
measurements.  

sampler inhalable dust 
(sampling rate) 

sampler respirable dust 
(sampling rate) 

n  type of 
sampling 

GSP (3.5 L/min) FSP-10 (10 L/min) 274 Personal 
GSP-10 (10 L/min) FSP-10 (10 L/min) 197 Personal 
GSP-10 (10 L/min) FSP-10 (10 L/min) 31 Stationary 
GSP (3.5 L/min) FSP-10 (10 L/min) 28 Stationary 
PM4-G (66.7 L/min) PM4-F (66.7 L/min) 6 Stationary 
VC-25 G (375 L/min) VC-25 F (375 L/min) 5 Stationary 
VC-25 G (375 L/min) PM4-F (66.7 L/min) 4 Stationary 
GSP (3.5 L/min) PM4-F (66.7 L/min) 3 Stationary 
GSP (3.5 L/min) FSP-2 (2 L/min) 2 Personal 
GSP-10 (10 L/min) PM4-F (66.7 L/min) 1 Stationary  
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for the formation of pairs. 
Parallel pairs are formed if:  

• the nickel concentration (cI(Ni)) and the concentration of inhalable 
dust (cI), and the nickel concentration (cR(Ni))and the concentration 
of respirable dust (cR) respectively, were analyzed from the same 
sample carrier (filter) and  

• the measurements have the same report number, industrial sector, 
working activity, type of sampling and were executed at the same 
day (remaining pairs: n = 1117),  

• the measurements were executed at the same time (starting and 
ending times of both measurements do not differ by more than 5 min) 
and the sampling duration was ≥ 2 h (n = 1011), 

• the measurement procedure and the analytical process are stan-
dardized methods in the Measurement system for exposure assess-
ment of the German Social Accident Insurance Institutions (MGU) (n 
= 598). 

The industrial sector describes the type of industry where the mea-
surement was executed, as metalworking or electronic waste recycling for 
example. With the parameter working activity, the task and the process 
were combined. The type of sampling consists of the two subgroups: 
personal and stationary sampling. It was considered necessary, that all 
these variables were concordant within a pair. 

In Germany according to the Technical Guidance 402, the minimum 
number of samples which have to be taken during a work shift with 
constant exposure is dependent on the sampling duration. When the 
sampling duration is higher or equal 2 h, one measurement is sufficient 
(AGS, 2017). Therefore, only measurements with a sampling duration of 
higher or equal 2 h have been included. 

One further restriction is placed on the dataset: Samples have been 
excluded if cR was higher than cI or cNi in the respirable fraction was 
higher than cNi in the inhalable fraction. Physically it is not possible, that 
cR(Ni) or cR exceed cI(Ni) or cI, respectively, because respirable dust is a 
subset of inhalable dust, but at work places, these cases can be observed 
occasionally. Measurements like that can result from incorrect sampling, 
particle movement, thermal effects or inhomogeneous materials. This 

criterion affects only 45 pairs of measurement. Further discussion on 
these values will be done later in this study. 

After merging the datasets of nickel/inhalable fraction and nickel/ 
respirable fraction and considering all previous described restrictions, a 
dataset of 553 pairs, gathered between the years 2011 and 2020 can be 
formed. The data has been collected in 105 different working activities 
and the majority of dust concentrations was recorded during 2 h-mea-
surements. As described in section ‘Statistical and mathematical 
methods’, two leverage points have been eliminated, so the whole 
dataset (group 0, see Table 3) consist of 551 pairs of parallel measured 
nickel concentrations. 

According to the approach in our prior study, the whole dataset is 
divided into activity groups (Wippich et al., 2020). For nickel, we found 
measurement pairs for the groups ‘high temperature processing’, ‘filling/-
transport/storage’ and ‘machining/abrasive techniques’. From these groups 
more restrictive subgroups, ‘heuristic groups’ are formed as well. The 
formation of these groups is described in section ‘Statistical and math-
ematical methods’. 

At the work place, there is often no spatial separation of welding and 
grinding. In many cases a mixture of dusts, produced through the same 
worker, who is grinding for a certain time-share of the shift, e.g. when 
smoothing the welding seam cannot be excluded. In such cases, as 
additional information ‘< 5 % grinding time fraction (GTF)’ or ‘> 5 % 
grinding time fraction (GTF)’ can be added to each measured dataset at 
welding workplaces. This also has been considered in the group 
formation. 

2.5. Statistical and mathematical methods 

All statistical analyses were performed using the statistical software 
IBM SPSS statistics, version 26 (IBM Corp.). For all tests, the significance 
level is fixed at α = 0.05, equaling a confidence interval of 95 %. 

The assumption of a normal or lognormal distribution had to be 
rejected at the significance level of 0.05, using the Lilliefors-corrected 
Kolmogorov-Smirnov test (Sachs, 2004) for nickel in both dust frac-
tions. This is mainly caused by the heterogeneous working activities, 
which are included in the total dataset. To identify the effects of the type 

Table 2 
Descriptive statistics of respirable and inhalable nickel samples used in the study, with the amount of paired nickel concentrations (n) arithmetic mean (AM), standard 
deviation (SD), median, minimum measured concentration (Min), maximum measured concentration (Max).  

ID Group Dust fraction n AM [mg m− 3] SD [mg m− 3] Median [mg m− 3] Min [mg m− 3] Max [mg m− 3] 

0 Entire dataset cI(Ni) 551 0.079 0.303 0.005 1.6*10− 5 4.700 
cR(Ni) 551 0.008 0.019 0.001 5.8*10− 7 0.190 

1 High temperature processing cI(Ni) 250 0.021 0.050 0.003 2.3*10− 4 0.350 
cR(Ni) 250 0.008 0.022 0.001 5.8*10− 7 0.190 

1a High temperature processing (incl. welding GTF < 5%) cI(Ni) 159 0.022 0.054 0.003 2.3*10− 4 0.350 
cR(Ni) 159 0.010 0.026 0.001 5.8*10− 7 0.190 

1b High temperature processing (incl. welding GTF > 5%) cI(Ni) 159 0.022 0.054 0.003 2.3*10− 4 0.350 
cR(Ni) 159 0.007 0.021 0.001 1.2*10− 4 0.190 

2 Filling/transport/storage cI(Ni) 42 0.048 0.167 0.004 3.0*10− 4 1.000 
cR(Ni) 42 0.004 0.008 0.001 6.7*10− 5 0.049 

3 Machining/abrasive techniques cI(Ni) 198 0.133 0.326 0.012 6.7*10− 5 2.300 
cR(Ni) 198 0.013 0.027 0.003 5.4*10− 5 0.190 

α Welding cI(Ni) 198 0.021 0.050 0.003 2.3*10− 4 0.350 
cR(Ni) 198 0.007 0.021 0.001 5.8*10− 7 0.190 

α1/ 
α2 

Welding (GTF < 5%) cI(Ni) 91 0.018 0.041 0.003 3.3*10− 4 0.230 
cR(Ni) 91 0.008 0.022 0.001 5.8*10− 7 0.170 

α3/ 
α4 

Welding (GTF > 5%) cI(Ni) 91 0.018 0.041 0.003 2.3*10− 4 0.250 
cR(Ni) 91 0.004 0.007 0.001 1.2*10− 4 0.049 

ß High temperature cutting cI(Ni) 48 0.011 0.021 0.002 4.7*10− 4 0.100 
cR(Ni) 48 0.005 0.012 0.001 1.8*10− 4 0.073 

γ Grinding cI(Ni) 156 0.196 0.641 0.015 6.7*10− 5 2.300 
cR(Ni) 156 0.017 0.059 0.003 5.4*10− 5 0.190  
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of sampling, of working activity and possible interactions between these 
two variables, a two-factor ANOVA was performed. Following our prior 
study (Wippich et al., 2020), for further evaluation of the variable 
working activity, the total dataset was split into working activity groups. 

The criterions to form these groups mainly base on the technical infor-
mation, which also can be found in the database. For nickel, these 
groups are: ‘high temperature processing’, ‘filling/transport/storage’ and 
‘machining/abrasive techniques’. The ratio cR(Ni)/cI(Ni) was calculated for 

Table 3 
Regression coefficients k, C0 with standard errors for Equation (2) or (4), range of standard errors for regression function sFit(ln(cR(Ni))) within groups 1–3 for working 
activity and heuristic groups α - γ including group names as defined in Table 3; GTF = Grinding time fraction. To use the conversion functions concentrations have to be 
inserted in mg m− 3.  

ID Group n  R adj. R2 C0 k sFit(ln(cR(Ni))) conversion function 

0 Entire dataset 551 0.876 0.767 − 2.835 ± 0.090 0.726 ± 0.017 0.085–0.220 cR(Ni) = cI(Ni)
0.726*e− 2.835   

Working activities        
1 High temperature processing 250 0.793 0.628 − 1.801 ± 0.239 0.870 ± 0.042 0.113–0.237 cR(Ni) = cI(Ni)

0.870*e− 1.801  

1a High temperature processing (incl. welding GTF < 5%) 159 0.759 0.573 − 1.599 ± 0.348 0.906 ± 0.062 0.132–0.275 cR(Ni) = cI(Ni)
0.906*e− 1.599  

1b High temperature processing (incl. welding GTF > 5%) 159 0.922 0.851 − 1.685 ± 0.165 0.881 ± 0.029 0.130–0,273 cR(Ni) = cI(Ni)
0.881*e− 1.685  

2 Filling/transport/storage 42 0.864 0.741 − 3.290 ± 0.368 0.746 ± 0.068 0.301–0.536 cR(Ni) = cI(Ni)
0.746*e− 3.290  

3 Machining/abrasive techniques 198 0.822 0.777 − 2.956 ± 0.124 0.713 ± 0.027 0.161–0.692 cR(Ni) = cI(Ni)
0.713*e− 2.956   

Heuristic groups         
Heuristic groupsWelding 198 0.758 0.573 − 2.039 ± 0.286 0.834 ± 0.051 0.116–0.246 cR(Ni) = cI(Ni)

0.834*e− 2.039  

α 
α1 Welding (GTF < 5%) ln-transformed 91 0.620 0.377 − 2.189 ± 0.628 0.820 ± 0.111 0.164–0.317 cR(Ni) = cI(Ni)

0.820*e− 2.189  

α2 Welding (GTF < 5%) not transformed 91 0.852 0.724 0.001 ± 0.001 0.347 ± 0.023 0.004–0.021 cR(Ni) = cI(Ni)*0.347+ 0.001  
α3 Welding (GTF > 5%) ln-transformed 91 0.912 0.830 − 2.094 ± 0.223 0.816 ± 0.039 0.159–0.345 cR(Ni) = cI(Ni)

0.816*e− 2.094  

α4 Welding (GTF > 5%) not transformed 91 0.679 0.455 0.002 ± 0.001 0.143 ± 0.016 0.002–0.143 cR(Ni) = cI(Ni)*0.143+ 0.002  
ß High temperature cutting 48 0.962 0.924 − 0.829 ± 0.247 0.986 ± 0.042 0.210–0.350 cR(Ni) = cI(Ni)

0.986*e− 0.829  

γ Grinding 156 0.894 0.798 − 2.997 ± 0.128 0.705 ± 0.028 0.182–0.493 cR(Ni) = cI(Ni)
0.705*e− 2.997   

Fig. 1. Flowchart of the group formation steps and statistical tests (for each group distribution: Kolmogoroff-Smirnov, ANOVA: F-Test, Kruskal-Wallis test, variance 
homogeneity: Levene-test and graphical evaluation, post hoc tests: Games-Howell). 
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each group and homogeneity of variance was confirmed applying the 
Levene-Test ((Janssen and Laatz, 2017). To determine differences be-
tween the working activity groups, ANOVA, the non-parametric Krus-
kal-Wallis test and pair-by-pair comparisons using the Games-Howell 
post-hoc test (Sachs, 2004; Hilton and Armstrong, 2006) were con-
ducted. The formation steps and statistical tests are shown in the flow-
chart (Fig. 1). This systematic approach leads to groups of parallel 
measured nickel concentrations in inhalable and respirable dust. 

Similar, to evaluate the impact of the type of sampling, the total 
dataset was divided into the two subgroups ‘stationary’ and ‘personal’. In 
the next step, the ratio of cR(Ni) and cI(Ni) was calculated for each pair in 
the two subgroups. Differences in both groups were compared by Me-
dian tests (with correction after Yates) and the non-parametric Mann- 
Whitney-U-Test for independent samples (Sachs, 2004; MacFarland and 
Yates, 2016; Haviland, 1990). 

In each group the residuals of all analyses have been checked 
graphically (histograms) for normality and the absence of trends: There 
are no patterns discernible apart from the omission cR(Ni) > cI(Ni) and all 
residuals are approximately normally distributed. Additionally each 
group has been checked for autocorrelation by performing a Durbin- 
Watson test (Sachs, 2004). These are prerequisites to perform a regres-
sion analysis. Before calculating the regression equations, possible 
leverage points are identified, and eliminated using the Cook’s measure 
(Cook and Weisberg, 1982; Chatterjee and Hadi, 1989; Kleinbaum et al., 
2014). In a next step, the groups are subjected to a linear regression 
analysis. The quality of regression parameters is evaluated using the 
correlation coefficient R and the adjusted coefficient of determination 
adj. R2 (Janssen and Laatz, 2017): 

adj. R2 =R2 −
m

n − m − 1
*
(
1 − R2) (1) 

This accounts for the number of variables m and the number of 
paired data n. Since in our case n ≫ m, adj. R2 ≈ R2. 

This study describes in most cases a linear relationship between ln 
(cR(Ni)) (natural logarithm of the nickel concentration in respirable dust) 
and ln(cI(Ni)) (natural logarithm of the nickel concentration in inhalable 
dust): 

ln(cR(Ni)) = k ⋅ ln(cI(Ni)) + C0 (2)  

where k is the slope and C0 the intercept, which can be determined by 
regression analysis. C0 and k are given with their standard errors 
(compare Table 3). We also calculated the range of the standard errors of 
the fitted regression function sFit(ln(cR(Ni)), for calculating the confi-
dence intervals for the regression function at a given ln(cI(Ni)) (Draper 
and Smith, 1998). Equation (2) can be transformed back into a function 
with the original concentrations: 

cR(Ni) = cI(Ni)
k⋅eC0 . (3) 

From equation (3) two things can be derived: First, when cI(Ni) tends 
to zero, cR(Ni) also tends to zero. This is a necessary condition, since cR 

(Ni) ≤ cI(Ni). Second, the linear relation of cR(Ni) and cI(Ni) is included in 
equations (2) and (3) if the value 1 is included in the 95 % confidence 
interval of k. The worst-case assumption cR(Ni) = cI(Ni) is included, if C0 
= 0 and k = 1. 

In some cases, the correlation coefficient was better for untrans-
formed data. In this cases a correlation between cR(Ni) and cI(Ni) was 
calculated: 

cR(Ni) = cI(Ni)⋅k + C0 (4) 

In general it is possible to expand equation (2) or (4) with further 
covariates, such as working activity or measurement system, and perform a 
multilinear regression analysis. One prerequisite of a multilinear 
regression analysis is that all covariates have to be independent. In case 
of this study, cI(Ni) is influenced by all other possible covariates. 
Therefore, the prerequisite would be violated and this method cannot be 

applied. 
From the working activity groups, more restrictive subgroups, so- 

called ‘heuristic groups’ (‘welding’, ‘high temperature cutting’ and 
‘grinding’) were derived. These groups cannot be formed systematically. 
The working activity groups contain many subgroups which describe 
similar working tasks, such as ‘wet grinding’ and ‘dry grinding’ (from 
working activity group ‘machining/abrasive techniques’) or ‘tungsten inert 
gas welding’, ‘metal active gas welding’ and ‘arc welding’ (in working group 
‘high temperature processing’) for example. These subgroups were pooled, 
when they showed similar regression coefficients and enhanced quality 
measures (higher R and adj. R2) compared to their associating working 
activity group in order to form the so-called ‘heuristic groups’. 

3. Results 

3.1. Nickel in inhalable and respirable dust: Description of the whole 
dataset 

After two leverage points have been eliminated, simple linear 
regression analysis is performed on the whole dataset of 551 pairs of 
parallel nickel measurements. When only cI(Ni) is considered as predictor 
variable, one obtains k = 0.726 and C0 = − 2.835 in equation (2). The 
adjusted coefficient of determination adj. R2 and correlation coefficient 
R are 0.767 and 0.876, respectively. 

Fig. 2 shows a scatterplot of the log-transformed, parallel measured 
nickel concentrations in inhalable versus respirable dust and the 95% 
confidence interval. The cutoff values, resulting from the data selection 
for cR(Ni) > cI(Ni) are clearly visible. 

The arithmetic mean (AM) for nickel in inhalable dust is 0.07933 mg 
m− 3, for nickel in respirable dust 0.0077 mg m− 3 respectively (Table 2). 
The lowest observed concentration of nickel in inhalable dust was 
1.6*10− 5 mg m− 3 and for nickel in respirable dust 5.8*10− 7 mg m− 3. 
The highest observed concentrations were 4.7 mg m− 3 (Ni in inhalable 
dust) and 0.19 mg m− 3 (Ni in respirable dust). 

3.2. Exclusion of ‘unphysical’ nickel concentrations 

With the restriction (cR(Ni) cannot be higher than cI(Ni)), 45 parallel 
measurements were excluded. If one considers these measurements for 
linear regression, the quality measures for the whole dataset decrease 
slightly (ΔR = − 0.038; Δadj. R2 = − 0.065) in comparison to group 0. 
The regression coefficients vary by − 0.069 (Δk) and − 0.224 (ΔC0), 
resulting in lower nickel concentrations in respirable dust with 
increasing amount of nickel in the inhalable dust fraction. 

3.3. Type of sampling 

For this study, 473 personal and 78 stationary measurements are 
considered. The high amount of personal measurements results from the 
requirements of the Technical Guidance 402, where exposure mea-
surements should mainly be performed personally and stationary mea-
surements only in exceptional cases, when a personal measurement is 
not possible (AGS, 2017). In the whole dataset, the median in both 
groups ‘stationary’ (median = 0.322) and ‘personal’ (median = 0.245), as 
well as the distribution of the ratio cR(Ni)/cI(Ni) are not identical. The tests 
show significant differences (median test: p = 0.036; Mann-Whitney-U 
test: p = 0.007). In order to prove, if the differences actually result 
from the type of sampling, a two-factor ANOVA was done on the whole 
dataset. This ANOVA showed that the differences in the ratio cR(Ni)/cI(Ni)

result from the different working activities included in the whole dataset 
(p = 0.007), and do not result from the type of sampling (p = 0.273). The 
ANOVA also showed no interactions between working activity and type of 
sampling (p = 0.308). 
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3.4. Working activity 

In this study, three working activity groups are formed (Tables 2 and 
3):  

• Group 1: high temperature processing (such as welding, foundry, 
soldering)  

• Group 2: filling/transport/storage  
• Group 3: machining/abrasive techniques (such as grinding, milling, 

polishing) 

As group 1 also contains all welding processes, as an additional in-
formation the Grinding time fraction (GTF) is given in most of the 
datasets concerning welding. Group 1 was divided into group 1a (high 
temperature processing (incl. welding GTF < 5%)) and group 1b (high 
temperature processing (incl. welding GTF > 5%)). These groups both 
contain 16 measurement pairs with no GTF information, and 52 datasets 
of further high temperature processes excluding welding, which is the 
reason for their similar AM, SD and median (Table 2). The purpose of 
group 1a and 1b is to highlight the impact of abrasive techniques during 
welding measurements. Comparing the minimum concentrations of 
group 1a and group 1b, lower concentrations of nickel in respirable dust 
were measured in group 1a (5.8*10− 7 mg m− 3 for nickel in respirable 
and 1.2*10− 4 mg m− 3 for nickel in inhalable dust). 

The highest concentrations of nickel in inhalable and respirable dust 
can be determined in group 3 ‘machining/abrasive techniques’ (cI(Ni) =

2.300 mg m− 3 and cR(Ni) = 0.1900 mg m− 3). The lowest concentrations 
of nickel in respirable dust can be found in group 1 ‘high temperature 
processes’ (cR(Ni) = 5.8*10− 7 mg m− 3) and of nickel in inhalable dust in 
group 3 ‘machining/abrasive techniques’ (cI(Ni) = 6.7*10− 5 mg m− 3). No 
significant difference of the ratio cR(Ni)/cI(Ni) between group 2 (‘filling/ 
transport/storage’) and 3 (‘machining/abrasive techniques’) can be deter-
mined (p = 0.385), whereas the ANOVA shows, that group 1 (‘high 
temperature processing’) differs highly from the other two groups (in both 

cases: p < 0.001). In the next step, the groups 1–3 (Tables 2 and 3) are 
subjected to a linear regression analysis. The biggest dataset is group 1 
‘high temperature processing’. The regression coefficients, k = 0.870 and 
C0 = − 1.801, differ strongly from the other two groups and the differ-
ences are larger than the respective standard errors (Table 3). 

Comparing ‘high temperature processing’ to the whole dataset (group 
0), the quality measures are lower in group 1 (ΔR = 0.083; Δadj. R2 =

0.139). This is caused by the GTF, as it can be seen in group 1a and 1b. 
Our model, using the ln-transformation and the linear regression anal-
ysis, results in high quality measures (R = 0.922; adj. R2 = 0.850), for 
group 1b ‘high temperature processing (incl. welding GTF > 5%)’, 
exceeding the measures of group 0 (compare Table 3). Whereas high 
temperature processing datasets describing a GTF <5% show weaker 
quality measures than the entire dataset (group 0) (R = 0.759, adj. R2 =

0.573, group 1a, Table 3). 
The other working activity groups (‘filling/transport/storage’ and 

‘machining/abrasive techniques’) show similar quality measures 
compared to the entire dataset (group 0, compare Table 3). 

3.5. Heuristic groups 

Apart from the systematic approach, three so-called heuristic groups 
were formed. These groups were formed from similar working task 
subgroups (see Table 4) to bigger groups, describing the same activity. 
The groups α ‘welding’ and β ‘high temperature cutting’ are subgroups of 
group 1 and γ ‘grinding’ is a subgroup of group 3. Because of the small 
number of data pairs, it was not possible to form more heuristic groups. 

Similar to working activity group 1 ‘high temperature processing’, the 
heuristic group α ‘welding’ was divided according to the GTF. The groups 
α1 and α2 contain parallel nickel measurements during welding pro-
cesses with a GTF < 5% (n = 91). For this dataset, a transformation with 
the natural logarithm results in a poor correlation of cR(Ni) and cI(Ni) (R =
0.620, adj. R2 = 0.377, group α1 ‘welding (GTF < 5%) ln-transformed’). If 
one applies a linear regression to the non-transformed dataset (group α2 

Fig. 2. Scatterplot y = ln(cR(Ni)) versus x = ln(cI(Ni)) for parallel measurements with their relating working activity group, the linear regression line and 
95thconficence interval (equation (2)). 
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‘welding (GTF < 5%) not transformed’), a better description of the data 
can be achieved with R = 0.852 and adj. R2 = 0.724. The groups α3 and 
α4 contain parallel nickel measurements during welding processes with 
a GTF > 5% (n = 91). Linear regression results in higher quality mea-
sures for the ln-transformed data (adj R2 = 0.830 and R = 0.912 (group 
α3 ‘welding (GTF > 5%) ln-transformed’), in comparison to the untrans-
formed data (adj R2 = 0.455, R = 0.679; group α4 ‘welding (GTF > 5%) 
not transformed‘). Group α ‘welding’ itself should be used in cases, where 
no information about the GTF during welding processes is known, since 
this group also contains 16 parallel measured pairs of nickel without 
information about the GTF. 

The regression models of the heuristic groups α3 ‘welding (GTF > 5%) 

ln-transformed‘, β ‘high temperature cutting’ and γ ‘grinding’, show a better 
description of the data than those with the systematic approach 
(Table 3). The adj. R2 are 0.830, 0.924 and 0.798 respectively. The 
standard errors of sFit increase with decreasing group size. 

Although transformed data were used, a plot of the regression curve 
for the group β ‘high temperature cutting’ shows a nearly linear relation-
ship (Fig. 3). This corresponds to the fact that the value 1 lays within k ±
standard error from this group. Applying linear regression on the un-
transformed concentrations in this group leads to a smaller correlation 
coefficient (R = 0.565). In addition to that, the relating working activity 
group 1 ‘high temperature processing’ shows no linear relationship or 
more specifically, the value 1 does not lay within k ± standard error 
from this group. Therefore, no linear conversion function for group β is 
presumed and in Table 3 only equation (2) is described for this group. 

Comparing just the heuristic groups with transformed nickel con-
centrations (groups α1, α3, β and γ, Table 3), the regression coefficients 
show a variety for both k (0.705 ≤ k ≤ 0.986) and C0 (− 2.997 ≤ C0 ≤

− 0.829). Figs. 3 and 4 show the regression functions with their relating 
95 % confidence intervals in their valid working range. It can be seen 
from these figures, that each heuristic group shows a different conver-
sion function. If one measures for example cI(Ni) = 0.03 mg m− 3, the 
result for cR(Ni) is different in each group, such as cR(Ni) ≈ 0.014 mg m− 3 

for ‘high temperature cutting’ or cR(Ni ≈ 0.004 mg m− 3 for ‘grinding’. 

4. Discussion 

4.1. Identification of groups 

Describing the whole dataset by means of equation (2) or (3), reveals 
that the most important variable is inhalable dust, already explaining 76 
% of the variation in the dataset (Table 3, group 0) and, resulting in k =
0.726 and C0 = − 2.835. Considering working activity as an additional 
variable, it leads especially to the group ’high temperature processing’, 
which is described by k = 0.870 and C0 = − 1.801. All other working 
activity groups in this systematic approach combine many different 
dust-generating processes and lead to coefficients similar to those of the 

Table 4 
Heuristic groups with listed special activities, materials and number of data pairs 
(n).  

ID Group name Originating 
group no. 

Working activities n 

α Welding 1 gas-melt welding, 198 
laser welding/ 
manual arc welding with 
coated rod electrode/ 
arc welding, 
mixed arc process/ 
metal inert gas welding/ 
metal active gas welding/ 
metal welding, mixed 
welding processes/ 
plasma welding/ 
submerged arc welding/ 
mesh welding machines 
tungsten inert gas welding 

β High temperature 
cutting 

1 flame cutting/ 48 
plasma cutting/ 
laser cutting 

γ Grinding 3 wet grinding 156 
dry grinding 
abrasive grinding 
sanding block grinding  

Fig. 3. Comparison of the determined conversion functions for the heuristic groups α2 ‘welding, GTF < 5 %; not transformed’ and α3 ‘welding, GTF > 5%; transformed’ 
with their 95 % confidence intervals. 
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total dataset (Table 3). 
The working activity groups ‘high temperature processing’ and 

‘machining/abrasive techniques’ are mainly characterized by some large, 
specific subgroups. Group 1 is characterized by the subgroup ‘welding’, 
which represents 79 % of the data. 70 % of the presented data in group 3 
contribute to the subgroup ‘dry grinding’. This shows that group 1 and 3 
might not be representative for the whole working activity group which 
they are supposed to describe. In contrast to that, group 2 (‘filling/ 
transport/storage’) consists of heterogeneous data pairs with no domi-
nant subgroup. However, this group consists of only 42 parallel mea-
surements and we have limited information about the type of products 
that are transported or stored. Therefore, its validity is limited. 

Since group 1 ‘high temperature processing’ mainly consists of welding 
measurements, many datapoints contain additional information about 
the GTF. The groups 1a ‘high temperature processing (incl. welding GTF <
5%)’ and 1b ‘high temperature processing (incl. welding GTF < 5%)’ show 
similar descriptive statistics, at least for cI(Ni) (Table 2) because in both 
cases also data points without further information on GTF and other 
processes than welding are included. These two groups were created to 
highlight the impact of the GTF, when risk assessment is performed for 
workplaces with high temperature processes and other processes, such 
as abrasive techniques influence the measurements. The GTF is only 
given for welding processes, so the process specific groups α1 and α2 
(‘welding GTF < 5%’), as well as groups α3 and α4 (‘welding GTF > 5%’) 
were formed. 

4.2. Application of equations (2) and (3) or (4) 

There are two limiting cases of equation (2):  

• The worst-case assumption cR(Ni) = cI(Ni), equivalent to C0 = 0 and k 
= 1.  

• The linear assumption for cR(Ni) > cI(Ni), equivalent to C0 < 0 and k =
1. 

The worst-case assumption has not been observed in our dataset. 
Additionally all C0 values for equation (2) throughout this study are 
negative (− 3.290 ≤ C0 ≤ − 0.829). 

All k values of this study are smaller than 1 (0.347 ≤ k ≤ 0.986), 
although the regression analysis does not prohibit k > 1. For equation 
(2), this indicates that k < 1 is a systematic effect. Which means, that the 
resulting function is not linear. The ratio cR(Ni)/cI(Ni) is declining with 
increasing values of cI(Ni). 

Table 3 shows that the concentrations of nickel in respirable dust are 
strongly dependent on the grinding time fraction. In the special case, 
that the GTF is lower than 5 %, the regression function shows a better 
description for untransformed data using equation (4). In contrast to 
that, if the GTF is higher than 5 %, a better description of the data can be 
achieved when the data is transformed. By this observation, we strongly 
recommend, to consider the GTF at the workplace when welding dust 
exposure is about to be evaluated. 

A linear relation with k = 1 implies, that a single process is respon-
sible for a constant ratio of emission for both dust fractions. One possible 
explanation for the finding of k < 1 in this study are agglomeration ef-
fects, which become more important with increasing concentrations 
(Rumpf et al., 1976; Koch et al., 1999). In addition, one can speculate 
that similar processes, which emit different concentrations of dust at 
different ratios, are coded as to the same working activity in the 
database. 

4.3. Exclusion of ‘unphysical’ nickel concentrations 

For this study pairs of nickel concentration are excluded when cR(Ni) 
is higher than cI(Ni). In fact, in some cases higher nickel concentrations 
are measured in respirable dust. This is possible as independent sam-
pling systems for both dust fractions are used. Therefore, inhomoge-
neous materials, particle movement, thermal effects, incorrect sampling, 
wall deposits in FSP cyclones or the distance of the sampling systems to 
the source of emission can lead to higher nickel concentrations in 
respirable dust samples. In the result section, it was shown, that the 
exclusion of these data pairs does not have a large impact on the analysis 
at this stage, regarding the nickel concentration ranges of interest. 
However, to include these samples would introduce a bias the analysis 
toward a physically uncommon situation. Therefore, these values 
remain excluded. 

Fig. 4. Comparison of the determined conversion functions for the heuristic groups ß ‘high temperature cutting’ and γ ‘grinding’ with their 95% confidence intervals.  
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4.4. Type of sampling 

As ANOVA shows, the significant differences of cR(Ni)/cI(Ni) found for 
the whole dataset (group 0) with the median and distribution tests, are 
caused by the different working activities which are included in the 
whole dataset and are not an effect of using different types of sampling. 

However, one cannot exclude, that the type of sampling has an 
impact on the concentration, as it has been observed in various studies 
(Lillienberg and Brisman, 1994; Esmen and Hall, 2000; Lee et al., 2006; 
Klasson et al., 2016). Personal sampling systems collect occupational 
dusts in reduced distance to the source of exposure, while stationary 
systems can only be directed to the source. Personal sampling systems 
might collect larger, heavier particles directly after the source of emis-
sion, while the amount of those particles decreases with increasing 
distance and thus are collected to a lesser extend using stationary sam-
pling systems. This cannot be proved using the technical information in 
the database MEGA, as it contains no information about the distance 
from the source of emission. 

4.5. Application and limitations of results 

Especially for the group welding, it cannot be excluded, that the 
nickel content of the welding material might influence the nickel con-
centration in inhalable and respirable dust, and therefore the conversion 
function resulting for welding (Kendzia et al., 2017). When different 
forms of welding are pooled it is possible, that the effect of different 
nickel contents is concealed. 

The considered measurements in this study have to be representative 
for a whole 8-h shift with regard to the German limit values. This is a 
prerequisite for analyses and the data storage in the exposure database 
MEGA. According to the German Technical Guidance 402, one mea-
surement during a 2-h measurement is sufficient, to report a represen-
tative exposure during the shift of a worker. It remains problematic, if 
the 2 h during which the measurements were executed, are not repre-
sentative for the whole work shift, but monitors a part of a work shift 
(Kendzia et al., 2017). The restriction of 2 h-measurements is also a 
limitation, because at workplaces with high exposures, the sampler 
could be loaded with particles in a shorter time. 

The given groups are heterogeneous considering the different 
working activities and subgroups. One has to be careful to use the model 
parameters in toxicological or epidemiological analyses without a 
careful check of applicability. The results in this study were derived for 
nickel dust-generating processes in the German industry between 2011 
and 2020 and the working conditions described in the previous sections. 

For the estimation of Nickel in respirable dust, we recommend to use 
the conversion functions of the heuristic groups if the concerning 
working activity matches to these groups. Special attention should be 
paid, if there is no spatial separation between welding and grinding at 
the evaluated work place. When welding processes with GTF < 5% are 
evaluated, we recommend to use the conversion function of group α2 
(‘welding (GTF < 5%) not transformed’). When the GTF is supposed to 
exceed 5 % at welding processes, we recommend to use the formula of 
group α3 (‘welding (GTF > 5 %) ln-transformed’). When the GTF of a 
welding process is unknown, it is recommended to use function α 
(‘welding’). In all cases, where other high temperature processes than 
welding (or high temperature cutting, group β) are to be evaluated, one 
should use the conversion function of group 1 ‘high temperature pro-
cessing’. If the concerning working activity does not match the heuristic 
groups, the functions of the working activity groups could be used 
(group 1–3). If they are also not applicable, the use of group 0 is not 
recommended. 

If one calculates ln(cR(Ni)) using the regression coefficients in Table 3 
for a given group and a given ln(cI(Ni)), then the result has the confidence 
interval of ± 1.96⋅sFit ln(cR(Ni)). The smaller value of sFit (Table 3) is only 
valid around the mean value of ln(cI(Ni)) (Table 3). This variance has to 
be added to the measurement uncertainty, which should be calculated 

for the dust sampling process, as well as the analytical process. The 
measurement uncertainty (u) for the overall process (sampling and an-
alytics) of nickel is about 6.05 % (expanded measurement uncertainty 
(U): 12.1 %) for concentrations up to 0.003 mg m− 3 and u = 12.1 % (U =
24.2 %) for concentrations up to 0.012 mg m− 3. The calculations and 
estimation of measurement uncertainties comply with the demands and 
requirements in the international standards EN 482, ISO 21832 and ISO/ 
IEC Guide 98–3:2008 (GUM). 

The uncertainty of the measured concentrations is in this study 
limited to several percent of the measured value (European Committee 
for Standardization, 2010; Deutsches Institut für Normung, 2021). The 
concentrations themselves, on the other hand, cover up to an order of 
magnitude due to other influences such as the type of work and inter or 
intra worker effects. The difference of these two scales suggest that the 
estimates of the slope parameter are not severely biased (Draper and 
Smith, 1998). If such a bias existed, it would decrease the size of the 
slope parameter. However, a rigorous treatment of the effect of uncer-
tainty in the concentrations is beyond the scope of this study, as it in-
cludes the transfer from the natural to a logarithmic scale in 
combination with non-constant uncertainties. 

The conversion functions were calculated from measurements per-
formed with the sampling systems listed in Table 1. Applying the 
functions on data associated with other sampling systems, other mea-
surement uncertainties have to be taken into account and the overall 
uncertainty might differ. The applicability of the functions on such data 
can be assumed, when the sampling systems were validated by the same 
international standards. 

4.6. Comparison with literature 

In a study of Kendzia et al. (2017), the average occupational expo-
sure to inhalable nickel was estimated, also using the exposure database 
MEGA. In this study a total of 8 052 personal measurements of Nickel, 
collected between the years 1990 and 2009 were evaluated and a me-
dian of cI(Ni) = 0.009 mg m− 3 was determined (Kendzia et al., 2017). In 
our study, for 551 measurements a median of cI(Ni) = 0.0047 mg m− 3 was 
calculated, although both studies used the same database. In our study, 
only nickel concentrations of inhalable dust were considered, when a 
relating nickel concentration of respirable dust was measured as well. 
Additional to that, in our study more requirements and restrictions were 
demanded for the dataset, such as the sampling time should be equal or 
higher than 2 h or the restriction of not using samples with measured 
concentrations below the limit of quantification and a restriction to the 
used sampling systems. Kendzia et al. (2017) evaluated different occu-
pations, such as welders and metalworkers. The median for nine 
different welding processes ranged between 0.004 mg m− 3and 0.022 
mg m− 3 (cI(Ni)). In our study, we pooled ten different welding processes, 
forming the heuristic group α ‘welding’, determining a median of 0.0034 
mg m− 3. In the study of Kendiza et al. (2017) also the effect of different 
nickel content of the welding material is evaluated, in our study this was 
not possible due to insufficient data. 

In a study of Weiss et al. (2013) the correlation of parallel measured 
nickel concentrations (n = 228) in respirable and inhalable dust during 
different welding processes were evaluated. In contrast to our study, 
values < LOQ have been included and were imputed with values 
randomly selected from a log-normal distribution using a bootstrap al-
gorithm with 100 runs. A transformation of nickel concentrations with 
log10 was done instead of ln (natural logarithm). The study distinguishes 
between metals with a nickel content lower or higher 5 %, whereas the 
grinding time fraction in the measurements is neglected (Weiss et al., 
2013). In our study the correlation coefficient is smaller for the heuristic 
group welding (R = 0.758 vs. R = 0.850). Considering the influence of 
the GTF on the correlation of cI(Ni) and cR(Ni), the correlation in group α2 
(R = 0.852) is close to the one of Weiss et al. (2013) and in group α3 the 
correlation coefficient is even higher (R = 0.912). If one uses the con-
version function of Weiss et al. (2013), considering cI(Ni) = 0.03 mg m− 3, 
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the resulting cR(Ni) is ≈ 0.016 mg m− 3. If one uses the functions from our 
study for group α or α3, cR(Ni) ≈ 0.007 mg m− 3 is estimated and if one 
uses the function of group α2 0.011 mg m− 3 respectively. The differ-
ences of the regression functions in the two studies and thus the esti-
mated cR(Ni), increase with higher cI(Ni). Weiss et al. (2013) performed 
additionally multiple linear regression models to determine predictor 
variables for internal and external exposure. In our study, it was not 
possible to correlate such variables, as the exposure database MEGA 
does not contain biomonitoring measurements and these are not part of 
this study. 

The study of Berlinger et al. (2019) describes workplace exposures 
during different hot work processes. In two different facilities inhalable 
and respirable dust measurements were performed, and among other 
elements also analyzed for the nickel content. Their study contains 
measurements for flame cutting and plasma cutting (Berlinger et al., 
2019), which can be compared to our group β ‘high temperature cutting’, 
since this heuristic group contains both subgroups (see Table 4). A 
further group which can be compared is their group ‘surface grinding’ 
and our group γ ‘grinding’. The measurements of the two facilities in the 
study of Berliner et al. (2019) showed big differences in the measured 
concentrations, resulting in broad median ranges. The median range for 
nickel in inhalable dust in the groups ‘flame cutting’ and ‘plasma cut-
ting’ is 0.038–0.180 mg m− 3 and in respirable dust 0.025–0.140 mg 
m− 3. In our study the median is lower, for cI(Ni) it is 0.0021 mg m− 3 and 
cR(Ni) 0.0012 mg m− 3, respectively. The maximum concentrations (Max) 
of cI(Ni) of the cutting groups vary between 0.051 and 0.480 mg m− 3 (cR 

(Ni) = 0.030–0.550 mg m− 3), and the minimum concentrations (Min) of cI 

(Ni) between 0.023 and 0.100 mg m− 3 (cR(Ni) = 0.015–0.060 mg m− 3). In 
our group β, cI(Ni) Max is 0.100 mg m− 3 (cR(Ni) Max = 0.73 mg m− 3) and 
cI(Ni) Min is 0.00047 (cR(Ni) Min = 0.00018 mg m− 3). In our study, we 
cover a broader range of concentrations as it can be seen for our Min and 
Max concentrations. The different medians comparing both studies 
might result from the different number of measurements. Berlinger et al. 
(2019) calculated their parameters on the basis of 5–7 pairs of mea-
surement (dependent on facility and cutting group), whereas we were 
able to use 48 parallel measured nickel concentrations. In case of 
grinding, the study of Berlinger et al. (2019) showed also big differences 
between the two facilities, medians of nickel in inhalable dust are 0.016 
mg m− 3 (facility 1) and 0.190 mg m− 3 (facility 2). The median of facility 
1 matches the median of our group γ ‘grinding’ (0.015 mg m− 3). Ber-
linger et al. (2019) did not use linear regression to correlate nickel in 
respirable and inhalable dust, but calculated the ratio cR(Ni)/cI(Ni) by 
0.64 ± 0.14 (flame cutting), 0.75 ± 0.34(plasma cutting) and 1.22 ±
0.36 (surface grinding). As we cannot assume a linear correlation for 
these concentrations, we did not calculate any ratios. In addition, a ratio 
of 1.22 cannot result from our study, because of the restriction cR(Ni) > cI 

(Ni). 

5. Summary and conclusion 

In summary, it is possible to develop conversion functions for esti-
mating the nickel concentration in the respirable dust fraction out of the 
nickel concentration in the inhalable dust fraction. 551 data pairs were 
analyzed including different working activities. The given conversion 
functions can help occupational hygienists and risk assessors to estimate 
missing nickel concentrations for retrospective analyses which are often 
required for the assessment of occupational diseases or for epidemio-
logical studies. The used data represents nickel exposure at work places 
in Germany and therefore, the conversion functions might be more 
applicable for German exposure data. The application of the conversion 
functions for data measured in other countries should be done with 
caution. 

The study suggests that the data should generally be evaluated using 
linear regression of the log-transformed data shown in equation (2) or 
(3) with k ≤ 1 and C0 < 0, except for welding with a grinding time 
fraction (GTF) < 5 %, where a linear regression of the untransformed, 

original concentrations is feasible, using equation (4). With specific 
working conditions, it is possible to identify heuristic groups (α2, α3, β, 
γ) where 72 – 92 % of the variance in the data is accounted for by the 
regression functions. The bigger working activity groups 1 – 3 are less 
specific and the regression explains only 63 – 85 % of the variance. 

For the estimation of Nickel in respirable dust, it is recommend to use 
the conversion functions of the heuristic groups if the concerning 
working activity matches these groups. When welding processes with 
GTF < 5 % are evaluated, we recommend to use the conversion function 
of group α2 (‘welding (GTF < 5 %) not transformed’). When the GTF 
exceeds 5 %, we recommend to use the formula of group α3 (‘welding 
(GTF > 5%) ln-transformed’). When the GTF of a welding process is 
unknown, function α (‘welding’) should be used. In all cases, where other 
high temperature processes than welding (or high temperature cutting, 
group β) are to be evaluated, one should use the conversion function of 
group 1 ‘high temperature processing’. If the concerning working activity 
does not match the heuristic groups, the functions of the working ac-
tivity groups could be used (group 1 – 3). In the next years, more 
measurements of nickel in respirable and inhalable dust will be per-
formed and these new measurements will be used for further verification 
of the conversion functions found in this study. This study is the starting 
point for investigating further health related dust components, such as 
Cobalt and Manganese. 
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A B S T R A C T   

Spot urinary elemental concentrations are presented for 357 adults from Western Kenya collected between 2016 
and 2019 as part of a wider environmental geochemical survey. The aim of this study was to establish population 
level urinary elemental concentrations in Western Kenya for micronutrients and potentially harmful elements for 
inference of health status against established thresholds. For elements where thresholds inferring health status 
were not established in the literature using urine as a non-invasive matrix, this study generated reference values 
with a 95% confidence interval (RV95s) to contextualise urinary elemental data for this population group. 

Data are presented with outliers removed based upon creatinine measurements leaving 322 individuals, for 
sub-categories (e.g. age, gender) and by county public health administrative area. For Western Kenya, reference 
values with a 95% confidence interval (RV95s) were calculated as follows (μg/L): 717 (I), 89 (Se), 1753 (Zn), 336 
(Mo), 24 (Cu), 15.6 (Ni), 22.1 (As), 0.34 (Cd), 0.47 (Sn), 0.46 (Sb), 7.0 (Cs), 13.4 (Ba and 1.9 (Pb). 

Urinary concentrations at the 25th/75th percentiles were as follows (μg/L): 149/368 (I), 15/42 (Se), 281/845 
(Zn), 30/128 (Mo), 6/13 (Cu), 1.7/6.1 (Ni), 2.0/8.2 (As). 0.1/0.3 (Cd), 0.05/0.22 (Sn), 0.04/0.18 (Sb), 1.2/3.6 
(Cs), 0.8/4.0 (Ba) and 0.2/0.9 (Pb). Urinary concentrations at a population level inferred excess intake of 
micronutrients I, Se, Zn and Mo in 38, 6, 57 and 14% of individuals, respectively, versus a bioequivalent (BE) 
upper threshold limit, whilst rates of deficiency were relatively low at 15, 15, 9 and 18%, respectively. Each of 
the administrative counties showed a broadly similar range of urinary elemental concentrations, with some 
exceptions for counties bordering Lake Victoria where food consumption habits may differ significantly to other 
counties e.g. I, Se, Zn. 

Corrections for urinary dilution using creatinine, specific gravity and osmolality provided a general reduction 
in RV95s for I, Mo, Se, As and Sn compared to uncorrected data, with consistency between the three correction 
methods.   

1. Introduction 

Human biomonitoring is a routine tool for the estimation of chemical 
exposures and dietary intakes. Urine has increasingly been employed as 
a non-invasive biomarker in biomonitoring studies to measure both 
potentially harmful elements (PHEs) and beneficial micronutrients as an 
integrated quantitative marker of human exposure from multiple path-
ways. Such information can inform public health, hazard assessments 

and subsequent mitigation strategies (NRC, 2012) to address excessive 
or deficient intakes of various environmental and dietary chemicals. 

National scale biomonitoring programmes are common in many 
countries worldwide, particularly in North America (e.g. NHANES, 
2021), Europe (HBM4EU, 2021; GHBC, 2021), and South East Asia (Kim 
and Baek, 2016), with fewer programmes in Africa outside of the 
occupational setting (Phiri et al. 2020, 2021). More commonly in Africa, 
single event studies in the range of 100–500 individuals have been 
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reported in the Democratic Republic of Congo-DRC (Tuakila et al., 
2015), Ethiopia (Godebo et al., 2019), Malawi, Kenya (Watts 2019b) 
and Tanzania (Middleton et al., 2018) and on rare occasions on a much 
larger scale up to 5000 (Farebrother et al., 2018). The complexities of 
interpreting biomonitoring data were discussed in depth by Sar-
avanabhavan et al. (2017), in which common approaches using 
descriptive statistics (geometric/arithmetic mean, percentiles) are often 
compared with reference intervals using appropriate statistical meth-
odologies to account for baseline exposure in a reference population for 
a health-risk based context (Legrand et al., 2010). A large body of work 
has accumulated in the scientific literature to establish biomonitoring 
equivalents (BE) to assist in contextualising biomonitoring data from a 
reference value based on toxicokinetic data into a biomonitoring con-
centration (Angerer et al., 2011; Boogaard et al., 2011). For example, 
Hays et al. (2014, 2016) reported biomonitoring equivalents (BE) for 
trace elements without established thresholds using external reference 
doses to relate to urine or blood concentrations. This followed efforts at 
a Biomonitoring Equivalents Expert Workshop in 2008 to harmonise an 
approach to interpreting HBM data and to provide guidance in a public 
health context (Hays & Aylward 2009, 2012) including transparency of 
discussions of confidence and uncertainty (LaKind et al., 2008). 

Increasingly a reference value of background exposure in a popula-
tion has been reported in the literature using a 95th percentile (RV95s) 
rather than a geometric mean, providing an upper margin of the current 
background exposure (i.e. environmental, dietary sources) of a general 
population to a given substance at a given point in time (Sar-
avanabhavan et al., 2017). The establishment of reference values can be 
a useful snapshot of population level status, for which a database can be 
revised and refined with new data. A powerful combination of reference 
values and BEs can provide a broad comparison to a relatively 
non-invasive and inexpensive biomonitoring use of urine to reflect 
human dietary or exposure status to an appropriate range of potentially 
harmful elements or micronutrients essential for human health. An ex-
ceedance of the RV95s may indicate a need to re-test and investigate 
further, and does not take into account toxicological information to 
inform clinical intervention, but are a useful starting point in the 
absence of population level data for comparison against or in the 
absence of upper or lower thresholds for exceedance or deficiency of 
exposure/intake. 

Urinary biomonitoring offers a route to supporting public health 
professionals, with fewer logistical requirements compared to blood or 
in settings where resources and infrastructure are challenging for sample 
collection and storage, alongside capacity for sensitive analyses of trace 
elements with appropriate quality control measures. Therefore, the aim 
of this paper was to establish urinary biomonitoring reference values for 
Western Kenya covering both micronutrients and potentially harmful 
elements by: (1) presentation of a community based urinary bio-
monitoring dataset; (2) calculation of population level urinary reference 
values (RV95s) for Western Kenya, and (3) examine the influence of 
hydration corrections on the calculated RV95s for each element using 
creatinine, osmolality and specific gravity compared to commonly used 
uncorrected data. 

2. Methods 

Ethical approval 

Ethical approval was obtained from the Institutional Research and 
Ethics Committee of Moi University (000921). Permission and assis-
tance was then requested from the Ministry of Health office for each 
County before proceeding to the field areas and subsequent engagement 
with participants via community health workers. Additional research 
permission granted in Kenya NACOSTI/P/19/43659/29731. 

2.1. Study setting 

Sample collection between October 2016 and November 2019 was 
part of a wider project as described in Watts et al. (2019a,b), which 
collected residential samples of soil, crops, drinking water and a urine 
sample from households. Each sampled household is shown in Fig. 1, 
spanning administrative areas in the ‘n’ Western Kenyan counties of 
Bomet, Bungoma, Busia, Elgeyo Marakwet, Kericho, Kakamega, Kisumu, 
Nandi, Siaya, Uasin Gishu, Kisii, Nyamira, Homa Bay and Vihaga. Few 
sample points are shown in Uasin Gishu and Nandi counties owing to 
urine samples not being collected in the first field survey when field 
collections were focussed solely on geochemical samples and when the 
majority of visits were made for these counties. 

2.2. Recruitment methods and collection of urine 

With the need to collect these samples from the home of each 
participating house, households were approached through an in-person 
visit of the study team (often by local community health workers or 
village leaders) which was travelling by vehicle and stopping at homes 
in close proximity to a pre-determined sampling location set out for each 
field team using Maps.me™. These pre-determined sampling locations 
were selected according to geochemistry, determined by soil parameters 
and geology of each county, but also considering an appropriate spatial 
distribution across the county where logistical access was feasible. Upon 
approaching a house, an adult member (>18 years) of the household 
was informed about the study and invited to participate. Consenting 
participants were confirmed by Kenyan counterparts/community prac-
titioners verbally for ages 18 years and older at each site, where urinary 
samples alongside other environmental samples were requested 
following an explanation of the study and its rationale. In general, we 
attempted to collect from a minimum of 30 different sites that were 
spread out evenly across each county, representing rural land-use, 
although the geographic size and accessibility resulted in a slight vari-
ation in numbers per county. One sample was generally collected from 
each household, a second adult participant provided a sample in <10% 
of households. Participants urinated into a 30 mL nalgene LDPE bottle, 
which was transported in a coolbox (~4 ◦C) and filtered into an 8 mL 
nalgene LDPE bottle using a nylon 0.45 μm syringe filter at the end of 
each day, followed by storage in a coolbox and freezing at − 20 ◦C on 
return to the University of Eldoret laboratory in Kenya. Urine samples 
were transported frozen to the UK for immediate elemental analyses and 
urinary dilution measurements for subsequent corrections. 

2.3. ICP-MS elemental analyses 

Urine samples were analysed for a general suite of trace and major 
elements. Samples were diluted ×10 with 1% nitric acid/0.5% hydro-
chloric acid prior to total element determination by Inductively Coupled 
Plasma Mass Spectrometry (ICP-QQQ-MS, Agilent 8900), with Sn in no 
gas mode; Zn, Mo, Cu, Ni, Cd, Sn, Sb, Cs, Ba, Pb in He mode; Se in H2 
mode; and As in O2 mode and Sc, Ge, Rh, In, Te and Ir elements used as 
internal standards. Iodine was measured separately as described in 
Watts et al. (2019b) with a ×20 dilution of urine samples in 0.5% Tet-
ramethyl ammonium hydroxide (TMAH) solution prior to analyses by 
ICP-MS with the reaction/collision cell in no gas mode. Tellurium was 
used as an internal standard to correct for minor signal drift. Calibration 
standards, quality control solutions and certified reference material 
were matrix matched with either 1% nitric acid/0.5% hydrochloric acid 
or 0.5% TMAH. Performance characteristics for the limit of detection 
and accuracy measured for the Seronorm™ Trace Elements Urine L-1, 
produced by SERO AS is presented in full in Supplementary Table 1. 
Seronorm solutions were analysed on a ratio of 1 for every 15 urine 
samples. Calibration standards were analysed at the beginning and end 
of each analytical batch and analytical run quality was verified using a 
series of chemical quality control standards prepared on the day of 
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analysis (Ni, Cu, Zn, As, Se, Mo, Sb, Ba, Pb at 5 μg/L, Cd, Sn, Cs at 1 μg/L, 
I at 50 μg/L), produced from an independent source to the calibration 
standards (SCP Science, UK and Sigma Aldrich for I).Analytical trends 
were monitored via charting in SPC for Microsoft Excel™ version 5 as 
described in Abellanosa et al. (2018). 

2.4. Statistical analyses 

Urinary element concentrations that were below their respective 
limit of detection (LOD) were assigned a value of LOD/2. Information on 
age and sex were obtained from household questionnaires. Element data 
from participants with urinary creatinine values < 0.3 g/L or >3.0 g/L 
were excluded from statistical analysis following guidelines from the 
Human Biomonitoring Commission (2007) before testing exclusion 
variables (WHO, 1996; Wilhelm et al., 2008). Summary statistics were 
then calculated for each element: arithmetic mean, SD, median, median 
absolute deviation, minimum and maximum values, percentiles (P25, 
P75, and P90), skewness, and kurtosis. Summary statistics were also 
calculated based on sex and age groups. Human biomonitoring reference 
values (RV95s) aim to represent current background exposure; therefore, 
extreme values were removed, as they may disproportionately influence 
the final values. The data were natural log-transformed, and the 
normality of the data distributions evaluated using the 
Kolmogorov-Smirnov test. Extreme values were identified and removed 

using Tukey’s approach (Tukey, 1977) if the data were not skewed, or a 
modified Tukey’s approach (Hubert and Van der Veeken, 2008) if the 
data remained skewed after log-transformation. After extreme value 
removal, RV95s were estimated statistically as the rounded 95th 
percentile and its corresponding 95% confidence interval (95%CI). 
Statistical analysis was conducted using R version 4.0.3 (R Core Team 
2020). 

2.5. Urinary dilution corrections 

Urinary creatinine was determined using a Randox liquid assay kit 
and a Randox RX Imola chemistry analyser. Osmolality was measured by 
freezing-point osmometry using an Osmomat 030 (Gonotec, Germany). 
Specific gravity (SG) was measured with a PAL-10-S digital refractom-
eter (Atago, Japan) prior to filtration. Creatinine, SG and osmolality 
corrections were performed using Equation (1):  

UCcor = UCvol × Dref/Dmeas                                                              (1) 

where UCcor is dilution corrected urinary concentration; UCvol is the 
measured, volume-based urinary concentration (in μg/L); Dref is the 
reference value to which UC concentrations are scaled to and Dmeas is 
that measured in the given specimen (note: Dref − 1 and Dmeas-1 are used 
for SG correction). Dref was 1 g/L for creatinine – synonymous with the 

Fig. 1. Location map for collection points and county administrative areas in Western Kenya.  
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conventional division-based correction and yielding results in μg per g 
creatinine; and, for both SG and osmolality, the study group medians (n 
= 357) were selected: 1.017 (unitless) and 585 mOsm/kg, respectively 
(Middleton et al., 2016). 

3. Results & discussion 

3.1. Urinary elemental concentrations 

Urinary elemental concentrations for 322 adults with outliers 
removed are summarised in Table 1, along with descriptive summary 
statistics and the calculated RV95s values for each element. The full 
dataset is reported in Supplementary Table 2 (including outliers – 357 
individuals) and 3 (outliers removed). Descriptive statistics for each 
county administrative area are presented in Supplementary Table 4 and 
for age and gender in Supplementary Tables 5 and 6 Supplementary 
Table 6 includes an individual male/female RV95s gender, to allow for 
the imbalance in female/male participants (207/112). Comparisons of 
data will be discussed in detail for each selected micronutrient and 
PHEs. Elemental concentrations are presented without hydration 
correction for comparison to the literature, although correction values 
(creatinine, osmolality, specific gravity) are presented in the supple-
mentary tables for additional information. 

The discussion of urinary elemental concentrations will be organised 
into three sections: micronutrients essential to health with comparative 
published threshold values (I, Se, Zn, Mo), potentially harmful elements 
with published threshold values (As, Cd, Sn, Ba) and other elements for 
which there are no published threshold values (Cu, Ni, Sb, Cs, Pb), but 
where alternative RV95s values are available in the literature. The range 
of concentrations for each element are illustrated in Fig. 2a–c. 

3.2. Micronutrients with threshold values (I, Se, Zn, Mo) 

Median urinary iodine was 243 μg/L - slightly lower than the 261 μg/ 
L reported by Watts et al. (2019b), which comprised of a smaller 
component of this same dataset and without outliers removed. Urinary 
iodine concentrations were between 9 and 3146 μg/L, P25 and P75 were 
149 and 368 μg/L, respectively. Approximately 15% were considered to 
represent a status that was moderately deficient (<100 μg/L), whilst 
38% of samples were considered to represent an excess of iodine intake 
(>300 μg/L) (WHO/UNICEF/ICCIDD, 2007). In comparison, the calcu-
lated RV95s of 740 and 663 μg/L (female/male) are both considerably 
higher than the threshold associated with excess iodine intake, and is 
high when comparing to biomonitoring equivalent (BE) values calcu-
lated by Hayes et al. (2018) using Estimated Average Requirement 
(EAR), Recommended Dietary Allowance (RDA) and for toxicity, 

Tolerable Upper Intake Level (UL) and Minimal Risk Level (MRL). For 
example, the BE values derived for adults by Hays et al. (2018) were; 60, 
100, 730 and 450 μg/L, respectively. 

These urinary iodine data are comparable to other African studies 
reporting the prevalence of excess iodine intake. For example, Fare-
brother et al. (2018) reported uncorrected median urinary iodine in 
women across central Kenya of 289 μg/L (IQR 173, 458 μg/L). Median 
uncorrected urinary iodine reported in Malawi (Watts et al., 2015) were 
221 μg/L (141–344 μg/L); in Port Sudan 464 and 561 μg/L, Medani et al. 
(2012) and Hussein et al. (2012), respectively. In Sadami, Ethiopia, 
women of reproductive age (WRA) and school age children (SAC) pre-
sented median urinary iodine of 143 and 187 μg/L, respectively, 10 
months after a salt iodisation campaign commenced, although incon-
sistent iodine content of salt was found in this study (Tafere and 
Stoecker, 2020). In Somalia, WRA provided a median urinary iodine of 
329 μg/L (Kassim et al., 2014) and in Lesotho, a median urinary iodine 
of 280 μg/L (Sebotsa et al., 2005). Tanzanian SAC in Kindoni presented a 
very high median urinary iodine at 400 μg/L, with one third >500 μg/L 
(Venance et al., 2020). The Iodine Global Scorecard (IGN, 2021) sum-
marised median uncorrected urinary iodine in Kenyan SAC as 208 μg/L, 
although this summary of global progress used data from a 2011 na-
tional survey (Kenya Ministry of Health, 2011) – underlining the need 
for timely and relevant data. Food supply calculations previously sug-
gested a 100% risk of iodine deficiency for this same study area in 
Western Kenya from dietary source sampling reported in Watts et al. 
(2019a), although did not include iodised salt reported to be present in 
98% of Kenyan households (Joy et al., 2014). Fig. 3a illustrates the range 
of urinary iodine within each County administrative area with little 
variation in the median values, although some examples of excess values 
as outliers at concentrations >1000 μg/L are clearly illustrated in Fig. 1 
for Homa Bay, Kisumu and Saiya Counties bordering Lake Victoria, 
possibly representing elevated fish consumption (Watts et al., 2015) as 
the main source of protein or possible salt-preserved fish (personal 
observation). 

The median urinary selenium concentration was 26 μg/L, with P25 
and P75 of 15 and 42 μg/L, respectively. These values are comparable to 
Middleton et al. (2018) reported median urinary selenium of 24 μg/L for 
45 individuals in Kenya and 29 μg/L for 200 individuals in Tanzania. 
Fourteen percent of individuals were below the lower threshold of 10 
μg/L using a BE estimation (Hays et al., 2014), below which could infer a 
status of deficiency. As Fig. 2a shows, just 15% indicated deficiency 
using a 10 μg/L (BE) low threshold, but with still 6% of samples above an 
upper/excess threshold of 90–100 μg/L (BE). The calculated RV95s for 
females of 78 μg/L was slightly below the upper threshold, whereas the 
male RV95s was significantly different from females and above the 
threshold at 103 μg/L. The urinary selenium concentrations contrasts 

Table 1 
Descriptive statistics for uncorrected urinary elemental concentrations (μg/L) with calculated RV95s values.   

I Se Zn Mo Cu Ni As Cd Sn Sb Cs Ba Pb 

mean 297 36 636 101 11 5.7 7.1 0.20 1.70 0.16 2.9 6.6 0.7 
sd 261 38 473 109 7 9.1 10.4 0.23 6.56 0.33 2.9 19.8 0.9 
median 243 26 529 64 9 3.5 3.9 0.20 0.09 0.08 2.1 1.7 0.50 
P .25 149 15 281 30 6 1.7 2.0 0.10 0.05 0.04 1.2 0.8 0.2 
P.75 368 42 845 128 13 6.1 8.2 0.30 0.22 0.18 3.6 4.0 0.9 
P.90 544 68 1261 229 20 10.4 16.8 0.40 4.23 0.38 6.3 12.9 1.4 
RV95s 717 89 1753 336 24 15.6 22.1 0.34 0.47 0.46 7.9 13.4 1.9 
Lower 95% CI 64 79 1549 286 22 13.4 18.8 0.31 0.37 0.39 6.9 11.0 1.7 
Upper 95% CI 811 103 2016 403 27 18.6 26.6 0.38 0.58 0.55 9.1 16.9 2.2 
Comparative values 
aRV95s value Canada 300 120 1100 170 25 4.4 27 1.3 20 0.17 12  1.9 
bEAR - BE (NHANES) 100 10 159 22          
cExcess BE (NHANES) 300 90–100 439–3489 200–7500   6.4 2.5–6.38* 20   190   

a Saravanabhavan et al. (2017) RV95s comparative values for NHANES data. 
b Estimated Average Requirement (EAR) for minimum intake: I (WHO, 1996, 2004); Se (Hays et al., 2014), Zn (Poddolgoda et al., 2019); Mo (Hays et al., 2016). 
c Threshold for excess intake using Bioequivalence (BE): for I, Se, Zn, Mo same references as for EAR; As (Hays et al., 2010); Cd (Hays et al., 2008); Sn (Poddalgoda 

et al., 2016); Ba (Poddalgoda et al., 2017). 
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with the calculated risk of deficiency for male and females of 100 and 
93%, respectively for dietary supply data and measured food items from 
the same households in Western Kenya as the urine collections. Median 
urinary selenium for male (n = 111) and female (n = 204) were 30 μg/L 
and 25 μg/L, respectively. Phiri et al. (2020) reported a greater potential 
deficiency in Malawi indicated by urinary selenium in ~35% of the 
study (n = 1618) and similar ~5% exhibiting an excess status. The 
median urinary selenium from this national survey was relatively lower 
at 16.2 and 15.0 μg/L in women of reproductive age and school age 
children, respectively. In contrast, Joy et al. (2015) calculated a risk of 
deficiency for Se intake of 74% from dietary supply calculations in 
Malawi. Fig. 3a shows a similar range of urinary selenium across each of 
the County administrative areas, with the exception of outlier values in 
Homa Bay and Kakamega counties and in particular, Vihaga county 
where the median urinary selenium of 42 μg/L is represented by a very 
small number of samples. Phiri et al. (2019) also demonstrated 
geographical variation for urinary selenium in Malawi. 

The median urinary zinc concentration was 529 μg/L, with P25 and 
P75 of 281 and 845 μg/L and median urinary zinc of 700 and 448 μg/L 
for male and females, in comparison to a BE for nutritional requirement 
reported by Poddalgoda et al. (2019) of 206 and 159 μg/L for male and 
female, respectively. In general, urinary zinc suggests a status of defi-
ciency in 9% of volunteers (Fig. 2a) in contrast to 57% of urinary zinc 
exhibiting an excess status when using the lower exposure guideline 
value for North America of 439 μg/L, yet no exceedances when using the 
more conservative European value of 3489 μg/L (Poddalgoda et al., 
2019). The RV95s for this study was 2030 μg/L for males and 1551 μg/L 
for females, both between the two proposed upper BE thresholds. In 
general, Fig. 3a shows that each of the County administrative areas were 

similarly above minimum nutritional requirements for Zn. This contrasts 
with food supply calculations in the same area by Watts et al. (2019a) 
that suggested a risk of deficiency for Zn status of 85–100% for males 
and females and equivalent published data of 100% risk, suggesting 
greater food diversity for this region of Kenya or perhaps greater con-
sumption of dairy, meat and fish deriving a higher Zn status than na-
tional survey data would suggest (FAOSTAT, 2019). 

Urinary zinc data for this study were generally much higher than 
other African studies. For example, a national survey in Malawi (Phiri 
et al., 2021) presented a median urinary zinc of 322 μg/L for women of 
reproductive age (n = 741) and 346 μg/L in school age children (n =
645). Similarly, Godeboa et al. (2019) presented urinary zinc for the 
Ethiopian Rift valley with a median of 287 μg/L (P25 167; P75 502) (n 
= 386). However, Middleton et al. (2018) broadly similar median uri-
nary zinc of 479 and 427 μg/L for Kenya and Tanzania, respectively. 

The median urinary molybdenum concentration was 64 μg/L, with 
P25 and P75 of 30 and 128 μg/L, respectively. Median urinary molyb-
denum were broadly similar for male and females at 68 and 64 μg/L, 
respectively. These values were relatively high in comparison to a BE for 
nutritional requirement reported by Hays et al. (2016) of 21.7 μg/L 
using an estimated average requirement (EAR) assumption or recom-
mended daily allowance (RDA) of 28.4 μg/L. Upper thresholds ranged 
from 206 μg/L for North American and 7516 μg/L for OECD values. 
Using the lower EAR threshold, 18% were considered deficient using 
urinary molybdenum BE, whilst 14% exceeded the upper BE threshold 
(Fig. 2a). The calculated RV95s of 379 μg/L for males and 314 μg/L for 
females both exceeded the lower of the published BE upper threshold 
values of 206 μg/L. Middleton et al. (2018) reported a slightly higher 
exceedance rate of 25 and 18% for Kenya and Tanzania, respectively. In 

Fig. 2. Distribution of urinary elemental concen-
trations (uncorrected) in groups of (a) micro-
nutrients - above red line denotes excess 
biomonitoring equivalent from NHANES most con-
servative value, blue line below which deficiency 
based on the estimated average requirement-EAR 
bioequivalent from NHANES most conservative 
value, (b) potentially harmful elements - (above red 
line denotes excess biomonitoring equivalent from 
NHANES most conservative value, and (c) elements 
with comparable published reference values (RV95s) 
- red line denotes calculated RV95s value. (For 
interpretation of the references to colour in this 
figure legend, the reader is referred to the Web 
version of this article.)   
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general, each of the county administrative areas demonstrated a level of 
Mo sufficiency, with notable exceptions illustrated in Fig. 3a for Homa 
Bay and Kisumu bordering Lake Victoria, although not for Saiya which 
also borders the lake. The general Mo sufficiency derived from urinary 
molybdenum agrees with the predicted risk of deficiency close to zero 
calculated for this area by Watts et al. (2019a) in which vegetable 
groups, seeds and pulses were reported to be a significant contributor of 
Mo to the daily dietary intake. Godeboa et al. (2019) reported signifi-
cantly higher urinary molybdenum values for the Ethiopian Rift valley, 
with a median of 367 μg/L and P25 and P75 of 197 and 614 μg/L (n =
386). 

3.3. Potentially harmful elements (PHEs) with published threshold values 
(As, Cd, Sn, Ba) 

Median urinary arsenic concentrations were 3.9 μg/L, with P25 and 
P75 of 2.0 and 8.2 μg/L, with median UAsC for male and females 
showing no contrast at 3.9 and 4.2 μg/L, respectively. The median 
values were below the biomonitoring equivalent upper threshold rep-
resenting toxicity of 6.4 μg/L for inorganic As published by Hays et al. 
(2010). It should be noted that urinary arsenic values in this study 
(Fig. 2b) represent total As, which incorporates both inorganic and 
organic As, the latter most likely derived from dietary sources. There-
fore, care should be taken in interpreting that 34% of participants had 
total urinary inorganic arsenic values that exceeded 6.4 μg/L. The 
calculated RV95s of 23.6 μg/L for males and 22.1 μg/L for females in this 
study fall midway between studies for adults in Germany, Belgium and 
South Korea with RV95s reported as 15, 49 and 106 μg/L (Wilhelm et al., 
2004; Hoet et al., 2013; Lee et al., 2012). Further investigation is 
required to understand the higher measurement of urinary arsenic, using 

arsenic speciation to derive inorganic and organic As species to provide 
additional interpretation and to support differentiation between occu-
pational, environmental or dietary sources (Hays et al., 2010; Middleton 
et al., 2016). In general, the majority of administrative county areas as 
illustrated in Fig. 3b were below Hays et al. (2010) upper threshold for 
urinary arsenic, or at least with few outliers, with the exception of Homa 
Bay, and Saiya in particular and to a lesser extent Kisumu county, all 
bordering Lake Victoria. In these instances, greater fish consumption 
may contribute to elevated As dietary intake, represented as 
organic-arsenic (Middleton et al., 2016). Godeboa et al. (2019) reported 
higher urinary arsenic in the Ethiopian Rift Valley, with a median of 
18.9 μg/L and 25/75th percentiles of 11.4 and 38.9 μg/L (n = 386). 
Tuakila et al. (2015) also reported significantly higher urinary arsenic in 
the Democratic Republic of Congo (DRC) with a median of 171 μg/L (n 
= 60) in the age group of 6–14 years old, although these volunteers 
represented occupational exposure from artisanal mining. Middleton 
et al. (2018) reported exceedances of 25 and 16% in Kenya and 
Tanzania, respectively, when considering inorganic-As. 

Median urinary cadmium concentrations were 0.2 μg/L, with P25 
and P75 of 0.1 and 0.3 μg/L in comparison to a BE upper threshold of 
2.5 μg/L using underlying kidney and urinary Cd concentration data 
(Hays et al., 2008). No individuals were above this threshold as shown in 
Fig. 2b, whilst the calculated RV95s was 0.22 μg/L for males and 0.35 
μg/L for females. Fig. 3b shows a similarly low status using UCdC for all 
county administrative areas. The urinary cadmium were low in com-
parison to Godeboa et al. (2019) study in Ethiopia with a median of 0.61 
μg/L, P25 and P75 of 0.27 and 1.05 μg/L (n = 386). Al-Saleh et al. 
(2020) reported a similarly low median urinary cadmium of 0.4 μg/L for 
non-occupationally exposed women in Saudi Arabia, but with an RV95s 
of 1.2 μg/L, which was significantly higher than this study. Wilhelm 

Fig. 2. (continued). 

M.J. Watts et al.                                                                                                                                                                                                                                



International Journal of Hygiene and Environmental Health 238 (2021) 113854

7

et al. (2004) reported a median urinary cadmium value of 0.2 μg/L and 
an RV95s of 0.8 μg/L. For an African comparison, Tuakila et al. (2015) 
reported a much higher median urinary cadmium in the DRC of 1.7 μg/L 
than this study for children occupationally exposed to mining activities, 
albeit below the BE threshold. Similarly, Middleton et al. (2018) re-
ported no exceedances for urinary cadmium in Kenya or Tanzania for 
non-occupationally exposed individuals. 

Median urinary tin concentrations were 0.09 μg/L, with P25 and P75 
of 0.05 and 0.22 μg/L, respectively, were very low in comparison to a BE 
of 20 μg/L for inorganic tin (Poddalgoda et al., 2016). Just 2% of vol-
unteers exceeded this threshold and can be seen as outliers in Figs. 2b 
and 3b. The majority of administrative counties exhibited low urinary 
tin ranges with the notable exception of Bomet and Vihaga counties and 
to a lesser extent Bungoma, albeit with the majority of their urinary tin 
below the upper threshold, confirmed with the RV95s calculated as 1.3 
μg/L for males and much lower at 0.4.μg/L for females. Few 
non-occupationally derived studies exist for urinary tin, particularly for 
Africa. 

Median urinary barium concentrations were 1.7 μg/L, with P25 and 
P75 of 0.8 and 4.0 μg/L, were generally low with just 1% of individuals 
exceeding the BE upper threshold of 190 μg/L (Poddalgoda et al., 2017) 
largely representing outliers in this study as illustrated in Figs. 2b and 
3b. This contrasts with relative exceedances reported by Middleton et al. 
(2018) of 16 and 14% for Kenya and Tanzania. The RV95s calculated for 
this study was 8.2 μg/L for males and a much higher value of 17.2 μg/L 
for females. Median urinary barium for male and females were 1.9 and 
1.4 μg/L, respectively. All counties exhibited a similarly low urinary 
barium, with a slight difference in Saiya, albeit well below the upper 
threshold. There is a paucity of data for UBaC in the literature, partic-
ularly for Africa. Therefore, the NHANES survey for North America from 

which the BE value was derived is an exceptional resource for a range of 
biomonitoring matrices and elements, particularly for elements such as 
barium for which the health consequences are less certain (Poddalgoda 
et al., 2017). 

3.4. Elements with no published thresholds, but comparative RV95s values 
(Cu, Ni, Sb, Cs, Pb) 

Median urinary copper concentrations were 9 μg/L, with P25 and 
P75 of 6 and 13 μg/L (Fig. 2c). Male and female median urinary copper 
were 9.6 and 8.8 μg/L, respectively. There are currently no thresholds or 
BE values reported in the literature for copper, although the calculated 
RV95s value of 29 and 21 μg/L for male and females, respectively for this 
study can be compared to RV95s values for population groups reported in 
other countries for some context, although should not be interpreted in 
depth. For example, Hoet el al. (2013) reported that non-occupationally 
exposed individuals in Belgium had an RV95s value of 19.6 μg/L (n =
1001), and Saravanabhavan et al. (2017) 25 μg/L for a Canadian study 
(n = 1513), both of a similar magnitude to this study. Godeboa et al. 
(2019) reported a broader range of urinary copper data, with a median 
urinary copper of 5.6 μg/L, with P25 and P75 of 2.2 and 9.1 μg/L in the 
Ethiopian Rift valley. Middleton et al. (2018) reported similar median 
urinary copper of 10 and 8.9 μg/L for Kenya and Tanzania, respectively. 
There were no marked differences in the range of urinary copper across 
the County administrative areas as illustrated in Fig. 3c. 

Median urinary nickel concentrations were 3.5 μg/L, with P25 and 
P75 of 1.7 and 6.1 μg/L (Fig. 2c), with male and female median values of 
2.7 and 3.6 μg/L, respectively. There are no thresholds or BE values 
reported in the literature for Ni, although similarly to Cu, the calculated 
RV95s value of 15.4 μg/L for this study can be compared to RV95s values 

Fig. 2. (continued). 
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Fig. 3. Distribution of urinary elemental concentrations (uncorrected) by county administrative areas in groups of (a) micronutrients - above red line denotes excess 
biomonitoring equivalent from NHANES most conservative value, blue line below which deficiency based on the estimated average requirement-EAR bioequivalent 
from NHANES most conservative value, (b) potentially harmful elements - above red line denotes excess biomonitoring equivalent from NHANES most conservative 
value, and (c) elements with comparable published reference values (RV95s) - red line denotes calculated RV95s value. (For interpretation of the references to colour 
in this figure legend, the reader is referred to the Web version of this article.) 
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for population groups reported in other countries for some context, 
although should not be interpreted in depth. For example, Hoet el al. 
(2013) reported that non-occupationally exposed individuals in Belgium 
had an RV95s value of 4.7 μg/L (n = 1001), Wilhelm et al. (2004) re-
ported an RV95s for adults in a German study of 3.0 and Saravanabhavan 
et al. (2017) 4.4 μg/L for a Canadian study (n = 5602), each of them of a 
similar magnitude to this study. Very few studies have reported urinary 
nickel, with Godeboa et al. (2019) also reporting Ni in a broad elemental 
suite with a broader range of urinary nickel data, with a median of 7.4 
μg/L, with 25/75th percentiles of 3.5 and 11.6 μg/L in the Ethiopian Rift 
valley. There were no marked differences in the range of urinary nickel 
across the County administrative areas as illustrated in Fig. 3c. 

Median urinary antimony concentrations were 0.08 μg/L, with P25 
and P75 of 0.04 and 0.18 μg/L (Fig. 2c). There are no thresholds or BE 
values reported in the literature for Sb, although similarly to Ni and Cu, 
the calculated RV95s value of 0.43 and 0.48 μg/L for male and females, 
respectively, in this study can be compared to RV95s values for popu-
lation groups reported in other countries for some context, although this 
should not be interpreted in depth. For example, Hoet et al. (2013) for 
adults in Belgium reported a much lower RV95s of 0.24 μg/L in Germany, 
whilst a Canadian study reported 0.17 μg/L (Saravanabhavan et al., 
2017). No African comparison is available, as urinary antimony mea-
surements in the Ethiopian Rift valley were below the limit of detection 
(Godeboa et al. (2019). The urinary antimony were generally similar 
across county administrative areas (Fig. 3c), with the exception of Busia 
and Nyamira. 

Median urinary caesium concentrations were 2.1 μg/L, with P25 and 
P75 of 1.2 and 3.6 μg/L (Fig. 2c). The calculated RV95s was 7.4 and 8.2 
μg/L were for male and females, respectively, in comparison to a Ca-
nadian RV95s of 12 μg/L (Saravanabhavan et al., 2017). No other studies 
exist for non-occupationally exposed populations, particularly in Africa. 
Across county administrative areas, urinary caesium were generally 
within a similar range, with the exception of Busia, Kakamega and 

Vihaga (Fig. 3c). 
Median urinary lead concentrations were 0.5 μg/L, with P25 and P75 

of 0.2 and 0.9 μg/L (Fig. 2c). The calculated RV95s was 2.2 and 1.8 μg/L 
for male and females, respectively, which compared closely to a Cana-
dian study also 1.9 μg/L (Saravanabhavan et al., 2017) and a Belgian 
study at 2.8 μg/L (Hoet et al., 2013). Godeboa et al. (2019) reported 
lower median 0.14 μg/L and P25 to be less than the lower limit of 
detection and P75 at 0.36 μg/L in Ethiopia, yet Al Saleh et al. (2020) 
reported a much a higher median of 14 μg/L in non-occupationally 
exposed women, which was comparable to a group of occupationally 
exposed miners in DRC at 19.3 μg/L (Tuakila et al., 2015). In general, 
county administrative areas presented a similar range of urinary lead 
(Fig. 3c), although Bomet and Vihaga exhibited a broader and higher 
range of concentrations in comparison to other counties. 

3.5. Influence of urinary hydration corrections 

Data in this study was presented without hydration corrections for 
comparison with literature values, where such corrections are incon-
sistently presented or where they are present, presented with and 
without correction. This study employed hydration corrections using 
creatinine, osmolality and specific gravity (SG). Only occasionally, 
published data includes both corrected and uncorrected data. For 
example, Tuakila et al. (2015) usefully presented differing RV95s values 
with and without creatinine corrections, ranging from a − 31% reduction 
following correction for urinary arsenic, − 113% for urinary cadmium 
and +20% for urinary lead. The employment of the appropriate 
correction factor to each urinary elemental concentration should be 
considered, with significant differences in individual values possible 
with and without correction or even between correction methods. For 
example, urinary iodine (Watts et al. 2015, 2019b) exhibited greater 
uncertainty when deploying creatinine compared to osmolality and SG, 
whilst Middleton et al. (2016) observed a similar pattern for urinary 

Fig. 3. (continued). 
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arsenic. Phiri et al. (2020) presented a comparison of hydration factors 
for urinary selenium in women of reproductive age (WRA) and school 
age children (SAC) groups and subsequently employed SG corrections 
for urinary zinc (Phiri et al., 2021) in a national Malawian survey. For 
urinary selenium, mean corrected concentrations were similar, yet 
lower than uncorrected values, explained as a consequence of protein 
energy malnutrition, particularly for SAC. 

For this study, urinary elemental concentrations and associated 
RV95s values are summarised as uncorrected or with one of the three 
hydration correction methods in Table 2. The urinary iodine, urinary 
selenium, urinary molybdenum, urinary arsenic, urinary tin RV95s 
values show a significant difference between uncorrected and corrected 
data, but with general agreement for the three correction methods. It is 
likely that the removal of outliers for creatinine as suggested by Sar-
avanabhavan et al. (2017) has improved the comparison with SG and 
Osmolality against previously reported UIC in Watts et al. (2019b). 

3.6. Application of urinary biomonitoring data 

In general, most biomonitoring studies are reported with descriptive 
statistics for aggregated data, with comparison to a reference or popu-
lation value to establish a public health context. As Morrens et al. (2021) 
pointed out, there is no universal consensus to communicate individual 
results to study participants, where most surveillance studies, including 
this study are designed to communicate aggregated results. For this 
study, aggregated data has been communicated with public health ad-
ministrators for onward public health contextual interpretation with 
community workers, alongside individual data for follow-up on 
exceedances or where specifically requested by the participants. The 
latter often involved individuals sensitised and with an interest in health 
conditions in their local areas (e.g. iodine deficiency-goitre; fluorosis). 
The majority of participants wanted to contribute to research, with a 
small proportion curious about their own results. The RV95s values 
provide some context and aid to explaining results, particularly for el-
ements where there are no established bioequivalent thresholds that can 
infer health status, but can be used as a reference point against the rest of 
the study participants. However, care should be used where 
health-based/bioequivalent guidance values are not available and the 
RV95s values used as a comparison with other population groups to 
generate a body of evidence/requirement for investment in bio-
equivalent calculations. 

4. Conclusion 

Health studies will benefit from a dual approach to deconvolute and 
design mitigation strategies to deficiencies of micronutrients essential to 
health and reduce exposure to potentially harmful elements using food 
consumption surveys alongside human biomonitoring. Biomonitoring 
through the use of urinary elemental concentrations does provide a cost 
effective approach compared to accurate food dietary survey/analyses 
for population background exposure albeit with a snapshot in time. The 
increasing literature providing comparative reference values (RV95s) for 
study organisers and participants where health-based guidelines are 
lacking may assist in building evidence and targeting of resources to-
wards the development of bioequivalent calculations to better infer 
health outcomes and subsequent design of mitigation strategies. For 
biomonitoring data to be used to inform health interventions, it must 
have sufficient quality assurance controls and levels of reliability, 
including consideration of hydration correction factors to derive refer-
ence values for a range of elements appropriate to urinary measure-
ments. Further studies should consider targeted hydration corrections 
for each of the urinary elemental concentration versus uncorrected data 
for transparent comparison with published studies and building of 
confidence in the appropriate correction strategy. This will have sig-
nificance in challenging environments where lower cost measurements 
such as SG may be more appropriate or in a low-income nation setting 

where low protein intake may render creatinine a poor method. 
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Table 2 
Influence of hydration adjustment methods on urinary elemental concentrations 
(μg/L).  

Element Correction Method Mean SD Median RV95s (95% CI) 

I Uncorrected 297 361 243 717 (643–811) 
Osmolality 299 253 262 539 (502–585) 
Creatinine 255 257 207 530 (482–588) 
Specific gravity 302 259 246 548 (508–596) 

Se Uncorrected 36 38 26 89 (79–103) 
Osmolality 36 34 27 70 (64–78) 
Creatinine 31 38 21 50 (46–56) 
Specific gravity 34 31 26 63 (58–70) 

Zn Uncorrected 636 473 529 1753 (1549–2016) 
Osmolality 678 442 570 1628 (1469–1829) 
Creatinine 530 386 429 1226 (1109–1374) 
Specific gravity 654 400 572 1509 (1370–1683) 

Mo Uncorrected 101 109 64 336 (286–403) 
Osmolality 98 88 70 268 (235–310) 
Creatinine 80 79 57 222 (194–258) 
Specific gravity 93 80 70 248 (220–285) 

Cu Uncorrected 11 7 9 24 (22–27) 
Osmolality 11 7 10 20 (19–22) 
Creatinine 9 7 7 16 (15–17) 
Specific gravity 11 7 9 18 (17–19) 

Ni Uncorrected 5.7 9.1 3.5 15.6 (13.4–18.6) 
Osmolality 5.5 7.8 3.4 14.4 (12.6–16.8) 
Creatinine 4.5 6.8 2.7 11.9 (10.4–14.0) 
Specific gravity 5.5 7.8 3.4 14.4 (12.6–16.8) 

As Uncorrected 7.1 10.4 3.9 22.1 (18.8–26.6) 
Osmolality 6.7 8.0 4.2 18.1 (15.9–21.1) 
Creatinine 5.6 6.7 3.6 16.7 (14.5–19.8) 
Specific gravity 6.6 7.7 4.2 18.1 (15.8–21.1) 

Cd Uncorrected 0.20 0.23 0.20 0.34 (0.31–0.38) 
Osmolality 0.20 0.19 0.16 0.55 (0.48–0.64) 
Creatinine 0.16 0.17 0.11 0.46 (0.40–0.54) 
Specific gravity 0.20 0.20 0.16 0.51 (0.45–0.58) 

Sn Uncorrected 1.70 6.56 0.09 0.47 (0.37–0.58) 
Osmolality 2.24 7.71 0.11 0.51 (0.43–0.63) 
Creatinine 2.02 7.44 0.08 0.76 (0.61–0.98) 
Specific gravity 2.30 8.35 0.10 0.81 (0.65–0.98) 

Sb Uncorrected 0.16 0.33 0.08 0.46 (0.39–0.55) 
Osmolality 0.17 0.31 0.09 0.50 (0.43–0.60) 
Creatinine 0.14 0.22 0.06 0.42 (0.36–0.50) 
Specific gravity 0.16 0.26 0.09 0.46 (0.40–0.55) 

Cs Uncorrected 2.9 2.9 2.1 7.9 (6.9–9.1) 
Osmolality 3.0 2.6 2.2 6.9 (6.2–7.8) 
Creatinine 2.4 2.1 1.8 5.8 (5.1–6.6) 
Specific gravity 3.0 2.6 2.2 7.3 (6.6–8.3) 

Ba Uncorrected 6.6 19.8 1.7 13.4 (11.0–16.9) 
Osmolality 6.4 17.0 2.0 14.1 (11.7–17.6) 
Creatinine 6.1 26.8 1.6 13.4 (11.0–17.0) 
Specific gravity 6.4 16.3 2.0 14.8 (12.1–18.5) 

Pb Uncorrected 0.7 0.9 0.5 1.9 (1.6–2.2) 
Osmolality 0.9 1.8 0.5 1.6 (1.5–1.9) 
Creatinine 0.7 1.1 0.4 1.3 (1.2–1.5) 
Specific gravity 0.9 1.8 0.5 1.4 (1.3–1.6)  
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A B S T R A C T   

Diarrheal disease remains a leading cause of child mortality, globally. In the Democratic Republic of the Congo 
(DRC), each year there are an estimated 45 million episodes of diarrhea in children under five years of age. The 
Reducing Enteropathy, Diarrhea, Undernutrition, and Contamination in the Environment (REDUCE) program 
seeks to develop theory-driven, evidence-based approaches to reduce diarrheal diseases among young children. 
The REDUCE prospective cohort study in Walungu Territory in Eastern DRC took guidance from the risks, at-
titudes, norms, abilities, and self-regulation model, the integrated behavioral model for water, sanitation, and 
hygiene (WASH), and other behavior change theories to identify psychosocial factors associated with WASH 
behaviors. Psychosocial factors were measured among 417 caregivers at baseline and caregiver responses to child 
mouthing of dirty fomites and handwashing with soap was assessed by 5-hour structured observation at the 6- 
month follow-up. Caregivers who agreed that their child could become sick if they put dirt in their mouth 
(perceived susceptibility) and caregivers that agreed they could prevent their child from playing with dirty things 
outside (self-efficacy) were significantly more likely to stop their child from mouthing a dirty fomite. Higher 
perceived susceptibility, self-efficacy, and disgust, and lower dirty reactivity, were associated with higher 
handwashing with soap behaviors. This study took a theory-driven and evidence-based approach to identify 
psychosocial factors to target for intervention development. The findings from this study informed the devel-
opment of the REDUCE Baby WASH Modules that have been delivered to over 1 million people in eastern DRC.   

1. Introduction 

Globally, diarrheal disease is a leading cause of mortality for children 
under five years of age, resulting in nearly 450,000 deaths annually 
(Collaborators 2018). In the Democratic Republic of the Congo (DRC), 
there are an estimated 45 million episodes of diarrhea annually in 
children under the age of 5, resulting in 19,000 deaths (Collaborators 
2017). Interventions targeting handwashing with soap before food 
preparation and after toileting events can reduce the risk of diarrheal 
disease by 23% (WHO 2014). However, only 19% of the world popu-
lation washes their hands after contact with human excreta (Prüss-Ustün 
et al., 2014). 

Diarrheal diseases are often transmitted through fecal-oral pathways 
through ingestion of unclean food and water, and dirty fomites, fingers, 
and dirt (Wagner and Lanoix 1958). However, most WASH interventions 
focus on sanitation, water treatment, and/or hand hygiene and often do 
not emphasize the risk of diarrheal diseases associated with contact with 
animal feces, such as mouthing dirty fomites and soil (Null et al., 2018; 
Pickering et al., 2019). The Global Burden of Disease (GBD) study esti-
mated that pathogens that cross the zoonotic barrier are responsible for 
28% of diarrheal deaths in children under five (Collaborators, 2016). 
Recent literature suggests that intervention studies should consider 
other transmission routes beyond traditional WASH improvements for 
reducing child diarrheal diseases (Budge et al., 2019; Kwong et al., 2020; 
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Ngure et al., 2014; Prendergast et al., 2019). Multiple studies have 
provided evidence that enteropathogen exposure through child 
mouthing of dirty fomites and soil can have adverse health outcomes 
(Delahoy et al., 2018; George et al., 2021; Investigators 2018; Kotloff 
et al., 2013; Morita et al., 2017). Therefore, effective WASH in-
terventions are needed to target these important fecal exposures path-
ways for young children. 

WASH interventions that incorporate elements of psychosocial the-
ory and target multiple behavioral determinants are more likely to be 
effective than interventions that seek to promote WASH behavior 
change by providing information alone (Briscoe and Aboud 2012; Curtis 
et al., 2011; De Buck et al., 2018). Theory-driven interventions take 
guidance from behavior change theories and frameworks to identify 
factors likely to drive, facilitate, or impede behavior change; these fac-
tors are often referred to as psychosocial determinants. Some examples 
of behavior change theories and theory-based approaches for WASH 
intervention development include protection motivation theory, the 
health belief model, the integrated behavioral model for water, sanita-
tion, and hygiene (IBM-WASH), the risks, attitudes, norms, abilities, and 
self-regulation (RANAS) model, the Behavior Center Design (BCD) 
Behavior Determination Model, and the Focus, Opportunity, Ability and 
Motivation (FOAM) framework (Aunger and Curtis, 2019; Daniel et al., 
2019; Devine et al., 2012; Dreibelbis et al., 2013; Le and Makarchev 
2020; Mosler 2012; Prentice-Dunn and Rogers 1986; Rainey and Har-
ding 2005). Identifying the psychosocial determinants of a target 
behavior, such as handwashing with soap, can inform intervention 
development through the selection of behavior change techniques to 
target determinants (Michie and Abraham 2004; Mosler 2012). 

The objectives of the Reducing Enteropathy Undernutrition and 
Contamination in the Environment (REDUCE) program were to: 1) 
identify fecal exposure pathways that contribute to diarrheal disease, 
child growth, and child cognitive development in young children in the 
DRC and 2) develop theory-driven and evidence-based interventions to 
reduce child morbidity via these pathways. The REDUCE cohort study 
found that child mouthing of contaminated fomites, E.coli in soil and on 
child hands, and child contact with animals was associated with sub-
sequent diarrhea, impaired child growth, and adverse child cognitive 
developmental outcomes (George et al., 2021b; George et al., 2021). In 
order to inform an intervention to address these risk factors identified 
during the REDUCE cohort study, the objective of this study was to 
identify psychosocial determinants of two target WASH behaviors: 1) 
handwashing with soap by caregivers at stool- and food-related events 
and 2) caregivers stopping a child from mouthing dirty fomites (soil and 
contaminated surfaces and objects). 

2. Methods 

2.1. Study design 

This prospective cohort study of 417 caregivers of young children 
was conducted in the Walungu Territory, South Kivu, DRC as part of the 
REDUCE program. This study enrolled households with at least one child 
under the age of five years and followed these households for 6 months. 
The sample size for this analysis was based on the number of caregivers 
of children under five years of age that were enrolled between June 
2018 and January 2019 that had WASH psychosocial factor question-
naire data at baseline and had 5-hour structured observation data 
available at the 6-month follow-up. 

2.2. Questionnaire 

At baseline, 15 research assistants, after receiving a 2 month 
training, administered a structured psychosocial factor questionnaire to 
caregivers (12 years or older) of a child under five years of age. Items (e. 
g., "It is difficult to watch children when they are playing outside in the 
dirt.") to measure psychosocial factors were informed by protection 

motivation theory (response efficacy), the RANAS model, IBM-WASH, 
and previous work done by our group on determinants of handwash-
ing with soap (Dreibelbis et al., 2013; George et al., 2017a; Mosler 2012; 
Prentice-Dunn and Rogers 1986). Using the three models, we developed 
an approach that incorporates psychosocial factors over multiple levels 
of influence. All items related to child mouthing were developed for this 
study. To save time spent in the household, most psychosocial factors 
were measured with a single item. We assessed the following psycho-
social factors: impediments, instrumental attitudes, descriptive norms, 
injunctive norms, dirt reactivity, disgust, perceived severity, perceived 
susceptibility, remembering, response efficacy, and self-efficacy. Defi-
nitions of each factor are in Table 1. 

Psychosocial factor questionnaire items were developed in English, 
translated into the Bukavu dialect of Swahili, and back translated into 
English in two iterations. The questionnaire was piloted with 99 in-
dividuals before the cohort study and six interviews were conducted 
with verbal probing techniques, where participants were asked to re- 
explain the questions back to the interviewer to explore the compre-
hension of questionnaire items and reasons for a participant’s responses 
(Willis and Artino, 2013). We then conducted a focus group discussion 
(FGD) with mothers of young children to further refine items and 
response options. Psychosocial items were modified based on piloting, 
interviews, and FGD findings, as well as concurrent formative research 
refers to Kuhl et al. (2021) ahead of inclusion in the final questionnaire 
for the cohort study (Kuhl et al., 2021). Response options for each item 
were a Likert-type scale ranging from one to five (e.g., 1 = strongly 
disagree, 2 = disagree, 3 = neither agree nor disagree, 4 = agree, 5 =
strongly agree). 

2.3. Structured observations 

A trained research assistant conducted a 5-hour structured obser-
vation using a structured questionnaire form at the 6-month follow-up. 
Observations took place between the hours of 8:00 a.m. and 1:00 p.m. to 
include as many household members as possible and to ensure that 
timing for observations was standardized across all households. The 

Table 1 
Psychosocial factors in behavior change theories, including risk, attitude, norm, 
ability, and self-regulation (RANAS) model and integrated behavior model in 
WASH of behavior change and their definition.  

Factors Definition 

Impediments Anticipated barriers and distractions to a behavior (Contzen 
et al., 2015) 

Instrumental 
Attitudes 

Beliefs about the benefits and costs of a behavior (Fishbein 
and Ajzen, 1977) 

Descriptive Norms Perceptions about which behaviors are typically performed 
by others (Mosler, 2012) 

Dirt Reactivity Only washing hands with soap in response to dirt, feces, or 
smell (George et al., 2017a) 

Disgust Revulsion that is occasioned by the sight of excreta, rotten 
food, slime, and bugs (Curtis and Biran, 2001) 

Injunctive Norms Perceptions of which behaviors are typically approved or 
disapproved of by relatives, friends, or neighbors (also the dos 
and don’ts expressed by religious, civil or other institutional 
leaders) (Schultz et al., 2007) 

Perceived Severity A person’s perception of the seriousness of the consequences 
of contracting an illness (Prentice-Dunn and Rogers, 1986) 

Perceived 
Susceptibility 

A person’s perception of his or her risk of contracting 
diarrheal disease and other illnesses (Orbell et al., 2009) 

Remembering To perform a behavior, it has to be remembered at the right 
time/situation (Tobias, 2009) 

Response Efficacy Judgments about the efficacy of a preventive response that 
will avert the perceived threat (Prentice-Dunn and Rogers, 
1986) 

Self-efficacy The belief in one’s capabilities to organize and execute the 
courses of action required to manage prospective behaviors; 
the ability to deal with barriers that arise when trying to 
maintain the behavior (Bandura, 1997)  
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research assistant sat in a part of the household defined as a common 
living space used for cooking, sleeping, and other indoor/outdoor ac-
tivities to observe household activities with minimal movement and 
interaction with the household members. Households were informed 
that research assistants were observing daily activities, without speci-
fying WASH-related events to reduce the Hawthorne effect (Adair 1984). 

Child mouthing events. For child mouthing events, research assistants 
recorded whether a child under five years of age put food or dirty fo-
mites in their mouth during the structured observation period. A dirty 
fomite was defined as a child putting mud, soil, clay, sand, feces, or an 
object or surface with visible dirt to or inside their mouth. The object 
was considered visibly dirty if it had visible mud, soil, clay, sand, or feces 
on its surface. Information was also collected on whether a caregiver 
over the age of 12 years stopped a child from mouthing a dirty fomite 
during structured observation, defined as a participant: 1) physically 
stopping the child from putting the substance in their mouth, 2) physi-
cally stopping the child from handling the dirty fomite, 3) removing the 
dirty fomite from the child’s mouth, or 4) removing the substance from 
the child’s hand. 

Handwashing at food- and stool-related events. During structured 
observation, research assistants recorded handwashing practices for 
caregivers 12 years of age or older at the following stool- and food- 
related events: (1) before preparing food, (2) before eating, (3) before 
serving food/feeding a child, (4) after a toileting event, defined as after 
use of a sanitation option (e.g., toilet or improved or unimproved 
latrine), after cleaning a child’s anus after a defecation event, and (6) 
after disposal/removal of child feces. 

2.4. Statistical analysis 

All statistical analyses were conducted in SAS Version 9.4 (SAS 
Institute Inc., Cary, NC). Pearson correlations were calculated for psy-
chosocial factors at baseline. Our handwashing with soap outcome was a 
binary variable defined as a caregiver washing both hands with soap 
during a food- or stool-related event at least once during structured 
observation. Our caregiver response to a child mouthing event outcome 
was a binary variable defined as a caregiver stopping a child from 
mouthing a dirty fomite at least once during the 5-h structured obser-
vation. Logistic regression models using generalized estimating equa-
tions to account for clustering within households were conducted to 
estimate the odds of caregivers handwashing with soap at key events and 
stopping a child from mouthing a dirty fomite event at least one time 
during 5-h structured observation at the 6-month follow-up, with psy-
chosocial items at baseline as predictors. Responses to psychosocial 
items were transformed to a scale of 0–1 by dividing each Likert-type 
scale response by 5 for regression analyses to make odds ratios easier 
to interpret (e.g., observed behavior associated with the participant 
strongly agreeing with a psychosocial item). 

2.5 Ethical approval 

Informed consent was obtained by all study participants. If the 
participant was between 12 and 17 years old, assent was obtained along 
with parental permission from the child’s guardian. This study was 
approved by the research ethical review committee of the University of 
Kinshasa (Protocol 043–2017) and the Johns Hopkins Bloomberg School 
of Public Health (Protocol 8057). 

3. Results 

3.1. Characteristics and demographics of study participants 

From June 2018 to January 2019, 417 caregivers over the age of 12 
years with at least one child under the age of five years were enrolled in 
the cohort study and administered the structured psychosocial factor 
questionnaire at baseline. There were 50 participants who did not have 

data at the 6-month follow-up (12% (50/417) loss to follow up). The 
mean age of participants was 30 years (standard deviation: 13, range 
12–84) and 82% (340/417) were female. Among study participants, 
67% (280/417) of caregivers had at least a primary-school level of ed-
ucation. There were 209 caregivers who had both handwashing at key 
events and child mouthing events during 5-hour structured observa-
tions. Baseline demographics and characteristics can be found in 
Table 2. 

3.2. Analysis of psychosocial factors 

The two largest Pearson correlation for psychosocial items at base-
line were perceived susceptibility and dirt reactivity (Supplementary 
Tables 1 and 2). 

3.3. Participants stopping a child mouthing a dirty fomite 

Two hundred thirty-nine caregivers were present during a child 
mouthing event during structured observation at the 6-month follow-up. 
Thirty-nine percent (93/239) of these caregivers stopped a child at least 
once from mouthing a dirty fomite during structured observation. 
Caregivers who agreed that a child could become sick if they put dirt in 
their mouth (perceived susceptibility) were more likely to stop a child 
from mouthing a dirty fomite (Odds Ratio (OR) = 1.28 95% Confidence 
Interval (CI) = 1.02–1.61). Caregivers who were sure they could prevent 
their child from playing with dirty things outside were more likely to 
stop a child from mouthing a dirty fomite (OR = 1.21; 95% CI =
1.01–1.44) (Table 3). 

3.4. Handwashing with soap at food- and stool-related events 

Two hundred twenty caregivers had a stool- or food-related event 
during structured observations at the six-month follow-up. Fourteen 
percent (30/220) of these caregivers washed both of their hands with 
soap at least once during these events. Caregivers who felt compelled to 
wash their hands with soap after toileting due to disgust (OR = 1.85 
(95% CI = 1.04, 3.30) (disgust) were more likely to wash both hands 

Table 2 
Baseline demographics and characteristics among caregivers of children under 
five years in Walungu, South Kivu, Democratic Republic of the Congo.   

% n 

Caregivers  417 
Caregiver baseline age (years) Median SD (min-max) 30 ± 13 (12–84) 
Households  261 
Children <5 years  465 
Caregiver any formal education 67% 280 
Gender   

Female 82% 340 
Household wall type   

Mud walls 59% 154 
Wood walls 7% 18 
Concrete walls 4% 10 
Wood and mud walls 4% 11 
Biomass walls 5% 12 
Brick walls 3% 8 
Wood and concrete walls 1% 3 
Other 20% 53 

Household animal ownership 52% 135 
Unimproved latrine 92% 239 
Water source type   

Protected spring 62% 162 
Public tap 23% 59 
Unprotected spring 4% 10 
Other 5% 13 

Household size Median SD (min-max) 6 ± 2.4 (2–17) 

SD: standard deviation; unimproved latrine: use of pit latrines without a slab or 
platform, hanging latrines, or bucket latrines; any formal education: primary, 
secondary, or not finished secondary school. 
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Table 3 
Logistic regression analysis of psychosocial factors (predictor) and caregivers atopping a child during a mouthing of a dirty fomite event (outcome) during 5-hour 
structured observation (N = 239).  

Factor Category aItem M SD OR (95% CI) 

Impediments It is difficult to watch children when they are playing outside in the dirt 3.57 1.58 1.00 (0.85, 1.17) 
Descriptive Norms Most of (many among) the people in your village let their young children eat dirt 4.03 1.36 0.95 (0.80, 1.13) 
Perceived Severity If your child(ren) less than 2 years of age gets diarrhea, how severely would that impact your life? 4.43 1.18 1.04 (0.83, 1.29) 

bHow likely is it that someone who develops diarrhea will die? 4.42 1.10 0.86 (0.69, 1.07) 
Perceived Susceptibility It is not harmful for a child to play outside in the dirt 2.9 1.72 0.87 (0.75, 1.01) 

It is not harmful for a child to eat dirt 2.44 1.66 0.90 (0.77, 1.06) 
It is not harmful for children to pick up used wrappers or bottles from the ground and put them in their mouths 2.42 1.63 0.94 (0.80, 1.10) 
Eating dirt is good for your child’s health 1.77 1.3 0.91 (0.75, 1.10) 
Your child will become sick if they put dirt in their mouth 4.31 1.18 1.33 (1.04, 1.69) 
There is no need to clean up after a child defecates in the dirt 2.62 1.67 0.90 (0.78, 1.05) 
How likely is it that your child will develop diarrhea in the next month? Do you think it is unlikely or likely? 3.53 1.37 1.12 (0.93, 1.33) 

Self-efficacy cHow sure are you that you can protect your child from getting diarrhea? 3.50 1.51 1.2 (1.00, 1.44) 
cHow sure are you that you can prevent your child from eating dirt? 3.21 1.53 1.09 (0.91, 1.29) 
cHow sure are you that you can prevent your child from playing with dirty things outside? 3.24 1.51 1.21 (1.01, 1.44) 

M: Mean (Likert-scale); SD: Standard Deviation; OR: Odds Ratio; L95%CI: Lower 95% Confidence Interval, U95%CI: Upper 95% Confidence Interval; Boldface indicates 
significant effects p < 0.05; aFactors are ordinal and range from 1 to 5 based on responses to psychosocial questions. Answering options were as follows unless 
otherwide noted: 1 = strongly disagree, 2 = disagree, 3 = neither agree nor disagree, 4 = agree, 5 = strongly agree; bThe answering options were as follows: 1 =
extremely unlikely, 2 = unlikely, 3 = neither likely nor unlikely, 4 = likely, 5 extremely likely; cThe answering options were as follows: 1 = not sure at all, 2 = not sure, 
3 = neither sure nor not sure, 4 = a little sure, 5 = very sure. 

Table 4 
Logistic regression analysis of psychosocial factors (predictor) and handwashing with soap at a key stool- or food-related event (outcome) during 5-hour structured 
observation (N = 220).  

Factor Category aItem M SD OR (95% CI) 

Impediments If you put soap near the latrine (WC) people will steal it 3.86 1.50 1.00 (0.77, 1.31) 
You have a specific place in your home to wash your hands with soap 2.64 1.75 1.17 (0.94, 1.46) 
It is hard to find water to wash hands with soap 2.27 1.47 0.98 (0.80, 1.20) 

Convenience You have too little time to wash your hands with soap 3.54 1.49 0.97 (0.73, 1.30) 
Descriptive Norms Most of (many among) your neighbors don’t wash their hands with soap 3.99 1.32 0.93 (0.70, 1.24) 
Dirt Reactivity If your hands look clean, there are no germs on them 2.93 1.69 0.99 (0.75, 1.32) 

You only wash your hands with soap when they have dirt on them 3.53 1.61 0.83 (0.66, 1.04) 
You only wash your hands with soap when they are sticky (when they have sticky things on them) 3.37 1.65 0.90 (0.72, 1.13) 
You only wash your child’s hands with soap when they are sticky (when they have sticky things on them) 3.42 1.62 0.75 (0.59, 

0.95) 
You only wash your child’s hands with soap when they have dirt on them 3.43 1.60 0.76 (0.59, 

0.96) 
Disgust After toileting (using the WC), you are compelled to wash your hands with soap because you feel your hands are 

disgusting 
4.10 1.34 1.85 (1.04, 

3.30) 
You feel your hands are disgusting after cleaning up a child’s feces 3.50 1.61 1.31 (1.00, 1.73) 

Injunctive Norms Visitors will respect you if they find a place to wash hands with soap at your home 4.38 1.09 1.05 (0.72, 1.53) 
Instrumental Attitudes It is burdensome to always wash your hands with soap (every time and every day) 3.28 1.60 0.96 (0.77, 1.21) 

Soap is too costly to use for handwashing 3.38 1.60 0.86 (0.67, 1.10) 
You do not have enough time to wash your child’s hands with soap 3.38 1.48 0.99 (0.80, 1.23) 

Perceived Severity If your child(ren) less than 2 years of age gets diarrhea, how severely would that impact your life? 4.43 1.18 0.94 (0.67, 1.31) 
bHow likely is it that someone who develops diarrhea will die? 4.42 1.10 1.15 (0.77, 1.71) 

Perceived 
Susceptibility 

bHow likely is it that your child will develop diarrhea in the next month? 3.53 1.37 1.43 (1.02, 
2.00) 

Remembering It is hard to remember to wash your hands with soap while preparing a meal 3.48 1.51 0.88 (0.71, 1.10) 
Washing your hands with soap after using the toilet (WC) is hard to remember 3.17 1.61 0.95 (0.73, 1.22) 
It is hard to remember to wash your child’s hands with soap 3.18 1.56 1.21 (0.92, 1.57) 

Response Efficacy bHow likely is it that your child will get diarrhea if you always (every time and every day) wash your hands with soap? 3.31 1.49 0.97 (0.78, 1.20) 
Self-efficacy cHow sure are you that you can make soap for handwashing available for your family every day? 3.46 1.48 1.08 (0.85, 1.37) 

cHow sure are you that you can always (every time and every day) wash your hands with soap after using the toilet 
(after WC)? 

3.86 1.35 1.41 (1.01, 
1.98) 

cHow sure are you that you can always (every time and every day) wash your hands with soap before feeding your 
child? 

4.08 1.30 1.50 (1.02, 
2.18) 

cHow sure are you that you can protect your child from getting diarrhea? 3.50 1.51 1.19 (0.92, 1.53) 

M: Mean (Likert-scale); SD: Standard Deviation; OR: Odds Ratio; L95%CI: Lower 95% Confidence Interval, U95%CI: Upper 95% Confidence Interval; Boldface indicates 
significant effects p < 0.05; aFactors are ordinal and range from 1 to 5 based on responses to psychosocial questions. Answering options were as follows unless 
otherwide noted: 1 = strongly disagree, 2 = disagree, 3 = neither agree nor disagree, 4 = agree, 5 = strongly agree; bThe answering options were as follows: 1 =
extremely unlikely, 2 = unlikely, 3 = neither likely nor unlikely, 4 = likely, 5 extremely likely; cThe answering options were as follows: 1 = not sure at all, 2 = not sure, 
3 = neither sure nor not sure, 4 = a little sure, 5 = very sure. 
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with soap during key handwashing events at the 6-month follow-up. 
Caregivers who agreed that they could always wash their hands with 
soap after a toileting event were more likely to wash both hands with 
soap (OR = 1.41 (95% CI = 1.01–1.98)) (self-efficacy). Caregivers who 
agreed they could always wash their hands with soap before feeding 
their child were more likely to wash their hands with soap (OR = 1.50, 
(95% CI = 1.02–2.18)) (self-efficacy). Caregivers who agreed that they 
only wash their child’s hands when they are sticky (OR = 0.75 (95% CI 
= 0.59–0.95)) or have dirt on them (OR = 0.76, 95% CI = 0.69–0.96) 
(dirt reactivity) were less likely to wash their own hands with soap. 
Caregivers who agreed their child was likely to develop diarrhea in the 
next month were more likely to wash their own hands with soap (OR =
1.43, (95% CI = 1.02–2.00) (Table 4). 

4. Discussion 

This prospective cohort study investigated the psychosocial de-
terminants of stopping a child from mouthing a dirty fomite and hand-
washing with soap at stool- and food-related events among caregivers 
with a young child in their household in rural DRC. Caregivers who 
believed a child would become sick if the child put dirt in their mouth 
(high perceived susceptibility) and who were sure they could prevent a 
child from playing with dirty things outside at baseline (higher self- 
efficacy) were more likely to stop a child from mouthing a dirty 
fomite during structured observation at the 6-month follow-up. Higher 
baseline self-efficacy and higher perceived susceptibility around hand-
washing with soap at key food- and stool-related events were associated 
with increased handwashing with soap at the 6-month follow-up. 
Caregivers who said that they only washed their child’s hands when 
they appeared dirty or sticky (high dirt reactivity) were less likely to 
wash their own hands with soap. However, those that felt their hands 
were disgusting after coming into contact with feces were more likely to 
wash their hands with soap at follow-up. This is the first published study, 
to our knowledge, investigating WASH psychosocial factors associated 
with caregivers’ response to child mouthing behaviors. This study took a 
theory-driven and evidence-based approach to identify psychosocial 
factors to target for intervention development. These findings were 
applied to develop the REDUCE Baby WASH intervention modules that 
have been delivered to over 1 million people in South Kivu and Tan-
ganyika provinces of DRC Kuhl et al. (2021). 

Higher perceived susceptibility and higher self-efficacy related to 
child mouthing practices were associated with a caregiver stopping a 
child from mouthing a dirty fomite in our cohort study. The only other 
paper to our knowledge that has investigated psychosocial factors 
related to child mouthing behaviors is Wodnik et al., who developed 
items using the Capability Opportunity Motivation and Behavior (COM- 
B) model on provision of a safe play environment for children in Kenya 
(Wodnik et al., 2018). However, this previous study did not investigate 
the association between caregivers’ responses to child mouthing be-
haviors and WASH psychosocial determinants. Previous studies in rural 
Bangladesh have found that child mouthing behavior of soil and dirty 
fomites is associated with environmental enteropathy and impaired 
growth in children under five years (Morita et al., 2017). Additionally, 
studies in urban Kenya and rural Ghana found an association between 
mouthing soil and diarrhea (Bauza et al. 2017, 2018). These findings 
emphasize the need for studies to identify the psychosocial determinants 
driving participant responses to child mouthing behaviors to develop 
interventions that target reducing child mouthing of dirty fomites. 

The finding that perceived susceptibility and higher self-efficacy 
were psychosocial determinants of stopping children from mouthing 
dirty fomites informed the development of the REDUCE Baby WASH 
Child Mouthing Module. A pictorial flipbook delivered by a health 
promoter was developed targeting perceived susceptibility of diarrheal 
diseases from child mouthing practices through images of worms in the 
stomach of a child that mouthed dirty fomites, and a story of a child that 
mouthed dirt and then had to be admitted to the hospital with severe 

diarrhea. A locally-sourced play mat was also provided to create an 
enabling environment which made it easier for caregivers to keep young 
children off the ground to reduce child contact with contaminated soil in 
their environment (Kuhl et al., 2021). Caregivers reported that playmats 
reduced child mouthing of dirty fomites and enabled caregivers to have 
more ease when conducting household chores, since they knew their 
young child was sitting on the playmat (self-efficacy) (Kuhl et al., 2021). 

Higher self-efficacy was found to be associated with handwashing 
with soap in our cohort study. These findings are consistent with the 
current literature demonstrating that perceived severity and self- 
efficacy are important psychosocial determinants of handwashing with 
soap behaviors (Contzen and Inauen 2015; Contzen et al., 2015; De 
Wandel et al., 2010; Scott et al., 2007). A study in Ethiopia and Haiti 
found that higher self-efficacy was positively associated with hand-
washing with soap behaviors at food- and feces-related events (Contzen 
and Inauen 2015; Contzen and Mosler 2015). However, this study was 
cross-sectional and used self-reported handwashing with soap behaviors 
instead of structured observation. In our recent randomized controlled 
trial (RCT) of the CHoBI7 WASH mobile health program, we found 
self-efficacy was a significant mediator of handwashing with soap habit 
maintenance at the 12-month follow-up (George et al., 2021a). These 
findings highlight the need to target self-efficacy in handwashing with 
soap interventions. 

Our finding that disgust was significantly associated with higher 
handwashing with soap behaviors among caregivers is consistent with 
findings from Contzen et al. in Ethiopia and Haiti (Contzen and Mosler 
2015). This result is also consistent with a study conducted in Kenya, 
which found that disgust was a motivating factor for handwashing with 
soap behaviors (Aunger et al., 2010). Porzig-Drummond et al. reported 
that disgust-based interventions were significantly more effective in 
increasing handwashing with soap behaviors compared to education- 
and technology-only hand hygiene interventions (Porzig-Drummond 
et al., 2009). An eleven-country review of determinants of handwashing 
with soap found disgust to be a key motivator of handwashing with soap 
behavior (Curtis et al., 2009). In our previous RCT in Bangladesh, 
disgust was a significant mediator of handwashing with soap habit 
maintenance (George et al., 2017a). These findings demonstrate the 
important role of disgust in facilitating handwashing with soap 
behaviors. 

High dirt reactivity was found to reduce handwashing with soap 
behavior among caregivers in our cohort study. Dirt reactivity can be an 
important barrier for handwashing with soap, as people will only wash 
their hands when their hands look dirty, rather than washing them 
during all key handwashing events. Previous qualitative research has 
found that olfactory cues and feeling dirty are key contributors to 
handwashing with soap behaviors (Scott et al., 2007). Our findings are 
consistent with a study in Indonesia, where hands feeling dirty was a key 
motivator for handwashing with soap (Hirai et al., 2016). Our previous 
RCTs in Bangladesh also found high dirt reactivity to be associated with 
less handwashing with soap (George et al., 2017a; George et al., 2021a). 
Our findings suggest that reducing hand-dirt reactivity as a barrier could 
improve handwashing with soap at food- and stool-related events. The 
role of dirt reactivity on handwashing with soap behaviors should be 
investigated in future studies in other contexts. 

High perceived susceptibility was significantly associated with 
higher handwashing with soap at food- and stool-events among care-
givers at the 6-month follow-up. This finding is consistent with previous 
studies that found perceived susceptibility to be a factor in a person’s 
decision to wash their hands with soap (Contzen et al., 2015; Scott et al., 
2007). Previous WASH intervention studies have found that targeting 
perceived susceptibility in behavior change communication can lower 
this psychosocial factor because those who adhere to the intervention 
feel less vulnerable to diarrheal diseases (George et al., 2017b; George 
et al., 2021a; Inauen and Mosler 2014). 

Psychosocial determinants of handwashing with soap found in this 
study were targeted in the development of the REDUCE Baby WASH 
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Handwashing with Soap Module. The Handwashing with Soap Module 
promoted a tippy tap to increase self-efficacy by providing an enabling 
technology to make handwashing with soap at stool- and food-related 
events easier for caregivers (Kuhl et al., 2021). A pictorial flipbook 
explained how to construct tippy taps (a low-cost, locally-made hand-
washing station) and prepare soapy water (water and detergent pow-
der), a low-cost alternative to bar soap. Perceived susceptibility was 
targeted by creating stories about how severe diarrhea can be trans-
mitted to children. In the module, the pictorial flipbook targeted dirt 
reactivity through stating that even hands that appeared to be clean by 
the eye could still have intestinal worms and germs that can make young 
children sick with severe diarrhea. 

There are several strengths in this study. First, this study investigated 
psychosocial WASH factors and their association to caregivers stopping 
a child from mouthing a dirty fomite. This is a potential transmission 
route that is not often focused on in WASH interventions. Second, this 
study measured handwashing with soap behaviors using 5-hour struc-
tured observations. This approach enabled us to observe behaviors 
rather than relying on caregivers’ reports. Third, we conducted a pro-
spective analysis that measured psychosocial factors at baseline and 
WASH behaviors at the 6-month follow-up. 

This study has some limitations. The 5-hour structured observation 
could be subject to the Hawthorne effect (Adair 1984). We tried to 
reduce this bias by not telling caregivers what we were observing, rather 
that we were there to observe day-to-day activities. In addition, given 
the long time-gap between the baseline questionnaire and the structured 
observation, the potential for this study to have substantial Hawthorne 
effect is low. Second, we were not able to distinguish between food- and 
stool-related handwashing events in our analysis; these events were 
combined to any key event to increase statistical power. Third, this 
analysis focused on psychosocial at the household, individual and 
habitual levels of IBM-WASH. Future studies should include items that 
measure contextual and technological factors that also influence WASH 
behaviors at the interpersonal, community, and structural levels. 

5. Conclusion 

Our findings supported the development of the REDUCE Baby WASH 
modules currently being delivered to over 1 million beneficiaries in 
South Kivu and Tanganyika provinces of DRC. This is the first study 
published investigating psychosocial determinants of WASH behaviors 
in rural DRC. This study took a theory-driven and evidence-based 
approach to identify psychosocial determinants of WASH behaviors, 
and developed intervention modules to intervene upon the identified 
determinants. In addition to supporting the development of targeted 
WASH interventions in rural DRC, these findings highlight a gap in 
current literature focusing on psychosocial factors that influence WASH 
behaviors, in particular, caregivers stopping a child from mouthing dirty 
fomites. Given the growing literature demonstrating that child mouth-
ing of dirty fomites is associated with diarrheal disease, environmental 
enteropathy, and impaired growth, further studies are needed that 
investigate the behavioral determinants driving caregiver responses to 
child mouthing events. 
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A B S T R A C T   

Background: There is a paucity of studies investigating extreme cold events and asthma exacerbations. This study 
examined whether an association exists between cold spells and daily hospital admissions for asthma in Beijing, 
China from 2012 to 2016. 
Methods: Daily hospital admissions for asthma, meteorological variables and air quality data were collected 
during 2012–2016 in Beijing. A cold spell was defined as a period of at least two consecutive days with the daily 
mean temperature below or at the 5th percentile (− 7 ◦C) in cold seasons (November to March) during the study 
period. We applied a time-series design using quasi-Poisson regression combined with a distributed lag model to 
estimate the risk of asthma hospital admissions associated with cold spells. Stratified analyses by gender and age 
groups were conducted to identify the potential susceptible subpopulations to cold spells. We also explored the 
effect modification by air quality by dividing the daily air quality index (AQI) into two levels (high and low) 
based on the median value. 
Results: Cold spells increased the risk of asthma hospital admissions, with the maximum cumulative relative risk 
(CRR) over three weeks (Lag0-21) in the total population. The highest single-day relative risk (RR) was found on 
the days of cold spells (Lag0) with the RR = 1.059 (95% CI: 1.008–1.113), and the CRR at Lag0-21 was 1.333 
(95% CI: 1.049–1.693). Across different gender and age groups, younger people (<65 years) were more sensitive 
to cold spells. No significant effect modification by AQI was detected. 
Conclusion: Short-term exposure to cold spells is associated with an increased risk of hospital admissions for 
asthma in Beijing. During the cold spells, younger people aged <65 years were at particular risk for asthma 
exacerbations. Our results suggest that extreme cold events have a significant impact on asthma.   

1. Introduction 

Asthma is a highly prevalent chronic airway disease characterized by 
recurrent attacks of breathlessness and wheezing (Dharmage et al., 
2019). It is a severe public health issue, affecting an estimated 358 
million people worldwide in 2015 (Soriano et al., 2017). As the largest 
developing country with a dense population, China shoulders an enor-
mous burden of asthma. A national cross-sectional China Pulmonary 
Health (CPH) study conducted during 2012–2015 showed that the 
overall prevalence of asthma among Chinese adults (aged≥20) was 
4.2%, representing 45.7 million people (Huang et al., 2019). Because 

asthma is incurable with severe impacts on quality of life, it is crucial to 
identify risk factors leading to asthma prevalence and exacerbation for 
establishing effective prevention and control strategies. 

Global climate changes have increased the frequency, intensity, and 
duration of extreme weather events, such as heatwaves and cold spells 
(Green et al., 2013; Yang et al., 2021). A cold spell is defined as a pro-
longed period of extremely low temperatures. Due to global warming, 
the general population may adapt to heat whereas their tolerance to cold 
may decrease (Chung et al., 2017; Lee et al., 2018). Additionally, the 
warming trend in the Arctic may increase the likelihood of severe cold 
spells in the mid-latitude continents (Cohen et al., 2013, 2018). 
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Therefore, the health consequences of cold spells are of growing public 
concern. Studies have reported increased risks of mortality and 
morbidity of several diseases on cold-spell days as compared to 
non-cold-spell days (Cheng et al., 2019; de’Donato et al., 2013; Ma et al., 
2013; Xie et al., 2013). 

Asthma is a complicated respiratory disease influenced by both he-
reditary and environmental factors (Yang et al., 2017). As one of the 
major environmental factors, low temperatures play a role in aggra-
vating chronic respiratory diseases (D’Amato et al., 2018). Epidemio-
logical studies in different regions have also suggested that lower 
temperatures are significantly associated with higher risks of asthma 
hospital visits or admissions (Lam et al., 2016; Zhang et al., 2014). 
However, only a few studies have investigated the short-term effects of 
cold spells on asthma, and results have remained elusive. A study from 
Shanghai, a subtropical city in southern China, reported a positive 
relationship between cold spells and pediatric outpatient visits for 
asthma (Guo et al., 2012). Another study from Hefei, a northern city in 
China, also found significant associations between cold spells and 
admission risk for childhood asthma (Liu et al., 2021a). A nationwide 
study conducted in Japan reported a positive but non-significant asso-
ciation between cold spells and mortality from asthma (Ma et al., 2021). 
Nevertheless, Fitzgerald et al. found that cold spells were related to a 
decline in asthma hospital admissions during the winter months in New 
York, USA (Fitzgerald et al., 2014). The considerable heterogeneity 
across regions may lead to inconsistency in study results, which limits 
their extrapolation, leading to the need for more studies conducted in 
different climate regions. 

Beijing, covering an area of 16410.54 km2, is in northern China with 
a typical temperate and monsoonal climate with a cold, dry winter. With 
a resident population of over 21 million, Beijing has a high prevalence of 
and heavy burden of asthma (Zhang et al., 2018). The objectives of our 
study were to explore the association between cold spells and hospital 
admissions for asthma, and to further identify potentially vulnerable 
populations in Beijing, China from 2012 to 2016. We believe that these 
findings will provide additional insights into the relationship between 
cold spells and asthma exacerbations and help in the design and 
implementation of practical measures in mitigation of the adverse health 
effects caused by cold spells. 

2. Methods 

2.1. Data collection 

Daily hospital admissions for asthma were obtained from the Beijing 
Public Health Information Center (http://www.phic.org.cn/) during the 
period of January 1, 2012, to December 31, 2016. The data were from 
the secondary and tertiary hospitals in Beijing, covering practically the 
entire population. Each record includes the admission and discharge 
date, age, sex, address, and discharge diagnoses. We selected the hos-
pital admission records with a primary discharge diagnosis of asthma 
according to the codes (J45-46) defined in the International Classifica-
tion of Diseases, 10th Version (ICD-10). We only included patients who 
lived in Beijing based on their residential addresses. Because all the 
records included were anonymous with no individually identifiable in-
formation for the analysis, the study was approved and was exempt from 
a full ethical review by the Institutional Review Board of Peking Union 
Medical College Hospital. 

Daily meteorological data, including mean temperature (◦C), mean 
relative humidity (%), mean atmospheric pressure (hPa), and mean 

wind speed (m/s) were acquired during the same period from the China 
Meteorological Data Sharing Service System (http://data.cma.cn/). 
Daily air quality index (AQI) data were retrieved from the China Na-
tional Environmental Monitoring Center (http://www.cnemc.cn/). The 
daily AQI is a quantitative index reflecting the integrated effects of six 
major air pollutants (fine particulate matter, inhalable particulate 
matter, sulfur dioxide, nitrogen dioxide, ozone, and carbon monoxide) 
in real-time. We also collected information on influenza from the Chi-
nese National Influenza Center (http://www.chinaivdc.cn/cnic/). We 
identified influenza epidemics (a dichotomous variable denoting a 
period with intense influenza episodes) as when the isolated positive 
proportion for influenza surpassed 30% of the maximum seasonal level. 
Influenza surveillance season was defined from the 27th week of the 
previous year to the 26th week of the following year (Cowling et al., 
2006). 

2.2. Study design and statistical analysis 

There are no standard definitions of cold spells around the world. 
Diverse definitions of cold spells were used in different studies, mainly 
because of various climatic features in different geographic locations. A 
recent study of cold spells and mortality covering 31 capital cities in 
China reported the definition of a cold spell as ≥ two consecutive days 
with a daily mean temperature falling below the location-specific 5th 
percentile. This definition produced the optimal model fit performance 
(Chen et al., 2019). Therefore, in our primary analysis, we defined the 
cold spell similarly as a period of at least two consecutive days with the 
daily mean temperature below or at the threshold level [5th percentile 
(− 7 ◦C)] in cold seasons (November to March, the five coldest months in 
a row) in Beijing during 2012–2016. 

We employed a time-series design using quasi-Poisson regression 
combined with a distributed lag model (DLM) to explore the risk of 
asthma hospital admissions on cold spell days compared with non-cold 
spell days. According to the distribution of cold spells, the study period 
was restricted from November in the previous year to March in the 
following year. Confounding factors included the day of the week, sea-
sonality, long-term trend, statutory holidays, influenza epidemics and 
several environmental variables, involving mean relative humidity, 
mean wind speed, mean atmospheric pressure and AQI. All the degrees 
of freedom (df) for variable terms were selected according to the quasi- 
Poisson Akaike information criteria (Q-AIC) value of the model. The 
equation is described as follows:  

where E (Yt) denotes the expected daily number of asthma hospital 
admissions on day t. α is the intercept. CSt is a binary variable denoting a 
cold spell day (0 = non-cold spell days and 1 = cold spell days). cb 
represents the cross-basis function combining the linear exposure- 
response function and a natural cubic spline with three degrees of 
freedom (df) for the lag-response function, with a maximum lag of 21 
days to account for delayed cold effects (Liu et al., 2021b; Ma et al., 
2021). ns () means the natural cubic spline function. RHt, WSt, APt, and 
AQIt refer to mean relative humidity, mean wind speed, mean atmo-
spheric pressure, and mean AQI on day t with 3 df, respectively. DOSt 
with 3 df for the day of the season (from 1 to 151 or 152) is used to 
control for seasonality. Seasont is a categorical variable for each season 
to control for the long-term trend. DOWt is a categorical variable indi-
cating the day of the week on day t. Both Holidayt and Influenzat are 
binary variables, representing statutory holidays (0 for non-holiday 

Log[E(Yt)] =α+ cb(CSt, lag, 3)+ ns(RHt, 3)+ ns(WSt, 3)+ ns(APt, 3)+ ns(AQIt, 3)+ ns(DOSt, 3)+ δSeasont + λDOWt + ηHolidayt + γInfluenzat (1)
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days, 1 for holidays) and influenza epidemics (0 for days without 
influenza epidemics, 1 for days with influenza epidemics), respectively. 
β, δ, η and γ are the coefficients of the corresponding variables. 

To analyze the potential lagged effects of cold spells, we calculated 
the single-day lag effects (from Lag0 to Lag 21) and cumulative lag ef-
fects (Lag0, Lag0-14 and Lag0-21) of cold spells on asthma hospital 
admissions. We performed subgroup analyses by gender (male and fe-
male) and age (65 years as a cut-off point) to identify the susceptible 
subpopulations. We also explored the interaction effect between cold 
spells and AQI. To examine effect modification by air quality, we 
introduced interaction terms between DLM term of cold spells and AQI 
strata indicators into the main model. AQI was categorized into two 
levels (high: AQI≥97 and low: AQI<97) based on the median value. The 
statistical differences of the risk estimates between the subgroups were 
examined by the following equation (Liu et al., 2021a): 

(E1 − E2) ± 1.96
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
SE1

2 + SE2
2)

√

where E1 and E2 denote the effect estimates of two groups; SE1 and SE2 
are corresponding standard errors of E1 and E2. 

2.3. Sensitivity analysis 

We conducted several sensitivity analyses to test the robustness of 
our findings. We altered the df of the day of the season (3–5 df), relative 
humidity (3–5 df), wind speed (3–5 df), atmospheric pressure (3–5 df), 
and AQI (3–5 df) in the model. Furthermore, we used different durations 
(two to four consecutive days) and intensities (daily mean temperature 
below or at the thresholds of 3rd, 5th or 10th percentiles during the 
study period) to generate eight more cold spell definitions. All statistical 
analyses were performed with R version 3.6.1 (R Foundation for Sta-
tistical Computing, Vienna, Austria). Statistical significance was 
considered as a two-sided p < 0.05. 

3. Results 

3.1. Data description 

Table 1 displays the descriptive statistics of daily hospital admissions 
for asthma, meteorological factors, and air quality in cold seasons 
(November to March) in Beijing, China, 2012–2016. The total number of 
hospital admissions for asthma during the study period was 11,021. 
There were more hospital admissions for asthma in females (60.5%) 
than in males (39.5%). The proportion of patients younger than 65 years 
old was higher than that of patients aged over 65 (57.6% vs. 42.4%). The 
mean values of daily mean temperature, relative humidity, wind speed, 
atmospheric pressure, and AQI were 0.9 ◦C, 46.6%, 10.3 m/s, 1025.3 

hPa, and 126.3, respectively. 
Fig. 1 presents the daily mean temperature and daily cases of asthma 

hospital admissions in cold seasons in Beijing from 2012 to 2016. 
Table 2 shows detailed information on cold spells that occurred in Bei-
jing during the study period. Based on the definitions of cold spells, eight 
cold spells ranged from 2 to 11 days with a total duration of 37 days. The 
average number of daily asthma hospital admissions was 16.3. The 
average, lowest, and highest daily mean temperatures were − 8.8 ◦C, 
− 16.0 ◦C and − 7.0 ◦C, respectively. 

3.2. Relationship between cold spells and asthma hospital admissions 

Fig. 2 depicts the single-day effects from 0-day to 21-day lags of cold 
spells on asthma hospital admissions in the total population. Cold spells 
were associated with an immediate and significant increase in the risk of 
asthma hospital admissions from Lag0 to Lag 5, with the maximum 
single-day relative risk (RR) at Lag0 [RR = 1.059, 95% confidence in-
terval (CI): 1.008–1.113]. Table 3 shows the cumulative lag effects of 
cold spells on asthma hospital admissions. The cumulative lag effects of 
cold spells on asthma hospital admissions of the total population 
remained significant and increased with longer cumulative lags, with 
the highest cumulative relative risk (CRR) at Lag0-21 [CRR = 1.333, 
95% CI: 1.049–1.693]. 

Fig. 3 and Table 3 show the results for the subgroup analyses strat-
ified by gender and age. The cumulative lag effects of cold spells lasted 
longer in males, with significant CRR appearing at Lag0-21 (CRR =
1.621, 95% CI: 1.156–2.275), whereas a significant CRR in females was 
only observed at Lag0-14 (CRR = 1.286, 95% CI: 1.043–1.585). How-
ever, the effects were similar but were not statistically significant (see 
Supplementary Materials, Table S3). In the subgroups stratified by age, 
the most significant single-day and cumulative lag effects for people 
aged <65 years old were at Lag0 (RR = 1.102, 95% CI: 1.039–1.169) and 
Lag0-21 (CRR = 1.453, 1.090–1.937), respectively. In contrast, no sig-
nificant association was observed in those aged ≥65 years old. We also 
observed statistically significant differences between the two age groups 
at Lag0 (see Supplementary Materials, Table S3), suggesting that 
younger people were more vulnerable to asthma exacerbations from the 
effects of cold spells. 

The single-day and cumulative effects of cold spells on asthma hos-
pital admissions of the total population on days with high and low AQI 
levels are shown in Fig. S2 and Table S3 (see Supplementary Materials). 
Although the cumulative effects of cold spells were slightly higher at a 
high AQI level than at a low AQI level, the modification effect of AQI was 
not significant. 

The results of sensitivity analyses were still robust by applying 
another eight definitions of cold spells (See Supplementary Materials, 
Fig. S1 and Table S2). The risk estimates did not substantially differ after 

Table 1 
Descriptive statistics of daily hospital admissions for asthma (counts per day), meteorological variables, and air quality in cold seasons (November to March) in Beijing, 
China, 2012–2016.   

Sum Mean (SD) Min Percentiles Max  

25th 50th 75th 

Total 11021 14.6 (6.5) 0.0 9.0 15.0 19.0 34.0 
Gender        
Male 4358 5.8 (3.1) 0.0 3.0 6.0 8.0 16.0 
Female 6663 8.8 (4.4) 0.0 5.0 8.0 12.0 22.0 
Age        
<65 6345 8.4 (4.1) 0.0 5.0 8.0 11.0 22.0 
≥65 4676 5.9 (3.5) 0.0 3.0 6.0 9.0 19.0 
Environmental variables        
Mean temperature (◦C) / 0.9 (5.4) − 16.0 − 3.0 0.0 4.0 18.0 
Relative humidity (%) / 46.6 (20.4) 8.0 30.0 43.0 61.0 98.0 
Wind speed (m/s) / 10.3 (6.1) 3.0 6.0 8.0 13.0 34.0 
Atmospheric pressure (hPa) / 1025.3 (6.5) 1005.0 1021.0 1026.0 1030.0 1044.0 
Air quality index / 126.3 (89.2) 17.0 61.0 97.0 170.0 485.0 

SD, standard deviation. 
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changing the df for confounding variables: day of the season (3–5 df), 
relative humidity (3–5 df), wind speed (3–5 df), atmospheric pressure 
(3–5 df), and AQI (3–5 df) (See Supplementary Materials, Table S1). 

4. Discussion 

In this study, we found that short-term exposure to cold spells was 
significantly associated with increased risks of asthma hospital admis-
sions during the coldest months from 2012 to 2016 in Beijing, China. As 
no significant association was found in people aged 65 and older, 
younger people were more vulnerable to cold spells. Our findings may 
support controlling and preventing asthma episodes and exacerbation 
on extremely cold days, especially during prolonged cold weather. 

The results of the positive relationship between cold spells and 
asthma are consistent with findings in two previous studies focusing on 
children in China. A time-series study conducted by Guo et al. in 
Shanghai showed that cold spells had a significant impact on asthma 
outpatient visits among children (Guo et al., 2012). Liu and colleagues 
found that hospital admissions for childhood asthma were significantly 
associated with cold spells (Liu et al., 2021a). On the contrary, in New 
York State of the United States, asthma hospital admissions of all ages 
declined during cold spells in the coldest winter seasons (December 
through March). Nevertheless, in the transitional months (November 

and April), a significant increase in hospital admissions for asthma was 
observed during or after cold spells (Fitzgerald et al., 2014). New York 
State has a much colder and snowier winter than Beijing. The average 
temperature during winter cold spells (December to March) was − 15 ◦C, 
as compared to − 6 ◦C and − 2 ◦C for cold spells in November and April, 
respectively in New York State. Due to the very cold and snowy winters, 
asthmatics in New York State may change their behaviors, such as 
spending more time indoors and wearing a face mask or a scarf outdoors 
to prevent asthma exacerbations during cold spells. The winter climate 
in Beijing is like the transitional months (November and April) in New 
York State. Under a moderate climate condition, asthmatics may be less 
likely to alter their behaviors, leading to increased exposure to relatively 
cold temperatures and a higher risk of exacerbations. The discrepancy in 
outcomes across the studies may be related to climatic differences in 
various geographical locations and resulting adaptions in behaviors, 
study populations, statistical methods, and confounding factors 
controlled in the model. Hence, large-scale and multi-center studies in a 
range of locations should be encouraged. 

Various underlying biological mechanisms have been proposed 
behind the association between asthma exacerbation and cold exposure. 
Two preclinical studies on rabbits and cats both reported that cold 
exposure is capable of inducing bronchoconstriction (Jammes et al., 
1983, 1986). Experimental studies on asthmatic mouse models showed 

Fig. 1. Time-series plot of the daily mean temperature and daily cases of asthma hospital admissions in cold seasons (November to March) in Beijing, 
China, 2012–2016. 

Table 2 
Characteristics of cold spells in Beijing, China, 2012–2016.  

Number Period Average number of daily asthma hospital 
admissions 

Duration 
(days) 

Average Tmean 
(◦C) 

Lowest Tmean 
(◦C) 

Highest Tmean 
(◦C) 

1 2012/1/21–2012/1/23 9.3 3 − 8.7 − 9.0 − 8.0 
2 2012/2/1–2012/2/2 17 2 − 9.0 − 10.0 − 8.0 
3 2012/12/23–2012/12/ 

28 
19.2 6 − 10.2 − 12.0 − 8.0 

4 2012/12/31–2013/1/10 17.5 11 − 8.0 − 10.0 − 7.0 
5 2013/2/7–2013/2/8 8.5 2 − 9.5 − 10.0 − 9.0 
6 2014/2/9–2014/2/11 13.7 3 − 7.0 − 7.0 − 7.0 
7 2016/1/17–2016/1/24 20.1 8 − 9.7 − 16.0 − 7.0 
8 2016/1/30–2016/1/31 7.5 2 − 7.0 − 7.0 − 7.0 
Total – 16.3 37 − 8.8 − 16.0 − 7.0 

Tmean, daily mean temperature. 
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that low temperatures can aggravate airway inflammation of asthma 
(Deng et al., 2020; Liu et al., 2018). In vitro studies on human bronchial 
epithelial cells suggested that cold temperature can stimulate airway 
mucus hypersecretion (Juan et al., 2016; Li et al., 2011). Moreover, 
several animal models indicated that cold temperatures can lead to a 
state of immunosuppression and increase infection risk (LaVoy et al., 
2011; Shephard and Shek, 1998). Future studies should be directed to-
wards unraveling the specific and direct pathways behind these 
mechanisms. 

The effect modifications by gender, age, and air quality on the cor-
relation between cold spells and asthma have been rarely studied. Based 
on our subgroup analysis stratified by gender, the impact of cold spells 
on asthma hospital admissions was similar in men and women. 
Regarding the subgroup analysis stratified by age, the effects of cold 
spells were higher in the younger population than the elderly aged 65 
years or older, with statistically significant differences at Lag0. A study 
from eight cities in South Korea also found a stronger association be-
tween low temperature and asthma hospital admissions among the 

younger age groups (0–14 and 15–64 years old) than older age groups 
(65–74 and ≥ 75 years old) (Son et al., 2014). One possible explanation 
is that younger people are more likely to have activities outdoors than 
the elderly, increasing their exposure to extremely cold weather. In 
contrast, the elderly tend to spend more time indoors during cold spells. 
On the other hand, the lack of statistically significant results for the 
elderly may be due to a smaller sample size and a lack of statistical 
power. Identifying the subgroups more susceptible to cold spells can aid 
in the development of targeted asthma prevention measures, although 
the results need to be validated in larger populations. In addition, the 
effects of cold spells on asthma hospital admissions were slightly 
stronger on days with a higher AQI level, whereas no significant effect 
modification by AQI was detected. Fang et al. reported that the impact of 
extreme cold temperature on childhood asthma hospital visits can be 
enhanced under higher-level exposure to O3 in Beijing (Fang et al., 
2021). In our analysis, the relatively short study duration with a limited 
number of cold spells may have led to a shortage of statistical power. The 
effect modification by air pollution and other environmental factors on 
cold spells’ impact should be further explored in long-term studies. 

Our findings may provide several public health implications for the 
prevention of asthma attacks for cold spells. Local governments can play 
a critical role in mitigating the health hazards of cold spells through a 
series of actions. Firstly, meteorological departments should improve 
early warning systems with the development of more timely forecasts 
and publication of cold spells events. Secondly, the government should 
guarantee adequate preparation and effective allocation of medical and 
health resources to mitigate the asthma burden resulting from cold 
spells. Thirdly, the official media should enhance public awareness of 
the dangers of cold spells and recommend active preventive measures 
(Chen et al., 2019). For individuals, a personal diary-based survey has 
suggested that paying more attention to personal perception of cold 
temperature and air quality may reduce the chance of asthma attacks 
(Chan et al., 2019). Moreover, wearing warm clothing and staying in 
warm housing can reduce overall cold-related mortality in extremely 
cold weather (Donaldson et al., 1998). Therefore, asthmatics should 

Fig. 2. Lag-response relationships between cold spells and asthma hospital admissions of the total population in Beijing, 2012–2016.  

Table 3 
Cumulative relative risks of cold spells on asthma hospital admissions in Beijing, 
2012–2016.   

CRR (95% CI) 

Lag0 Lag0-14 Lag0-21 

Total 1.059 (1.008, 
1.113)a 

1.269 (1.063, 
1.516)a 

1.333 (1.049, 
1.693)a 

Male 1.061 (0.988, 
1.138) 

1.240 (0.960, 
1.602) 

1.621 (1.156, 
2.275)a 

Female 1.058 (0.998, 
1.122) 

1.286 (1.043, 
1.585)a 

1.162 (0.872, 
1.547) 

<65 years 
old 

1.102 (1.039, 
1.169)a 

1.332 (1.077, 
1.648)a 

1.453 (1.090, 
1.937)a 

≥65 years 
old 

1.004 (0.937, 
1.077) 

1.179 (0.920, 
1.512) 

1.189 (0.852, 
1.661)  

a p < 0.05; CRR cumulative relative risk; CI, confidence interval. 
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spend more time indoors, put on more clothing and a face mask or scarf 
to prevent asthma exacerbations associated with cold spells, especially 
for younger people who have more outdoor activities. 

The study has several advantages. Firstly, the database used in this 
study maintained by the public health information center of Beijing 
covers almost all the hospital admissions of the entire city over a 5-year 
study period. Comprehensive and high-quality data improve the repre-
sentativeness and reliability of our results. Secondly, we controlled for 
confounding factors including other meteorological factors, air quality, 
public holidays and influenza epidemics in our analysis to accurately 
determine the associations between cold spells and asthma hospital 
admissions. Thirdly, to assess the effects of cold spells more precisely, 
we categorized the records of asthma hospital admissions into gender 
and different age subgroups, as well as exploring the effect modification 
by air quality. 

However, some major limitations of our study should also be noted. 
Firstly, as an ecological study, the results are prone to ecological fallacy 
(Sedgwick, 2015). We collected and aggregated meteorological and air 
quality data measured by fixed-site monitoring stations in the study area 
to roughly represent the exposure levels of the entire study population 
rather than individual-level measurements, which could result in 
exposure misclassification bias. Consequently, a more precise approach 
to individual exposure measurement is required for further studies to 
confirm the association. Due to a lack of personal information, many 
individual-level factors, such as medication, smoking, and time-activity 
patterns, could not be included in the analysis. Secondly, our data 
inevitably include some non-emergency hospital admissions, which are 
less susceptible to cold spells. Mild asthma attacks treated in the 
outpatient setting were not included in the study. We only examined the 
association between cold spells and more severe asthma attacks 
requiring to be hospitalized, which may underestimate the impact of 

cold spells to some extent. Lastly, using only one city’s data implied a 
limited generalization of our findings to other areas with different 
climate or socio-economic characteristics. 

5. Conclusion 

The study shows that cold spells are associated with higher risks of 
hospital admissions for asthma in Beijing, China. The lag effect of cold 
spells suggests more attention should be paid during and about three 
weeks after cold spells to prevent asthma attacks and exacerbations of 
such. Younger ages (<65 years) are potentially vulnerable populations 
to cold spell-related asthma hospital admissions. Our findings may lead 
to increased awareness of asthma triggered by cold spells and contribute 
to tailoring precautionary guidelines for extreme cold events for patients 
with asthma. 
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Fig. 3. Lag-response relationships between cold spells and asthma hospital admissions stratified by gender and age in Beijing, 2012–2016.  
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A B S T R A C T   

Lead (Pb) is a ubiquitous environmental pollutant and a potent toxic compound. Humans are exposed to Pb 
through inhalation, ingestion, and skin contact via food, water, tobacco smoke, air, dust, and soil. Pb accumu-
lates in bones, brain, liver and kidney. Fetal exposure occurs via transplacental transmission. The most critical 
health effects are developmental neurotoxicity in infants and cardiovascular effects and nephrotoxicity in adults. 

Pb exposure has been steadily decreasing over the past decades, but there are few recent exposure data from 
the general European population; moreover, no safe Pb limit has been set. Sensitive biomarkers of exposure, 
effect and susceptibility, that reliably and timely indicate Pb-associated toxicity are required to assess human 
exposure-health relationships in a situation of low to moderate exposure. 

Therefore, a systematic literature review based on PubMed entries published before July 2019 that addressed 
Pb exposure and biomarkers of effect and susceptibility, neurodevelopmental toxicity, epigenetic modifications, 
and transcriptomics was conducted. Finally included were 58 original papers on Pb exposure and 17 studies on 
biomarkers. The biomarkers that are linked to Pb exposure and neurodevelopment were grouped into effect 
biomarkers (serum brain-derived neurotrophic factor (BDNF) and serum/saliva cortisol), susceptibility markers 
(epigenetic markers and gene sequence variants) and other biomarkers (serum high-density lipoprotein (HDL), 
maternal iron (Fe) and calcium (Ca) status). Serum BDNF and plasma HDL are potential candidates to be further 
validated as effect markers for routine use in HBM studies of Pb, complemented by markers of Fe and Ca status to 
also address nutritional interactions related to neurodevelopmental disorders. For several markers, a causal 
relationship with Pb-induced neurodevelopmental toxicity is likely. Results on BDNF are discussed in relation to 
Adverse Outcome Pathway (AOP) 13 ("Chronic binding of antagonist to N-methyl-D-aspartate receptors 
(NMDARs) during brain development induces impairment of learning and memory abilities”) of the AOP-Wiki. 
Further studies are needed to validate sensitive, reliable, and timely effect biomarkers, especially for low to 
moderate Pb exposure scenarios.   

1. Introduction 

Lead (Pb) is found in the environment mainly in its inorganic form. 
Most Pb in the environment originates from anthropogenic activities. 

Human exposure occurs mainly through food, water, tobacco smoke, air, 
dust and soil, and exposure can occur through inhalation, ingestion and 
skin contact. The fetus is exposed via placental transfer (EFSA 2010; 
WHO 2019). 
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Pb absorption depends on the chemical form, particle size, exposure 
route, diet, health and age of the individual. Humans are mainly exposed 
to inorganic Pb. Most ingested Pb is excreted in urine and feces. 
Bioavailable Pb is more strongly absorbed by children than adults. 
(ATSDR 2017). In blood, >90% of the Pb is present in erythrocytes, and 
blood-Pb constitutes the most widely used biomarker of exposure. 
Although blood contains only a small fraction of the total Pb body 
burden, the matrix reliably reflects recent exposure. The half-life in the 
blood of adult humans ranges between 28 and 36 days. Plasma Pb can 
enter soft tissue compartments with a high exchange rate and hard tis-
sues in which Pb is more strongly bound. Pb accumulates in the brain, 
liver, kidney and, over time, in bones and teeth. The calcified tissues 
contain 94% (adults) and 73% (children) of the total Pb body burden, 
where the metal can be stored in inert form for decades. From here, only 
a small labile proportion can be exchanged with the blood. Pb in the 
bone can, however, be mobilized into blood, a process that increases 
with age, physiological stress, certain diseases, pregnancy, lactation, 
menopause and calcium (Ca) deficiency. Therefore, the Pb pool in bones 
constitutes a particular risk as it is an endogenous source which, when 
activated, can increase blood Pb levels long after cessation of exposure 
(ATSDR 2017; Klotz and Goen, 2017; EFSA 2010; WHO 2019). 

Developmental neurotoxicity in infants and cardiovascular effects, 
and nephrotoxicity in adults constitute the most critical health effects of 
Pb exposure (EFSA 2010). IARC has furthermore classified inorganic Pb 
compounds as probably carcinogenic to humans (Group 2A), while 
organic Pb compounds are not classifiable (Group 3) (IARC 2006). Even 
low Pb levels (<5 μg/100 mL blood) are known to exert adverse health 
effects in children and adults (Betts 2012). The dose-response relation-
ship between Pb exposure and intelligence quotient (IQ) of children 
seems nonlinear, with lower exposures of Pb resulting in relatively 
greater loss of IQ than higher exposures. Hence, one study observed that 
increase in blood Pb from <1 to 30 μg/dL was associated with a deficit of 
~9 IQ points, but with the largest fraction of the deficit (~6 IQ points) 
occurring below 10 μg/dL (Lanphear 2017; Lanphear et al., 2005). 
Primarily with regard to developmental neurotoxicity, the EFSA CON-
TAM Panel determined the BMDL01 to 12 μg/L (EFSA 2010) but 
concluded that “there is no evidence for a threshold for critical 
lead-induced effects” and that “protection of children against the po-
tential risk of neurodevelopmental effects would be protective for all 
other adverse effects of lead, in all populations” (EFSA, 2010). ECHA’s 
Committee for Risk Assessment (RAC) recently evaluated the occupa-
tional exposure limits for Pb and its compounds. The biological limit 
value (BLV) was set to 150 μg/L blood for Pb and its inorganic com-
pounds, while no BLV was set for organic Pb compounds. RAC notes, 
“Neither the proposed BLV of 150 μg/L blood and the proposed air limit value 
of 4 μg/m3 … protects from developmental toxicity” and “it is recommended 
to add a qualitative statement in the Chemical Agents Directive that the 
exposure of fertile women to lead should be avoided or minimized in the 
workplace because the BLV for lead is not protective of the offspring of women 
of childbearing age” (RAC, 2020). Several health authorities are currently 
refraining from setting guideline values for Pb exposure, as it cannot be 
ruled out that Pb can affect neurological development even at very low 
levels of exposure (ATSDR 2017). 

Neurodevelopment is characterized by decisive phases in which 
neuronal circuits are refined by interaction with the environment. When 
chemicals interfere with these critical developmental processes, neuro-
logical development can be irreversibly altered. Developmental expo-
sure to Pb can alter neural structures, synapse formation, synaptic 
transmission and cell survival. Out of 214 human neurotoxicants, Pb was 
identified as the neurotoxicant that contributed the most to dysregula-
tion of gene expression in the brains of mice during critical periods of 
plasticity (Smith et al., 2018). Accumulating data show that Pb can 
interfere with epigenetic regulation (Khalid and Abdollahi 2019). Low 
socioeconomic status and certain genetic factors can increase children’s 
susceptibility to the neurotoxic effects of Pb (Lidsky and Schneider 
2003). 

The European Human Biomonitoring Initiative (HBM4EU), a joint 
effort of 30 countries, the European Environment Agency (EEA) and the 
European Commission, generates evidence on EU citizens’ exposure to 
chemicals and their potential health effects to support policy. The main 
objective is to create an inventory of mechanistically-based effect bio-
markers of utility in HBM programs (Baken et al., 2019; Mustieles et al., 
2020). Pb was prioritised because of its hazardous properties, exposure 
characteristics, public concern and the strong need for an up-to-date 
health-based EU Biological Limit Value (BLV)1 to protect workers, 
women of fertile age and children (Ougier et al., 2018). Of note, women 
have a high employment rate in the EU (63% on average in 2019) 
(Eurostat, 2020), which in combination with relatively high age at child 
birth (29.3 years at first child) (Eurostat, 2018), increases the risk of Pb 
exposure prior to conception, and hence the potential for induction of 
neurodevelopmental toxicity. 

In recent decades, a downward trend in blood Pb levels has been 
observed in Europe and some other developed countries, due to the 
introduction of effective risk management measures, e.g. decrease and 
subsequent phasing-out of Pb in petrol, and removal of Pb from paints, 
ceramics, water pipes and food cans (EFSA 2012). Atmospheric emis-
sions of anthropogenic Pb were reduced by 68% in European countries 
from 2000 to 2018 (EEA 2020). 

Pb levels in food have declined significantly since 2003 (EFSA, 
2012), but some foods, especially when grown at contaminated sites, 
still constitute non-negligible sources, alongside the use of herbal and 
traditional medicines (including geophagy), cosmetics, and water from 
leaded pipes in non-renovated houses (EFSA, 2010; EFSA, 2012; Saoudi 
et al., 2018; Parnia et al., 2018; Gundacker et al., 2017). Overall, cereals 
and grain-based foods are the most important dietary sources of Pb due 
to their high consumption, while milk and dairy products contribute the 
most to infants and toddlers. In 2012, EFSA estimated dietary intakes of 
1.32 and 1.03 μg/kg b.w./day for toddlers and children, respectively 
(EFSA, 2012). These exceeded the dietary intake level of 0.50 μg/kg b. 
w./day corresponding to the EFSA BMDL01 of 12 μg/L blood Pb for 
developmental neurotoxicity (EFSA, 2010). A recent study reported that 
the average Pb intake from food and tap water for infants, toddlers and 
children exceeded 0.50 μg/kg b.w./day (Kirinčič, 2019). Similar con-
clusions were made regarding women of child-bearing age (EFSA 2012). 

The low to moderate exposure of the European population further-
more requires the identification of effect and susceptibility biomarkers 
that are sufficiently sensitive to reliably and timely detect Pb-induced 
health effects and sensitive populations, respectively. Effect biomarkers 
can be defined as measurable biochemical, physiological, behavioural or 
other alterations that are associated with an established or possible 
adverse health outcome (Zare Jeddi et al., 2021). Susceptibility markers 
can be considered inherent or acquired abilities of an organism to 
respond to the challenge of exposure to a particular chemical substance. 
Finally, some other biomarkers that do not fall into either of these cate-
gories can still be relevant as complementary markers in HBM studies. 
Fig. 1 provides a general overview of how the use of exposure, effect and 
susceptibility biomarkers can provide insight into the exposure-disease 
continuum. 

In the present review, we focus on biomarkers associated with neu-
rodevelopmental adverse effects following exposure to Pb, as recent 
reports indicate that effects might also be induced at the lower range of 
the exposure continuum. For this purpose, we conducted a systematic 
literature review to identify publications that addressed the endpoint of 
neurodevelopmental toxicity. The set of identified biomarkers is dis-
cussed in relation to current Pb exposure levels in Europe. We 

1 According to Ougier et al. (2018) “The Annex II of the Chemicals Agents 
Directive 98/24/EC mentions that a more up to date BLV will be recommended 
by the Scientific Committee on Occupational Exposure Limits (SCOEL). The 
binding BLV for lead indicated by the Directive 98/24/EC is 70 μg/100 mL 
blood, whereas the recommended BLV from SCOEL is 30 μg/100 mL blood”. 
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furthermore describe gaps in knowledge, in particular on the mecha-
nisms of Pb-associated damage to the developing central nervous sys-
tem, as well as the data needed to validate sensitive and reliable effect 
biomarkers in the future, with reference to existing AOPs. 

2. Methods 

2.1. Search history 

Three literature searches in peer-reviewed journals were performed 
in the bibliographic database PubMed (Fig. 2). Details can be found in 
the search histories listed in Suppl. Table 1. The term ‘biomarker’ was 
not integrated into any of the searches, as this was found to significantly 
reduce the number of hits (data not shown). 

2.1.1. PubMed search 1 and identification of relevant papers 

2.1.1.1. Search terms. ("lead"[Title/Abstract] OR "pb"[Title/Abstract] 
OR lead[MeSH Terms] OR "plumbum"[Title/Abstract] OR "7439 92 
1"[EC/RN Number]) AND neurodevelopment. 

The elements of the search strategy (search 1) comprised the term 
lead combined with the term neurodevelopment. A preliminary search 
was performed using these terms. The term lead was searched with a 
combination of Medical Subject Headings (MeSH) and chemical regis-
tration numbers (EC/RN) in the title/abstract fields using AND/OR 
terms in Boolean logic to cover as many publications as possible. 
However, the term presented some challenges in order to avoid the in-
clusion of publications that only contained the verb lead. Therefore, the 
resulting 596 abstracts (search #1) were manually sorted to identify the 
articles studying the metal lead. The selected 160 abstracts were eval-
uated, and 15 references met the inclusion criteria (i.e., studies of Pb- 
exposed humans in relation to neurodevelopment and epigenetic 
changes published before July 2019). Several articles that reported as-
sociations between gene sequence variants and neurodevelopmental 
outcomes were also included. The 15 eligible publications selected from 
the PubMed search were supplemented by one review found by hand- 
search (Keil and Lein 2016). From this, two additional original works 
were identified (Wright et al., 2003; Pilsner et al., 2010) and also 
included (i.e., 17 papers in total; Fig. 1). Because some relevant papers 
were not retrieved in the first search, a second literature search was 
performed. The list of search terms was extended with epigenetic and 
OMIC terms. 

2.1.2. PubMed search 2 and identification of relevant papers 

2.1.2.1. Search terms. (“lead”[Title/Abstract] OR “pb”[Title/Abstract] 
OR “lead”[Mesh] OR “plumbum”[Title/Abstract] OR “7439 92 1”[EC/ 
RN Number]) AND (“DNA (Cytosine-5-)-Methyltransferase 1”[Mesh] 
OR “DNA (Cytosine-5-)-Methyltransferases/genetics”[Mesh] OR “DNA 
(Cytosine-5-)-Methyltransferases*”[Mesh] OR “Epigenesis, Genet-
ic*”[Mesh] OR “DNA Modification Methylases*”[Mesh] OR “Epi-
genetic*”[tiab] OR “Epigenomics*”[Mesh] OR “DNA 
Methylation*”[Mesh] OR “Methylation”[Mesh] OR “DNA Methylation/ 
drug effects*”[Mesh] OR “DNA Methylation/genetics*”[Mesh] OR 
“Genomic Instability/genetics”[Mesh] OR “CpG Islands/genet-
ics”[Mesh] OR “Transcriptome/drug effects”[Mesh] OR “Tran-
scriptome/genetics*”[Mesh] OR “Metabolomics”[Mesh] OR 
“metabolome”[Mesh] OR “Metabolomics”[Mesh] OR “Metabolome/ 
drug effects*”[Mesh] OR “Metabolic Diseases/genetics”[Mesh]). 

In search 2 the term lead was searched in the same way as in search 
1. The epigenetic and OMICS terms were searched using only MeSH 
terms (search #43 and #44). Terms not indexed in PubMed as MeSH 
were omitted. As in search 1, the combination with the term lead 
resulted in an exorbitantly high number of irrelevant hits (#46). To 
resolve this, further terms related to “neurodevelopment” were added to 
the search strategy (#49). The search (#50) retrieved 105 hits. These 
abstracts were manually sorted to identify articles addressing the metal 
lead. This was the case in 13 articles that were further screened for 
relevance. Seven articles were selected. These seven references, how-
ever, were already included in the final 17 references from search 1. 

2.1.3. PubMed search 3 and identification of relevant papers 

2.1.3.1. Search terms. (“lead”[Title/Abstract] OR “pb”[Title/Abstract]) 
AND (“human biomonitoring”[Title/Abstract] OR “human exposur-
e”[Title/Abstract] OR “environmental exposure”[Title/Abstract] OR 
“biomarker of exposure”[Title/Abstract]) AND (“blood”[Title/Abstract] 
OR “urine”[Title/Abstract] OR “breast milk”[Title/Abstract] OR “cord 
blood”[Title/Abstract] OR “*teeth”[Title/Abstract] OR “nail”[Title/ 
Abstract] OR “hair”[Title/Abstract] or “placenta” [Title/Abstract]); 
Filter: 2000–2021. 

The strategy in search 3 comprised three preliminary searches to 
identify the publications in which the terms lead or pb (#1), human 
biomonitoring or human exposure or environmental exposure or biomarker 
of exposure (#2), and blood or urine or cord blood or breast milk or teeth or 

Fig. 1. Conceptual pathway representing the 
continuum between environmental chemical 
exposure and clinical disease. Exposure bio-
markers measure the actual absorbed/excreted dose 
(“internal dose”) and active dose at the putative 
target organ/tissue (“biologically effective dose”). 
Effect biomarkers measure early molecular or 
biochemical/cellular responses in target or non- 
target tissues (“early biological effect”), functional 
or structural changes in affected cells or tissues 
(“altered structure/function”), or actual clinical 
disease. Susceptibility biomarkers help to identify 
individuals with genetically mediated predisposi-
tion to xenobiotic-induced toxicity. Reprinted from 
Mustieles et al. (2020).   

C. Gundacker et al.                                                                                                                                                                                                                             



International Journal of Hygiene and Environmental Health 238 (2021) 113855

4

Table 1 
Comparison of Pb concentrations determined in different matrices of fetuses, children and young people in European surveys carried out in the period of 2000–2018.   

Biomarker of Pb exposure 
Pb concentration (population) No. of 

samples 
Sampling year and 
country 

Reference 

Whole blood (venous or capillary) (μg/L) 
- children and young people 

6.9b (6–14 yr) 14 2018, Kosovo Dehari-Zeka et al. (2020) 
11.3a (20–29 yr) 995 2015–2016, Germany Lermen et al. (2021) 
8.3c (20–39 yr) 158 2011–2015, Norway Fløtre et al. (2017) 
11.7a (20–29 yr) 986 2013–2014, Germany Lermen et al. (2021) 
9.5a (14–15 yr) 204 2013–2014, Belgium Schoeters et al. (2017) 
23b (6–12 yr) 53 2012–2014, Kosovo Kutllovci-Zogaj et al. (2014) 
2.4a (18–40 yr) 73 2011–2014, Denmark Rosofsky (2017) 
9.7–11.0c (25–35 yr female - male) 477 2004–2014, Sweden Wennberg et al. (2017) 
16.1a (14–15 yr) 174 2011–2013, Slovenia Snoj Tratnik et al. (2013) 
17.3a (20–35 yr) 127 2011–2013, Slovenia Snoj Tratnik et al. (2013) 
12.3a (20–29 yr) 968 2011–2012, Germany Lermen et al. (2021) 
14.6a (14–15 yr) 207 2007–2011, Belgium Schoeters et al. (2017) 
12.1a (20–29 yr) 5765 2009–2010, Germany Lermen et al. (2021) 
14.9a (1–6 yr) 3831 2008–2009, France Etchevers et al. (2014) 
19-22c (8–10 yr) n.a. 2008, Czech Republic Cerná et al. (2012) 
17.9a (7–11 yr) 46 2007–2008, Croatia Hrubá et al. (2012) 
19.4a (7–11 yr) 57 2007–2008, Slovakia Hrubá et al. (2012) 
14a (7–11 yr) 41 2007–2008, Sweden Hrubá et al. (2012) 
13.4a (7–11 yr) 42 2007–2008, Slovenia Hrubá et al. (2012) 
16.3a (7–11 yr) 27 2007–2008, Poland Hrubá et al. (2012) 
18.7a (18–39 yr) 579 2006–2007, France Falq et al. (2011) 
15.1a (20–29 yr) 856 2005–2006, Germany Lermen et al. (2021) 
30a (4–15 yr) 253 2006, Hungary Rudnai et al. (2009) 
16.9c (3–14 yr) 1560 2003–2006, Germany Schultz et al. (2009) 
22.5a (14–15 yr) 1659 2003–2004, Belgium Schoeters et al. (2017) 
31c (8–10 yr) 333 2001–2003, Czech Republic Batáriová et al. (2006) 
42c (6 yr) 202 1997–2004, Poland Barton (2011) 

- pregnant women 10c (1st trimester) 48 2016–2017, Spain Bocca et al. (2019) 
12c (at delivery) 40 2016–2017, Spain Bocca et al. (2019) 
8.5c,d (at delivery) 100 2010–2012, Slovakia Gundacker et al. (2021) 
12.5c,d (at delivery) 98 2010–2012, Austria Gundacker et al. (2021) 
11.1a (at delivery) 235 2007–2011, Belgium Baeyens et al. (2014) 
11a (2nd trimester) 210 2007–2011, Poland Polańska et al. (2014) 
7.2a (2nd trimester) 211 2007–2009, Norway Hansen et al. (2011) 
11.5c (at delivery) 50 2006, Germany Kopp et al. (2012) 
24.9c (3rd trimester) 53 2005, Austria Gundacker et al. (2010) 

- lactating women 8.3a (2nd trimester) 2982 2000–2008, Norway Caspersen et al. (2019) 
11c (n.a.) 100 2002–2003, Sweden Gerhardsson. (2010) 
16.7a (6th wk. postpartum) 536 2008–2014, Slovenia Snoj Tratnik et al. (2019) 
9.2a (3rd d. postpartum) 211 2007–2009, Norway Hansen et al. (2011) 
13.2a (6th wk. postpartum) 253 2007–2009, Norway Hansen et al. (2011) 

Cord blood (μg/L) 7.9c (mother BL:12) 31 2016–2017, Spain Bocca et al. (2019) 
6.4a (mother BL: n.a.) 281 2012–2015, Belgium Schoeters et al. (2017) 
8.3a (mother BL: n.a.) 1968 2011, France Saoudi et al. (2018) 
4.5c,e (mother BL: 8.5) 100 2010–2012, Slovakia Gundacker et al. (2021) 
7.0c,e (mother BL: 12.5) 100 2010–2012, Austria Gundacker et al. (2021) 
9.6a (mother BL: 9.9) 594 2007–2011, Poland Polańska et al. (2018) 
8.6a (mother BL: 11.1) 241 2007–2011, Belgium Baeyens et al. (2014) 
10.3c (mother BL: 11.5) 50 2006, Germany Kopp et al. (2012) 
13.7a (mother BL: n.a.) 1196 2002–2004, Belgium Schoeters et al. (2017) 
13.4c (mother BL: 24.9) 53 2005, Austria Gundacker et al. (2010) 
14.5a (mother BL: 18.3) 145 2003–2004, Spain García-Esquinas et al. (2014) 

Placenta (μg/kg) ˂6.5c 327 2000–2008, Spain Freire et al. (2019) 
25.8c 53 2005, Austria Gundacker et al. (2010) 
45.2c 36 2003–2004, Croatia Klapec et al. (2008) 
13.8c (non-smokers) 109 n.a., Croatia Stasenko et al. (2010) 
17.9c (smokers) 99 n.a., Croatia Stasenko et al. (2010) 
51.6c 23 n.a., Poland Zagrodzki et al. (2003) 

Breast milk (μg/L unless otherwise indicated) 1.74b (1th-8th wk. postpartum) 27 2017–2018, Hungary Ecsedi-Angyal et al. (2020) 
1.19 μg/kgb (n.a.) 50 2015, Cyprus Kunter et al. (2017) 
0.23c (6th-8th wk. postpartum) 353 2008–2014, Slovenia Snoj Tratnik et al. (2019) 
5.0 μg/kgc (colostrumd) (mother BL: 7 μg/ 
L) 

20 2012–2013, Croatia Grzunov L. et al., 2016 

2.6 μg/kgc (3rd-4th wk. postpartumd) 51 2012–2013, Croatia Grzunov L. et al., 2016 
3.3 μg/kgc (3rd-4th wk. postpartume) 20 2012–2013, Croatia Grzunov L. et al., 2016 
6.3b (1st-12th mo. postpartum) 320 2010, Poland Winiarska-M. 2014 
2.6–6b (n.a) 52 2008–2009, Italy De Felip et al. (2014) 
1.5b (2nd-3rd wk. postpartum) 60 2002–2009, Sweden Björklund et al. (2012) 
˂0.67 μg/kgc (3rd-8th wk. postpartum) 300 2002–2009, Norway Vollset et al. (2019) 
15.5a (3rd wk. postpartum) 107 2003–2004, Spain García-Esquinas et al. (2011) 
1.55b (colostrum) (mother BL: 20 μg/L) 34 2003, Portugal Almeida et al. (2008) 
0.94b (4th wk. postpartum) 19 2003, Portugal Almeida et al. (2008) 
0.48b (3rd d. postpartum) 95 2001–2002, Greece Leotsinidis et al. (2005) 
0.85–1b (4th-8th wk. postpartum) 39 1999–2001, Italy Abballe et al. (2008) 

(continued on next page) 
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nail or hair or placenta (#3) were indicated in the title/abstract. Then 
these three preliminary searches were combined (#4) and articles 
published before year 2000 were filtered out (#5). This search had 656 
hits which were manually sorted to identify publications on human 
biomonitoring studies focusing on children’s, pregnant women’s and 
young people’s exposure to lead. In total, 58 publications from European 
countries were included. Some relevant publications from non-European 
countries were also selected for comparison (22 references). It must be 
noted that the selection of non-European data was not based on any 
predefined criteria. 

2.2. Flowchart  

3. Results and discussion 

We conducted a systematic literature search to identify publications 
addressing exposure to Pb relative to neurodevelopmental toxicity, 
identified as the most sensitive endpoint. The biomarkers that are linked 
to Pb exposure and neurodevelopment were grouped into three different 
types: effect biomarkers (Table 3), susceptibility markers (Table 4), and 
other biomarkers (Table 5). This classification of markers is not generally 
applicable. Several of the biomarkers discussed here, such as high- 
density lipoprotein (HDL) levels or epigenetic changes, could also be 
caused by mutations/polymorphisms (this was not investigated in the 
studies included here), which would thus make them also susceptibility 
markers. The set of identified biomarkers is discussed in relation to 
current Pb exposure levels in Europe. 

Table 1 (continued ) 

7.7c (3rd-4th d. postpartum) 143 2000, Italy Turconi et al. (2004) 
1.63b (2nd-14th d. postpartum) 138 1999, Austria Gundacker et al. (2002) 
0.15b μg/kg (1st wk. postpartum) 102 n.a., Portugal Matos et al. (2009) 
13.8b (n.a.) 72 n.a., Spain Falcó et al. (2006) 
4.7b (4th d. postpartum) 158 n.a., Slovakia Ursinyova and Masanova 

(2005) 
Urine (μg/g creatinine unless otherwise 

indicated) 
1.3c (pregnant women) 53 2016–2017, Spain Bocca et al. (2019) 
0.54a (mean age of 28.9 yr) 50 2013–2016, Belgium Bai et al. (2019) 
0.49a (6th wk. postpartum) 410 2008–2014, Slovenia Snoj Tratnik et al. (2019) 
1.16c (6–11 yr) n.a. 2010–2011, Spain Roca et al. (2016) 
1.24 μg/La (5–11 yr) n.a. 2007–2008, Italy Protano et al. (2016) 
0.8a (2–17 yr) n.a. 2005, Germany Heitland and Köster (2006) 

Hair (μg/g) 0.6–1.3 (11–12 yr)a n.a. 2011–2012, Greece Evrenoglou et al. (2013) 
0.7 (0–18 yr)c n.a. 2008–2009, Spain Llorente et al. (2017) 
1.13a (6 yr) n.a. 1997–2004, Poland Barton (2011) 
0.56b (11–15yr.) n.a. 2001, Italy Sanna et al. (2008) 
1.6c (mean age of 9.9 yr) 217 1994–2001, Czech Republic Benes et al. (2003) 
1.01b (0–18 yr) n.a. n.a., Italy Dongarrà et al. (2011) 

Primary teeth (μg/g) 1.6a (6 yr) 284 1997–2004, Poland Barton (2011) 

Abbreviations: BL: blood level; LOD: limit of detection; n.a.: not available. 
a geometric mean. 
b arithmetic mean. 
c median. 
d Median Ery-Pb values obtained in the study (Bratislava: 17 μg/kg, Vienna: 25 μg/kg) were converted to whole blood values for comparability. 
e Median Ery-Pb values obtained in the study (Bratislava: 9 μg/kg, Vienna: 17 μg/kg) were converted to whole blood values for comparability. 

Table 2 
Comparison of maternal peripheral blood, placental and cord blood Pb levels in surveys carried out in non-European countries after 2000.  

Maternal blood (μg/L) Placenta (μg/kg w.w.) Cord blood (μg/L) N. of samples Sampling year and country Reference 

6.2a - - 1282 1999–2016, USA (NHANES) Watson et al. (2020) 
10.3a - 7.1a 104 2013, South Korea Kim et al. (2015) 
- 2.3b - 1159 2008–2013, USA Punshon et al. (2019) 
41.6b - 35.0b 1050 2007–2011, Mexico Sanchez-Guerra et al. (2019) 
8.9a - - 211 2009–2011, USA Sanders et al. (2012) 
5.6c - 7.6c 2000 2008–2011, Canada Arbuckle et al. (2016) 
39.7c - - 1931 2010, China, Shanghai Li et al. (2017) 
36.4c 7.5c 24.6c 91 2009–2010, Turkey Tekin et al. (2012) 
55.9b - - 174 2009–2010, China, Nanjing Liu et al. (2013) 
26.5c - 22.5c 240 2007–2008, Bolivia Barbieri et al. (2016) 
595.0b - - 214 2006–2008, Nigeria Adekunle et al. (2010) 
32.6c - 22.9c 350 2006–2007, Iraq Al-Jawadi et al. (2009) 
- - 16.6b 121 2006–2007, Turkey Dursun et al. (2016) 
64.3c - 35.7c 130 2006–2007, China, Shanghai Wang et al. (2008) 
72.4c 600c (d.w.) 43.6c 109 2002–2007, China, Hubei Tian et al. (2009) 
25.5a 390a (d.w.) 21.4a 1572 2005–2006, Saudi Arabia Al-Saleh et al. (2011) 
17.1b - 12.9b 308 2004–2005, Taiwan Lin et al. (2010) 
21.0b - - 43,288 2003–2005, USA Zhu et al. (2010) 
48.2b - 35,2b 365 2003–2004, Iran Vigeh et al. (2006) 
10.8c 11.2c 9.9c 649 2001–2003, Japan Iwai-Shimada et al. (2019) 
159.0a - - 50 n.a., Pakistan Kayama et al. (2016) 
- 300c - 60 n.a., India Singh et al. (2010) 

Abbreviations: n.a.: not available; w.w.: wet weight, d.w.: dry weight. 
a geometric mean. 
b arithmetic mean. 
c median. 
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Fig. 2. The sequence of the literature search. Two PubMed searches on Pb exposure and neurodevelopment (search 1 and 2) identified 17 publications (for specific 
references, see Tables 3–5). PubMed search number 3 identified 58 publications focused on Pb exposure in Europe (Table 1). Several articles were reviewed in full 
length, if sufficiently specific information e.g., on biomarkers, was missing in the abstract. 

Table 3 
Summary of studies on effect markers linked to Pb exposure and neurodevelopment.  

Author(s), 
Country 

Marker(s) of Pb exposure Effect Biomarker(s) Neurodevelopmental testing Summary 

Brain derived neurotrophic factor (BDNF) 
Zhou et al., 

(2019) 
China 

Whole blood, children, mean age: 5 yrs 
6.7 μg/dL (6.5–7.0 μg/dL) (N = 561) 

Serum BDNF (ELISA) 19.5 ng/ 
mL 

- Serum BDNF negatively associated with 
blood Pb levels in all subjects and in boys, 
but not in girls. A negative interaction 
between blood Pb and Hg levels as well as 
a positive interaction between blood Pb 
and Al levels on serum BDNF 
concentrations was found in boys (not in 
girls). 

Ren et al., 
(2016) 
China 

Cord blood 7 ± 3 μg/dLb (low exp. 
group, N = 60) 13 ± 3 μg/dLb (high exp. 
group; N = 60) 

Cord serum BDNF (ELISA) 2.5 ±
0.9 ng/mL (low exp gr) 3.5 ± 1.2 
ng/mL (high exp gr) 

Neonatal Behavioral Neurological 
Assessment (NBNA) 

Cord serum BDNF positively associated 
with blood Pb, while NBNA sum score 
inversely correlated with blood Pb. 

Serum cortisol 
Cai et al., 

(2019) 
China 

Whole Blood (median), children, 3–6 yrs 
4.9 μg/dL (Guiyu, N = 358) 3.5 μg/dL 
(Haojiang, N = 216) 

Children serum cortisol 
(median) (Immunoassay) 452 
ng/mL (Guiyu) 594 ng/mL 
(Haojiang) 

Sensory Processing Measure-Hong 
Kong Chinese version (SPM-HKC). 
Note: Higher score means greater 
impairment. 

Children from Guiyu (e-waste recycling 
town) had significantly lower 
concentration of serum cortisol than 
children in Haojiang (control site). Serum 
cortisol negatively correlated with blood 
Pb. All Sensory Processing Measure scores 
in Guiyu children were higher than in 
Haojiang children. Most sensory 
processing scores also positively correlated 
with blood Pb. 

Tamayo 
et al., 
(2016) 
Mexico 

Mat. whole blood and bonea, N = 255 
3.5 ± 2.5 μg/dL (Mat. Bl., 2nd trimester) 
3.7 ± 2.9 μg/dL (Mat. Bl., 3rd trimester) 
5.6 ± 5.8 μg/g (Mat. Tibia, postpartum) 
Maternal Pb levels refer to infants at the 
age of 12 months. 

Infant saliva cortisol 
(Chemiluminescence assay) 
Cortisol levels not given 

- Early gestational Pb exposure alters 
diurnal cortisol rhythms of infants. 
Association is modified by infant age at 12 
months and 18–24 months of age. Elevated 
prenatal Pb exposure of 12-month-old 
infants (2nd trim. Pb ≥ 10 μg/dL) is 
associated with 40% lower cortisol levels 
compared to infants with lower 2nd trim. 
Pb exposure (<5 μg/dL). 

Pb concentrations are given as arithmetic or geometric mean values ± standard deviation, unless otherwise specified. 
Abbreviations: exp.: exposure; Mat. Bl.: Maternal Blood; RBC: red blood cell. 

a Bone Pb: in all studies midtibial shaft and/or patella Pb was analysed with a K-shell X-ray fluorescence instrument (KXRF). 
b as converted from μM concentrations given in abstract. 
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3.1. Pb exposure in Europe 

Whole blood Pb is the most widely used exposure parameter, as it is 
the most suitable indicator of the concentration of Pb in soft tissues, like 
the brain. There are limited recent European HBM data on Pb levels in 
other matrices than blood. 

In the past two decades, more than 25 HBM surveys on blood Pb 
levels were performed in European countries, including Belgium, Czech 
Republic, France, Germany, Norway, Slovenia, and Spain. Nearly 20 
studies included children (Table 1). The majority were carried out 
before 2015; thus data on the most recent exposure is lacking. As the 
developing central nervous system is at the highest risk for impairment 

due to Pb exposure, this review on the concentration of Pb in blood, 
placenta, breast milk, urine, hair, and teeth reflects the exposure of fe-
tuses and children in Europe during the past two decades (Table 1). For 
surveys at contaminated sites, only data on the reference populations are 
reported. In addition, Pb levels in some populations of young adults of 
child-bearing age are provided as indicators of potential exposures of 
future fetuses. 

3.1.1. Pb levels in children and young adults 
The mean Pb concentrations of blood samples collected from chil-

dren and young adults in European countries after the year 2000 were 
comparable (Table 1). Data show a decreasing trend in Pb blood levels of 

Table 4 
Summary of studies on susceptibility markers linked to Pb exposure and neurodevelopment.  

Author(s), 
Country 

Marker(s) of Pb exposure Susceptibility marker(s) Neurodevelopmental testing Summary 

Epigenetic modifications 
Wu et al., 

(2017) USA 
Mat. RBC (2nd trimester) 1.2 ±
0.6 μg/dL (N = 268) 

Cord blood leukocyte DNA (=268) 
CLEC11A DNHD1 
HumanMethylation450 Bead Chips 

- Prenatal low-level Pb exposure associated 
with newborn DNA methylation, particularly 
in female infants. CpG cg10773601, 
annotated to CLEC11A, showed an 
epigenome-wide significant negative 
association with maternal Pb exposure. CpG 
(cg24637308), which showed a strong 
negative association with maternal Pb 
exposure among girls, was annotated to 
DNHD1. 

Pilsner et al., 
(2009) 
Mexico 

Mat. bonea, Cord blood (N =
103) 10.5 ± 8.4 μg/g (Mat. 
Tibia, N = 103) 12.9 ± 14.3 μg/ 
g (Mat. Patella, N = 103)6.6 ±
2.7 μg/dL (Cord Blood) 

Cord blood leukocyte DNA (N = 103) 
LINE-1 methylation Alu 
methylation EZ-96 DNA 
Methylation-Gold Kit 

- Prenatal Pb exposure (as indicated by 
maternal patella Pb) is inversely associated 
with genomic DNA methylation of the LINE-1 
element. No association was found between 
cord blood Pb and cord genomic DNA 
methylation. 

Candidate genes/Gene variants 
Wang et al., 

(2017) 
Bangladesh 
Mexico 

Cord blood 5.1 ± 6.5 μg/dL (N 
= 390) 3.8 ± 2.7 μg/dL (N =
497) 

UNC5D SLC1A5 Genome-wide gene- 
environment interaction study 

Mental composite score and 
motor composite score (BSID-III) 
of infants 24 months of age 

Top locus containing UNC5D associated with 
mental composite score. Two UNC5D SNPs 
had comparable main effects and GxE effects 
on both mental and motor composite scores in 
each cohort. By comparing GxE analyses and 
in-vitro transcriptome, glutamate transporter 
SLC1A5 was identified as common gene/ 
protein of interest with a SLC1A5 variant 
being associated with mental composite score. 

Wagner et al., 
(2017) 
Mexico 

Mat. whole blood Pb, 2nd 
trimester 3.8 ± 2.6 μg/dL (N =
462) 

SPP1 Genome-wide association study Cognitive Development Index 
(CDI) score (BSID-III) of infants 
24 months of age 

Pb induces upregulation of SPP1 via NRF2 in 
human neural stem cells. SPP1 SNP 
rs12641001 significantly associated with CDI 
score, however, no significant interaction 
with prenatal Pb exposure. 

Wright et al., 
(2003) 
Mexico 

Cord blood 6.6 ± 3.4 μg/dL (N 
= 311) 

APOE Mental Development Index 
(MDI) score (BSID-IIS) of infants 
24 months of age 

Negative effect of Pb exposure on MDI score at 
24 months of age was 4-fold greater in 
APOE3/APOE2 carriers than in APOE4 
carriers. Subjects with the E4 isoform of APOE 
may have advantages over those with the E2 
or E3 isoforms with respect to early life 
neurodevelopment. 

Pilsner et al., 
(2010) 
Mexico 

Cord blood 6.7 ± 3.6 μg/dL (N 
= 255) 

MTHFR MDI score (BSID-IIS) of infants 
24 months of age 

Maternal MTHFR-677 genotype predicted 
MDI scores of infants at 24 months of age 
(BSID-IIS) but MTHFR genotype x Pb 
interaction was not observed. The maternal 
MTHFR 677T allele is an independent 
predictor of poorer child neurodevelopment 
at 24 months of age. 

Liu et al., (2015) 
China 

Whole blood, children, 3 yrs 
11.3 ± 5.4 μg/dL (Guiyu, N =
120) 5.8 ± 2.5 μg/dL (ref group, 
N = 138) 

DRD2 Cognitive and language scales 
(BSID-III) 

Both scores lower in Guiyu children compared 
to reference group. No significant association 
between (DRD2) Taq IA polymorphism and 
neurodevelopment of Pb exposed children. 

Pb concentrations are given as arithmetic or geometric mean values ± standard deviation, unless otherwise specified. 
Abbreviations: Alu: Alu retrotransposons; APOE: Apolipoprotein E; BSID-III: Bayley Scales of Infant and Toddler Development, Third Edition; BSID-IIS: Spanish version 
of the BSID-II; CLEC11A: C-Type Lectin Domain Family 11, Member A; DNHD1: Dynein Heavy Chain Domain 1 gene; DRD2 (Dopamine receptor D2); GxE: gene- 
environment interaction; LINE-1: long interspersed nuclear element; Mat.: Maternal; MTHFR: Methylenetetrahydrofolate reductase; NRF2: Nuclear Factor 
Erythroid 2-Related Factor 2; p16: tumor suppressor gene p16; RBC: red blood cell; SLC1A5: Solute Carrier Family 1 Member 5 (alias ASCT2); SNP: Single Nucleotid 
Polymorphism; SPP1 (Secreted phosphoprotein 1); UNC5D: Unc-5 Netrin Receptor D. 

a Bone Pb: in all studies midtibial shaft and/or patella Pb was analysed with a K-shell X-ray fluorescence instrument (KXRF). 
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children and young adults after 2000. In surveys implemented before 
2013, all reported mean blood Pb levels of children and young adults 
were above the BMDL01 of 12 μg/L set by EFSA for developmental 
neurotoxicity (EFSA, 2010). Moreover, a percentage of individual blood 
Pb concentrations exceeded this level even in populations characterized 
by a low mean exposure value. However, all values were substantially 
below the reference levels of 50 μg/L and 35 μg/L set by the CDC and the 
German Environmental Agency, respectively (CDC, 2010; Schulz et al., 
2007). It must be noted that the risk for neurodevelopmental disorders 
due to Pb exposure cannot be ignored. Importantly, developmental 
neurotoxicity due to Pb exposure has been reported at exposures as low 
as 20 μg/L (Gilbert, 2006; EFSA, 2012; Rocha, 2019), and there is likely 
no safe threshold for Pb neurotoxicity (Lanphear et al., 2005; Skerfving 
et al., 2015). Although the information on Pb levels in children and 
young people after 2015 is limited, in some countries with regular 
nationwide surveys, the decreasing trend has not been observed to 
continue since 2010, and the concentration values levelled out at 
approximately 10 μg/L (Lermen et al., 2021; Wennberg et al., 2017). 

3.1.2. Pb exposure of fetuses 
Due to particular concern about neurodevelopmental effects, studies 

often included pregnant women and mother-neonate pairs. Pregnant 

and lactating women were investigated in at least nine European studies, 
and a similar number analysed cord blood with or without a sampling of 
maternal blood. The data show a decreasing trend in both maternal and 
cord blood Pb levels. In the European surveys implemented after 2005, 
mean maternal and cord blood Pb concentrations did not exceed the 
EFSA BMDL01 of 12 μg/L. 

A significant correlation between maternal and cord blood Pb con-
centrations was found in most surveys, with ratios ranging between 0.55 
and 0.97. Hence, Pb concentrations were only slightly lower in cord than 
in maternal blood, indicating that the placenta does not constitute a 
barrier for Pb transfer from the maternal to the fetal compartment. 
Maternal smoking and alcohol consumption were associated with 
enhanced maternal and cord blood Pb levels, while maternal Ca and 
Vitamin D intake seems to be protective against the mobilization of Pb 
from bones (Saoudi et al., 2018; Taylor et al., 2013; Gulson et al., 2016). 

Some selected data on maternal and cord blood levels from non- 
European populations are listed in Table 2. The comparison shows 
that higher blood Pb levels were measured in developing countries (e.g. 
Nigeria, Pakistan) than in developed countries. Pb concentrations in 
maternal and cord blood observed in European surveys are similar to 
those reported from other high-income countries outside Europe, while 
they are much lower than Pb blood levels of populations living in 

Table 5 
Summary of studies on other markers linked to Pb exposure and neurodevelopment.  

Author(s), 
Country 

Marker(s) of Pb exposure Marker Neurodevelopmental testing Summary 

High density lipoprotein (HDL) 
Ji et al., (2018) 

USA 
RBC Pb, children (postnatal) 2.2 
± 1.6 μg/dL (whole gr; N =
1479) 2.1 ± 1.5 μg/dL (control 
gr; N = 1180) 2.4 ± 1.9 μg/dL 
(ADHD gr; N = 299) 

Maternal plasma HDL 
(median) (nonfasting 
blood samples) 

Attention Deficit Hyperactivity Disorder 
(ADHD) according to ICD-9 and ICD-10. Age 
of children’s ADHD diagnosis not specified. 

Mothers of children with any ADHD 
diagnosis had low HDL levels and high stress. 
9% of the children had elevated Pb levels 
(5–10 μg/dL) in early childhood associated 
with a 66% increased risk of ADHD 
particularly for boys. The OR of ADHD 
associated with elevated Pb levels among 
boys was reduced by one-half if mothers had 
adequate HDL levels or low stress. 

60.7 mg/dL (N = 1479) 
61.5 mg/dL (N = 1180) 
57.4 mg/dL (N = 299) 

Iron (Fe), Calcium (Ca), Zinc (Zn), Copper Cu) 
Shah-Kulkarni 

et al., (2016) 
Korea 

Whole blood (N = 765–790) Maternal Fe intake (N 
= 891) 

Mental Development Index (MDI) and 
Psychomotor Development Index (PDI), 
Korean version of Bayley Scales of Infant 
Development II (K-BSID-II), 6, 12, 24, and 36 
months of age (N = 558–965) 

Maternal Pb exposure in late pregnancy 
associated with lower MDI score in children 6 
months of age with stronger effect in lower Fe 
intake group. No such associations found for 
Pb exposure in early pregnancy, in relation to 
cord blood, or PDI. 

0.9 ± 1.5 μg/dL (Cord Blood) 
1.3 ± 1.5 μg/dL (Mat. Blood, at 
delivery) 

13 ± 4 mg/d 

Ettinger et al., 
(2009) Mexico 

Maternal Blood 3.8 ± 2.0 μg/dL 
(Ca suppl group, N = 283) 4.1 ±
2.0 μg/dL (Placebo group, N =
274) 

Maternal Ca intake - Supplementation of 1200 mg dietary Ca 
associated with modest reductions in blood 
Pb (on average 11% reduction, i.e. 0.4 μg/dL) 
when administered during pregnancy. 

Liu et al., (2014) 
China 

Maternal Blood, 1st trimester, N 
= 415 

Maternal Ca, Fe, Zn 
supplementation 

Neonatal behavioral neurological 
assessments (NBNA), postnatal day 3 

Inverse associations between maternal Pb 
and neonatal behavioral neurological 
assessment (NBNA) scores. Ca, Fe, and/or Zn 
supplementation protects against high blood 
Pb levels. 

3.98 ± 1.15 μg/dL 

Parajuli et al., 
(2013) Nepal 

2.1 μg/dL (Cord Blood), N = 100 Cord blood Zn Brazelton Neonatal Behavioral Assessment 
Scale (NBAS-III), postnatal day 1 

Cord blood levels of Pb and As, but not Zn, 
showed significant inverse association with 
neurodevelopment of newborns (motor 
cluster). 

Liu et al., (2018) 
Mexico 

Maternal Blood, 2nd trimester Maternal blood Cu Size 
of study group(s) not 
specified 

BSID-III (cognition score, cognitive 
trajectories), 6, 12, 18, and 24 months after 
birth 

Bayesian varying coefficient kernel machine 
regression was used to assess 
neurodevelopmental trajectories associated 
with exposure to complex metal mixtures. 
Positive associations between 2nd trimester 
exposure to Cu and cognition score at 24 
months, and cognitive abilities across 6–24 
months were found. Across 6–24 months, Pb 
was negatively associated with 
neurodevelopment. Overall, this resulted in 
negative interaction effect between 2nd 
trimester copper (Cu) and Pb exposures with 
24-month neurodevelopment. 

PROGRESS (prospective 
prebirth cohort) study, Mexico 
City 
Metal levels (Mn, Pb, Co, Cr, Cs, 
Cu, As, Cd, Sb) not specified in 
this method paper 

Pb concentrations are given as arithmetic or geometric mean values ± standard deviation. 
Abbreviations: BSID-II: Bayley Scales of Infant Development, Second Edition; BSID-III: Bayley Scales of Infant Development, Third Edition; Mat. Bl.: Maternal Blood; 
NBAS-III: Brazelton Neonatal Behavioral Assessment Scale, Third Edition. 
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polluted as well as deprived areas. 

3.1.3. Pb exposure of breastfed infants 
Breast milk Pb level provides a direct indicator of Pb exposure of 

breastfeeding infants. Breast milk shows a higher variation in Pb levels 
than maternal blood (Table 1). In general, lower mean Pb concentrations 
in breast milk were measured in studies conducted after the year 2000 
compared to previous studies (WHO, 1989). Due to the high variability 
in milk Pb levels, even within studies, this decreasing trend in breast 
milk Pb levels is not observed to continue after 2000. The opposite trend 
is even observed according to some studies (Abbale et al., 2008; De Felip 
et al., 2014). 

Several studies showed higher breast milk Pb levels in current, pas-
sive or ever smokers than in never smokers (Gundacker et al., 2002; 
Grzunov Letinic et al., 2016; Winiarska-Meiczan 2014; Almeida et al., 
2008). The high variation in breast milk Pb levels among the included 
studies suggests that besides differences in external exposures and ge-
netic predispositions of the mothers, other individual maternal factors 
(e.g. age, past exposures, previous lactations and pregnancies, stage of 
lactation, Ca and D-vitamin intake during lactation) are also important. 

The reported breast milk Pb concentrations in some studies 
(Winiarska-Meiczan 2014; García-Esquinas et al., 2011) suggest that 
infant Pb intake could approach the EFSA BMDL01 of 0.5 μg/kg of body 
weight/day (EFSA 2010). Breast milk constitutes the optimal nutrition 
for young infants, but the potential for high Pb intake of infants via 
mother’s milk cannot be ignored considering (i) the high Pb content of 
breast milk samples reported in some studies, (ii) other potential sources 
(e.g. complementary food or water) relevant at this period, and (iii) the 
fact that infants may absorb dietary Pb more efficiently than adults, 
especially if there is a concurrent deficit in Ca and other essential 
elements. 

Overall, Pb exposure could still be associated with risk for devel-
oping fetuses, infants and children. Therefore, a new Pb action level for 
blood should be established. Larger nationwide surveys are needed to 
reliably assess recent exposure to Pb. To facilitate large campaigns, non- 
invasive sampling methods with harmonized methodology and 
adequate reference levels should be applied in HBM surveys among non- 
occupationally exposed populations, especially in the case of children 
(Esteban and Castano, 2009). Except for maternal and cord blood 
sampled in departments of obstetrics, blood is not an easily collectable 
biological matrix. Urinary Pb levels usually correlate with those 
measured in plasma as well as with the external exposure (Bai, 2019). 
Urine Pb therefore presents a valid and non-invasive alternative to blood 
Pb. Nail and hair Pb levels can serve as indicators of exposure to Pb; 
however, they are not considered reliable biomarkers of internal dose 
(Klotz and Goen, 2017; Olympio et al., 2020). Deciduous teeth Pb levels 
could also be easily applicable for biomonitoring of Pb exposure in 
children over the years of the preschool and early school period, since 
good correlation with blood levels has been reported (Barton, 2011). 
Placental tissue might be a suitable matrix for investigation of fetal 
exposure, although the comparability of the results requires standardi-
zation of collection, tissue preparation (e.g. washing and homogeniza-
tion of whole placenta or biopsies from specific parts), and analytical 
methods (Esteban et al., 2012). Due to heterogeneity of the methods 
applied in published studies, data on placental Pb levels show great 
variability. 

3.2. Biomarkers 

Data sets from each of the 17 studies (Fig. 2) were grouped by type of 
marker and ranked in ascending order according to blood Pb concen-
trations in the populations measured for these groups of biomarkers 
(Tables 3–5). 

3.2.1. Biomarkers of the effect associated with Pb exposure and 
neurodevelopment 

Classical effect biomarkers of Pb exposure include markers related to 
heme biosynthesis and pyrimidine nucleotide metabolism (IARC 2006). 
However, these effects are not specifically related to neurodevelopment 
and have mostly been applied in settings of high (occupational) Pb 
exposure. The following section describes the studies found on effect 
biomarkers (Table 3). 

3.2.1.1. Brain-derived neurotrophic factor (BDNF). As a member of the 
neurotrophin family of growth factors, brain-derived neurotrophic fac-
tor (BDNF) constitutes a key regulator of brain development and neural 
plasticity and is involved in the pathophysiology of diverse psychiatric 
disorders, including depression, anxiety, ADHD and autism (Kowiański 
et al., 2018). 

We identified two studies on Pb exposure, neurodevelopment and 
BDNF showing apparently opposite results (Table 3). In the first study, 
561 pre-school children at 5 years of age in China were assessed for 
blood concentrations of Pb (geometric mean of 6.7 μg/dL), Hg (0.10 μg/ 
dL), Al (5.2 μg/dL), and Mn (1.8 μg/dL) as well as for BDNF concen-
tration in serum (Zhou et al., 2019). Adjusted multivariable linear 
regression models were used to evaluate the possible interactions be-
tween metal co-exposure, taking into account several covariates. Blood 
Pb concentrations correlated significantly and inversely with serum 
BDNF concentrations in boys but not in girls. There was furthermore a 
negative interaction between blood Pb and Hg levels and positive 
interaction between blood Pb and Al levels in relation to serum BDNF 
concentrations in boys. 

In the second study, cord blood total BDNF levels were determined in 
neonates from China grouped according to high (Pb > 10 μg/dL; N = 60) 
and low exposure (Pb < 10 μg/dL; N = 60) relative to their scores in the 
neonatal behavioral neurological assessment test (Ren et al., 2016). As 
described in the English abstract (article in Chinese), the high Pb 
exposure group showed significantly lower NBNA scores and higher 
serum levels of BDNF compared to the low Pb exposure group. Notably, 
higher cord serum levels of total BDNF were associated with poorer 
NBNA summary scores. Information on the number of male and female 
neonates, statistical analyses and the influence of infant sex on NBNA 
scores and BDNF levels missing from the abstract. 

The physiology of BDNF is complex. In the brain, the precursor pro- 
BDNF is synthesized and stored in dendrites or axons. While pro-BDNF 
preferentially binds the p75 neurotrophin receptor leading to 
apoptosis, mature BDNF activates tyrosine kinase receptors (TrkB) to 
promote cell survival and synaptic plasticity (Miranda et al., 2019). 
Moreover, the ratio between the BDNF and its precursor may vary 
throughout development and hence vary between life-stages such as 
neonates, children, adolescents, adults and elders (Miranda et al., 2019). 

Data from the paper by Ren et al. (2016) is only available from an 
abstract, and this obviously hampers the interpretation of data. How-
ever, the inconsistency between studies could possibly be ascribed to the 
different life stages of the children (neonates vs children) at the time of 
BDNF assessment, but it does not explain the difference in sensitivity 
between boys and girls at birth. Rather, these findings could be 
explained in terms of the BDNF isoform (pro- or mature) driving the 
association. The association between Pb exposure and higher serum 
BDNF levels thus could be explained by higher levels of the pro-BDNF 
isoform, which exerts proapoptotic effects, and could explain the asso-
ciation between higher serum BDNF levels linked to poorer neonatal 
development (Ren et al., 2016). 

BDNF can be assessed in different biological matrices and at different 
levels of biological complexity. Until now, most ELISA kits have been 
designed to measure both pro-BDNF and mature BDNF in human serum/ 
plasma. However, more specific measures that allow discriminating 
between the pro- and mature BDNF serum forms are progressively 
available and will facilitate the interpretation of divergent results in the 
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literature (Bharani et al., 2020; Mizoguchi et al., 2020). 
The potential for the use of BDNF biomarkers in relation to Pb 

exposure in HBM studies is supported by toxicological and AOP data 
(Fig. 3). Also, other environmental chemicals, including bisphenols, 
phthalates and polycyclic aromatic hydrocarbons, have been shown to 
interfere with BDNF signaling (Mustieles et al., 2020; Perera et al., 2015; 
Ponsonby et al., 2016). Therefore, there is recent interest in assessing 
BDNF at different levels of biological complexity (e.g. DNA methylation, 
gene expression, protein levels) as biomarkers of brain function with 
promising application in HBM studies (Mustieles et al., 2020). Indeed, 
epigenetic mechanisms, including DNA methylation, influence BDNF 
expression and regulation (Ikegame et al., 2013). Additionally, the DNA 
methylation status of the BDNF gene seems consistent across tissues, 
including the brain and blood, supporting its use as a valid and useful 
peripheral biomarker of psychiatric disorders (Kundakovic et al., 2015; 
Stenz et al., 2015). Another advantage is that peripheral blood BDNF 
DNA methylation could be more stable over time compared to ser-
um/plasma BDNF protein levels, providing information on a longer 
period of time (Mustieles et al., under review). 

Future HBM studies should ideally investigate a related set of BDNF 
biomarkers at different levels of biological organization, testing both 
pro- and mature BDNF protein isoforms in combination with infant/ 
child neuropsychological tests to achieve the most accurate picture 
possible (Mustieles et al. under review). 

3.2.1.2. Cortisol. Endocrine disrupting properties of Pb, one of which 

relates to cortisol, are thought to contribute to the metal’s neurotoxicity. 
The stress hormone cortisol, synthesized from cholesterol, is the major 
glucocorticoid produced by the human adrenal cortex and the end 
product of the hypothalamic-pituitary-adrenal (HPA) axis. In the fetal 
brain, glucocorticoids are involved in several central aspects of devel-
opment. The hippocampus, a known target of Pb toxicity and a central 
player in memory function, has the highest concentration of glucocor-
ticoid receptors in the central nervous system (Lee et al., 2015; Tamayo 
et al., 2016; Graham et al., 2019). 

Infant salivary cortisol was measured as an index of HPA-axis func-
tioning in a birth cohort in Mexico City (Tamayo et al., 2016). Saliva 
samples were repeatedly collected over 2 days at 12 (N = 255) or 18–24 
months of age (N = 150). Mixed-effects regression models were applied 
to account for the nonlinearity of cortisol rhythms. Several covariates 
were taken into account. In age-stratified models, a statistically signifi-
cant negative association between maternal blood Pb and cortisol levels 
in 12-month-old infants and a positive association for 18–24-month-old 
infants were observed, although the latter was not statistically 
significant. 

Children aged 3–6 years were studied for Pb exposure and serum 
cortisol in China (Cai et al., 2019). Children from Guiyu (n = 358, me-
dian Pb level: 4.9 μg/dL), a town where electronic waste is recycled, and 
Haojiang (n = 216, median Pb level: 3.5 μg/dL), a nearby town with no 
such recycling activity, were included. Serum cortisol levels were ob-
tained from peripheral venous morning blood samples from fasting 
children. The children’s sensory processing (relating to vision, hearing, 

Fig. 3. Inhibition of the NMDA receptor (NMDAR) by Pb is followed by reduced Ca influx into the nucleus, which reduces transcription of BDNF. The reduced 
BDNF release eventually leads to neurodegeneration in the hippocampus and cortex and impairs learning and memory as described in AOP13 (https://aopwiki.org/ 
aops/13). 
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touch, taste and smell, body awareness, balance and motion) were 
assessed with the Sensory Processing Measure-Hong Kong Chinese 
version (SPM-HKC) home form, filled in by parents. Multiple linear 
regression analysis was applied to blood Pb and serum cortisol levels, 
taking into account several covariates. Blood Pb exceeded 5 μg/dL in 
47% of the Guiyu children, and their serum cortisol concentrations were 
significantly lower than those of the Haojiang children. All scores of the 
Sensory Processing Measure were higher in Guiyu than Haojiang chil-
dren, indicating greater difficulties, especially for touch, body aware-
ness, balance and motion, and total sensory systems. Most sensory scores 
were also positively correlated with blood Pb. 

In these studies, elevated maternal Pb exposure was associated with 
reduced cortisol levels in the 12 months and 3–6 year old children, 
whereas the cortisol curve shifted upwards in the 18–24 month old 
children. The normal trend in cortisol levels from 12 to 18–24 months of 
age is a downward shift. Pb exposure, therefore, appears to produce a 
cortisol rhythm pattern in 12-month-old children that is similar to the 
pattern normally seen at 18-24-month. It was concluded that early 
prenatal Pb exposure is associated with dysregulated infant HPA axis 
function, perhaps representing a premature HPA axis maturation 
(Tamayo et al., 2016). In the study from China, Pb exposure was asso-
ciated with both lower cortisol levels and an increase in child sensory 
integration difficulties, especially regarding touch, body awareness, 
balance and motion, and total sensory systems. Cai et al. (2019) 
concluded that cortisol might be involved in touch-related sensory 
integration difficulties. 

The most commonly used biomarkers, serum and salivary cortisol 
reflect levels at a single point in time. Levels are highly variable due to 
circadian fluctuations and fast changes in response to stressors. Effects of 
long-term systemic cortisol exposure are therefore complicated to 
assess, even if a predefined protocol is strictly adhered to (Lee et al., 
2015). If basal cortisol levels are to be determined in human studies, 
cortisol concentrations must not only be measured several times a day to 
capture the large diurnal variation but also be done with non-invasive 
sampling to avoid acute stress (Tamayo et al., 2016). These re-
quirements rather speak against the use of serum cortisol for routine use 
in HBM studies, and even salivary cortisol sampling might provoke 
stress in children. Hair cortisol analysis, which has been suggested as a 
promising technique for retrospective global assessment of chronic 
stress (Lee et al., 2015) may be an alternative in some settings. Another 
design that has been previously applied in infants is collecting salivary 
samples before and after a stressful stimulus (e.g. blood draw), which 
may provide information on the acute stress response of the child 
(Giesbrecht et al., 2017). Of note, it would be interesting to investigate 
the influence of Pb exposure on the response of the HPA-axis. 

3.2.2. Susceptibility markers associated with Pb exposure and 
neurodevelopment 

3.2.2.1. Epigenetic modifications. DNA methylation, a fundamental 
epigenetic process, modulates the level of gene expression without 
altering the DNA sequence. Methylation programming patterns can be 
modified during development. LINE-1 and Alu elements are repetitive 
DNA retrotransposons that constitute approximately 17% and 25% of 
the human genome, respectively (Baba et al., 2014; Luo et al., 2014). 

Therefore, the extent of LINE-1 and Alu methylation is considered a 
surrogate marker for global DNA methylation levels (Ruiz-Hernandez 
et al., 2015). 

Two studies have examined DNA methylation in relation to prenatal 
Pb exposure, albeit without the concomitant study of markers of neu-
rodevelopment (Table 3) (Pilsner et al., 2009; Wu et al., 2017). An 
epigenome-wide association study examined 268 mother-infant pairs in 
the USA (Wu et al., 2017). Genome-wide DNA methylation levels of 
infants were determined at 482,397 CpG2 loci in umbilical cord blood 
nucleated cells using HumanMethylation450 Bead Chips. Maternal Pb 
exposure was analysed in red blood cells in the 2nd trimester (mean 
level: 1.2 ± 0.6 μg/dL). After adjusting for batch effects, cell types, and 
several covariates, robust linear regression models were used to examine 
associations of prenatal Pb exposure with DNA methylation in cord 
blood at epigenome-wide significance levels (false discovery rate 
<0.05). Elevated maternal Pb levels were associated with decreased 
DNA methylation of most CpG sites, and the methylation pattern was 
more frequently associated with maternal Pb levels in female than male 
infants (Wu et al., 2017). A CpG site annotated to CLEC11A showed an 
epigenome-wide significant negative association with maternal Pb 
levels. CLEC11A stimulates proliferation and differentiation of primitive 
hematopoietic precursor cells (RBCs, lymphocytes, granulocytes, mac-
rophages), and Pb is known to interfere with hemoglobin synthesis (Wu 
et al., 2017). A second CpG site showed a negative association with 
prenatal Pb exposure among female infants was annotated to DNHD1. 
Little is known about its function, but it has been reported as a novel 
candidate gene associated with intellectual disability (Anazi et al., 2017) 
and early human developmental diseases (Meier et al., 2019). Of note, in 
another study, CpG methylation in DNHD1 was shown to match well 
between blood and brain (Hannon et al., 2015), suggesting that pe-
ripheral blood cells may serve as a surrogate for the brain with respect to 
certain key regulatory loci. 

In the study by Pilsner et al. (2009), genomic DNA methylation 
within CpG islands of LINE-1 and Alu retrotransposons was analysed in 
103 umbilical cord blood samples. Cord blood Pb and genomic DNA 
methylation were not correlated, but maternal patella Pb correlated 
inversely with umbilical cord LINE-1 methylation, and maternal tibia Pb 
correlated inversely with Alu methylation. In a mixed-effects regression 
model, only maternal tibial Pb remained negatively associated with Alu 
methylation. 

In a systematic review on environmental chemicals and DNA 
methylation in adults (Ruiz-Hernandez et al., 2015), four studies 
addressed Pb exposure. All studies reported a trend toward inverse as-
sociations of Pb exposure and DNA methylation. One of the studies 
confirms to some degree the findings of Pilsner et al. (2009), as Pb in the 
patella of adult men was also inversely associated with LINE-1 methyl-
ation (Wright et al., 2010). Since the method does not provide a fine 
epigenomic mapping of DNA methylation patterns, it remains unclear to 
which extent reduced global DNA methylation actually alters gene 
expression and in which specific chromosomal regions. 

3.2.2.2. Candidate genes and gene variants. A genome-wide gene-envi-
ronment interaction study (GWIS) in two birth cohorts (390 children 
from Mexico, 497 from Bangladesh) aimed to identify genetic loci in the 
child that modified the effect of prenatal Pb exposure (cord blood Pb) on 

2 CpG is the abbreviation for 5′-C-phosphate-G-3′, i.e. cytosine and guanine 
that are separated by only one phosphate group along its 5′ to 3′ direction. This 
notation is used to distinguish the single-stranded linear sequence from the CG 
base pairing in double-stranded sequences. CpG islands (CGIs) of vertebrates 
represent a class of short DNA sequences that are GC-rich, CpG-rich, and pre-
dominantly unmethylated. Silencing of CGI promoters is achieved by, among 
other mechanisms, dense CpG methylation. CGIs are thus generally capable of 
affecting local chromatin structure and facilitating regulation of gene activity 
(Deaton and Bird 2011). 
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neurodevelopment at approximately 2 years of age (Wang et al., 2017). 
Neurodevelopment was assessed using the motor composite scores as 
determined with the Bayley Scales of Infant Development. In addition, 
in-vitro transcriptome data were generated from Pb-exposed human 
neural stem cells. Univariate and multivariate regression analyses were 
performed to estimate the effects of covariates (child sex and age of 
neurologic examination, gestational age at birth, parity, maternal edu-
cation, environmental tobacco smoke exposure) on neurodevelopment. 
The study (GWIS) provided data on several genetic polymorphisms that 
modified neurodevelopmental outcomes in response to prenatal Pb 
exposure. All candidate genes were generally related to neuro-
development. The functional role of UNC5D is largely unclear, but 
involvement in neurite growth and developmentally programmed death 
of neurons have been demonstrated (Zhu et al., 2013; Srikanth et al., 
2018). Two UNC5D variants had main effects on the Bayley Scales of 
Infant Development mental score and additionally showed a GxE 
interaction on the score. This was in an unexpected way, as the minor 
alleles of these UNC5D SNPs were associated with lower mental scores, 
but the GxE interaction was positive. It was suspected that Pb somehow 
counteracted the negative effects on neurodevelopment in carriers of the 
minor alleles. Another candidate gene, SLC1A5, was identified when 
GWIS data were combined with in-vitro transcriptomics. This solute 
carrier transports the neurotransmitter glutamate and is involved in 
synaptic function, neuronal development, and excitotoxicity. Pb, in 
turn, can selectively block glutamatergic synapses. Five hub genes were 
identified in network analysis. CHUK and TWIST1 play important roles 
in early neurogenesis. As a physiological analogue to Ca2+, Pb can 
directly activate Ca-dependent PKCs (α, β1, β2, and γ). HSPA5 and XBP1 
are key genes in ER stress signalling pathways. Taken together, the 
network provided by the study revealed that certain genetic poly-
morphisms in/near oxidative stress genes and neurodevelopmental 
genes can modify the effects of Pb-induced oxidative stress on neuro-
development (Wang et al., 2017). 

Another GWIS aimed to identify Pb-induced transcriptomic changes 
in neural stem cells (NSCs) and link these changes to neuro-
developmental outcomes of 462 Pb-exposed children in a birth cohort in 
Mexico (Wagner et al., 2017). Human NSCs were exposed to 1 μM Pb 
and subjected to RNA-seq-based profiling. Prenatal Pb exposure was 
determined from 2nd trimester maternal blood samples. Infant neuro-
development was assessed at 24 months of age using the Bayley Scales of 
Infant and Toddler Development. Nineteen genes showed significantly 
altered expression, several regulated by NFR2, a transcription factor 
largely responsible for the oxidative stress response. SPP1 exerted a 
neuroprotective role by reducing Pb toxicity in hNSCs. Certain SPP1 
SNPs were associated with cognitive abilities of Pb exposed children, but 
significant interaction between any of the SPP1 SNPs and Pb exposure on 
neurodevelopmental outcome was not found. One possible link between 
SPP1 and neurodevelopmental disorders may be that the etiology of 
neurodevelopmental disorders is associated with the dysfunction of 
microglia. A cluster of white matter-associated microglia express a 
unique signature of genes, including SPP1, which are enriched at early 
postnatal stages, and share molecular features with disease-associated 
microglia (Thion and Garel 2020). 

In three other studies, Pb-exposed populations of infants and chil-
dren were investigated relative to functional gene polymorphisms for 
APOE (encoding Apolipoprotein E), MTHFR (encoding Methylenete-
trahydrofolate reductase), and DRD2 (encoding Dopamine Receptor 
D2), proteins that have been related to neurodevelopment. 

APOE is thought to play a role in the maintenance of lipids and 
cholesterol, the major components of brain myelin, with carriers of the 
APOE4 polymorphism showing decreased cortical gray matter volume, 
different distribution of white matter and myelin development, but no 
cognitive or behavioral differences (Dean et al., 2014). In a cohort of 
Pb-exposed mother-child pairs from Mexico City, 311 infants were 
genotyped (Wright et al., 2003). The polymorphic APOE gene 
(rs429358) leads to three isoforms that differ by one or two amino acids. 

The APOE genotypes were analysed in association with the 24-months 
Mental Development Index of the Bayley Scales of Infant Development 
(MDI). After adjustment for covariates, APOE4 carriers showed a 
4.4-point higher MDI-24 score as compared to APOE3/E2 carriers. In 
multiple linear regression analysis stratified by APOE genotype, the 
negative effect of cord blood Pb level on the MDI-score was 4-fold 
greater in APOE3/APOE2 carriers than in APOE4 carriers. It was 
stated that the protective role of the APOE genotype in neuro-
development remains to be confirmed (Wright et al., 2003). 

Another study from Mexico City genotyped 255 mother-child pairs 
for two non-synonymous SNPs in the MTHFR gene (Pilsner et al., 2010), 
encoding a key enzyme in folate metabolism. The genetically deter-
mined reduction of MTHFR enzyme activity leads to impaired methyl-
ation and folate deficiency associated with the onset of several 
psychiatric disorders, autism, and ADHD (Wan et al., 2018). Perinatal Pb 
exposure was determined in newborns (cord blood levels) and mothers 
(bone Pb during the first month after birth) (Pilsner et al., 2010). The 
Bayley’s Mental Development Index scores were examined at 24 months 
of age. Linear regression models were used to describe the relationship 
between MTHFR genotype and infant Index scores, adjusting for several 
covariates, including cord Pb levels. Maternal and child MTHFR geno-
types had no impact on the MDI-scores, and MTHFR genotype × Pb 
interactions were not detected. The authors concluded that the maternal 
MTHFR 677T allele independently predicted poorer child neuro-
development at 24 months (Pilsner et al., 2010). 

DRD2 is a G-protein-coupled receptor located on postsynaptic 
dopaminergic neurons, centrally involved in reward-mediating meso-
corticolimbic pathways, and a known target of antipsychotic drugs. The 
DRD2 Taq1 polymorphism is associated with reduced receptor density in 
the brain (Jönsson et al., 1999; Neville et al., 2004). In the study of Liu 
et al. (2015), children were genotyped for DRD2 Taq IA polymorphism 
(rs1800497), which had no impact on the neurodevelopment of children 
exposed to Pb. 

3.2.3. Other markers associated with Pb exposure and neurodevelopment 

3.2.3.1. Maternal high-density lipoprotein (HDL). Cholesterol and tri-
glycerides are insoluble in water. Therefore, these lipids must be 
transported in conjunction with proteins. Lipoproteins are complex 
particles, and HDL is the plasma lipoprotein with the highest protein to 
lipid ratio (Feingold and Grunfeld 2000). Due to its anti-atherogenic 
activity, HDL has been considered as ‘good cholesterol’, beneficial to 
the whole body and especially to cardio-vascular health (Jomard and 
Osto 2020). Cholesterol is also essential for neuronal physiology during 
development. It is a major component of cell membranes, a precursor of 
steroid hormones, and is involved in the regulation of ion permeability, 
cell shape, cell–cell interaction, and transmembrane signaling (Martín 
et al., 2014). The brain contains about 20% of the body’s cholesterol in 
the entire body, making it the organ with the highest cholesterol con-
tent. Most of the cholesterol in the adult brain (>70%) is found in the 
myelin sheaths formed by oligodendrocytes to insulate axons, with the 
remainder integrated into plasma membranes of astrocytes and neurons 
(Zhang and Liu 2015). Hereditary diseases with mutations in 
cholesterol-related genes result in impaired brain function during early 
life (Martín et al., 2014). 

In a study by Ji et al. (2018), 303 children (20%) from the Boston 
Birth Cohort (1479 mother-infant pairs) were followed up to the age of 
15 years and diagnosed for attention deficit hyperactivity disorder 
(ADHD) according to ICD-9 and ICD-10 codes (Ji et al., 2017). Maternal 
HDL levels were analysed in non-fasting blood samples obtained 24–72 
h after delivery. Maternal stress during pregnancy was analysed as a 
binary variable (not stressed, stressed). Low maternal plasma HDL levels 
(≤60 mg/dL) were associated with an increased risk of ADHD in the 
children, particularly among boys. The same year, the group presented 
data that took into account postnatal Pb exposure of 299 of these 
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children (Ji et al., 2018). Findings from the Boston Birth Cohort showed 
that high maternal HDL levels and low maternal stress during pregnancy 
could partially counteract the increased odds of ADHD associated with 
early life Pb exposure in boys (Ji et al., 2018). The significance of the 
marker as a modulator of Pb-associated neurodevelopmental outcome is 
unclear. According to Fujita et al. (2008), HDL would be a dominant 
cholesterol carrier in fetal blood; very high HDL cholesterol could also 
contribute to neurodevelopment because of its close relationship with 
APOE levels. This may fit with the fact that mothers of growth-impaired 
neonates with a higher prevalence of neurodevelopmental delays had 
significantly lower HDL levels (Miranda et al., 2018). Regarding the 
association between Pb exposure and HDL levels of adults, contradictory 
results have been reported (e.g. Kristal-Boneh et al., 1999; Ademuyiwa 
et al., 2005; Buhari et al., 2020). 

As HDL levels can be relatively easily implemented as a routine 
marker in HBM studies, this marker merits further investigation in 
future studies. 

3.2.3.2. Nutritional markers. Five studies that measured Pb exposure 
addressed dietary intake of or supplementation with Fe, Ca, Zn, and Cu 
during pregnancy, whereof four also assessed neurodevelopment in in-
fants and children. 

In a study by Shah-Kulkarni et al. (2016), 965 pregnant women and 
newborns were studied in Korea (Shah-Kulkarni et al., 2016). Pb expo-
sure was examined in relation to maternal Fe intake and infant neuro-
development at 6, 12, 24, and 36 months of age (N = 965, 732, 655, and 
558, respectively). The Korean version of the Bayley Scales of Infant 
Development was used, from which the Mental and the Psychomotor 
Development Indices were derived. Prenatal Pb exposure was deter-
mined in maternal blood during early pregnancy (before gestational 
week 20) and at birth and in cord blood. Maternal Pb exposure during 
late pregnancy was associated with lower mental developmental index 
levels in 6 months old children. This effect was stronger in the group 
with lower maternal Fe intake. The results implicate that adequate Fe 
intake during pregnancy might reduce Pb-associated effects on neuro-
development. Findings from in-vitro, animal and human studies suggest 
an interaction between Pb and Fe. Fe can inhibit Pb uptake into human 
intestinal cells (Bannon et al., 2003), and iron deficiency is accompanied 
by higher Pb body burden in mice (Flanagan et al., 1979) and humans (e. 
g., Kwong et al., 2004; Wright 1999; Kim and Park, 2014). Placental 
transfer of Pb is also lower in women who consume iron-rich diets and 
have higher hemoglobin levels, as well as in hemochromatosis, a disease 
of systemic Fe overload (Kordas et al., 2007; Karwowski et al., 2014). 

Fe is essential for many processes of brain development. It is an 
essential component of intracellular metabolism, for instance, as an in-
tegral component of cytochrome C oxidase. In this way, Fe deficiency 
can interfere with the metabolically demanding processes of brain 
development. Early Fe deficiency can also lead to sustained decreased 
metabolic activity due to alterations in gene regulation resulting from 
mTOR (Mechanistic Target Of Rapamycin Kinase), BDNF, and MAP2 
(Microtubule Associated Protein 2) signaling. The hippocampus and the 
process of myelination may be particularly vulnerable to Fe deficiency. 
Fe is also involved in the production of dopamine, epinephrine, 
norepinephrine, and serotonin, which means that socio-emotional 
development, executive functions, and memory processes that rely on 
these neurotransmitters may also be affected (McCann et al., 2020). 
However, evidence from human studies on the role of Fe in brain 
development is inconclusive. In a recent systematic review, no clear 
relationship was found between Fe status and developmental outcomes 
in all included time windows from pregnancy up to 2–4 years of age 
(McCann et al., 2020). Another systematic review found some evidence 
that low Fe in pregnancy, possibly especially in the 3rd trimester, may be 
associated with adverse neurodevelopment. Fe supplementation during 
pregnancy did not appear to affect neurodevelopment in the offspring 
(Janbek et al., 2019). 

In a study by Liu et al. (2014), 415 Pb-exposed mothers and their 
newborns (332 newborns with complete data sets) participated in a 
study undertaken to determine potential associations between Pb 
exposure and neurodevelopment of newborns in China, using the 
neonatal behavioral neurological assessment (NBNA) test scored in 20 
items grouped in five clusters (behavior, passive tone, active tone, pri-
mary reflexes, general assessment) (Liu et al., 2014). An inverse asso-
ciation between maternal blood Pb in the first trimester and NBNA 
scores was observed. This was complemented by the finding that 
maternal supplementation of Ca, Fe, and Zn was associated with lower 
Pb exposure. However, the variable (Ca, Fe, or Zn supplements) was not 
further explained and was not used as a co-variate in regression analyses 
or examined for interaction with Pb. In another study from Nepal, NBNA 
scores were associated with Pb and As, but not with Zn, cord blood levels 
(Parajuli et al., 2013). In a review paper of Kordas et al. (2007), a similar 
finding was reported for children studied for the efficacy of supple-
mentation of Ca, Fe alone, and Fe plus Zn. The only supplementation of 
Fe and Ca had some beneficial effect in lowering blood Pb levels. 

Pregnancy and lactation are accompanied by physiologically upre-
gulated bone resorption in response to Ca requirements of the devel-
oping fetus and for milk production. More than 95% of the maternal Pb 
is stored in bone. Mobilization of bone Pb into the bloodstream repre-
sents an endogenous source of exposure that can pose a significant risk 
to the fetus and infant in life after birth (Ettinger et al., 2007). Animal 
studies and human studies on adult women and children demonstrated a 
reduction in Pb concentrations when the diet was supplemented with Ca 
during pregnancy and lactation (Kordas et al., 2007). Finally, the aim of 
another study was to investigate whether Ca supplementation (1200 mg 
dietary Ca) can attenuate fetal Pb exposure (Ettinger et al., 2009). In a 
double-blind, randomized, placebo-controlled study conducted in 
Mexico City, 670 women were randomly assigned to receive Ca (n =
334) or placebo (n = 336) during the first trimester of pregnancy; it was 
found that Ca supplementation during pregnancy was associated with an 
average 11% reduction of maternal blood Pb (0.4 μg/dL) (Ettinger et al., 
2009). Ca administration could therefore represent an important sec-
ondary preventive measure to reduce maternal Pb levels and, conse-
quently, fetal exposure. These results agree with previous studies that 
showed dietary Ca supplementation to slightly reduce Pb content in the 
blood of lactating women (Hernandez-Avila et al., 2003) and in breast 
milk (Ettinger et al., 2006). 

According to Liu et al. (2018), there is a lack of existing statistical 
models that can flexibly capture the longitudinal impact of exposure to 
chemical mixtures. The delineation of exposure-response relationships 
between mixed exposure to metals and neurodevelopment is complex, 
particularly in longitudinal studies. Potential interaction, correlation 
among mixture components, and potentially nonlinear and nonadditive 
mixture effects must be taken into account. Using Bayesian varying 
coefficient kernel machine regression, a negative interaction effect be-
tween 2nd trimester copper (Cu) and Pb exposures with neuro-
developmental scores at 24 months was found. This makes sense, as Cu is 
essential for myelin formation (myelin is formed by phospholipids 
whose synthesis depends on cytochrome C oxidase, a Cu-dependent 
enzyme) and is involved in ferroxidase activity and thus in Fe uptake 
into various tissues (González and Visentin 2016). 

3.3. Selected biomarkers to be used in future HBM studies 

The use of BDNF biomarkers in relation to Pb exposure in HBM 
studies is supported by toxicological/mechanistic data. AOP number 13 
"Chronic binding of antagonist to N-methyl-D-aspartate receptors 
(NMDARs) during brain development induces impairment of learning 
and memory abilities” (https://aopwiki.org/aops/13) was constructed 
based on in-vitro and in-vivo studies, and on human data (Sachana et al., 
2018). In this AOP, Pb can inhibit the N-methyl-D-aspartate (NMDA) 
receptor (the molecular initiating event - MIE) (Bal-Price and Meek 
2017). This is followed by a cascade of key events (KEs), including 
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alteration of intracellular Ca homeostasis and reduced BDNF release. 
This, in turn favoring impairment of synaptogenesis and the neuronal 
network at the tissue level, leading to learning and memory problems as 
one possible adverse outcome (Sachana et al., 2018) (Fig. 3). The AOP 
has been endorsed by the OECD Task Force on Hazard Asses-
sment/Working Group of the National Coordinators of the Test Guide-
lines Programme (TFHA/WNT). 

Given the abundant evidence on the adverse effect of Pb on BDNF 
transcription and eventually decreased levels of extracellular mature 
BDNF, serum/plasma BDNF should be considered as a promising marker 
of effect (Gejl et al., 2019). Of note, Pb induced DNA methylation 
changes in the BDNF gene are consistent across some tissues, including 
peripheral blood and brain, in both adult rodents and in human 
post-mortem studies, supporting its use as a peripheral biomarker 
(Januar et al., 2015; Kundakovic et al., 2015; Zheleznyakova et al., 
2016). Urinary BDNF protein concentrations have been investigated to a 
lesser extent in adult humans (Koven and Collins, 2014); therefore its 
use as an effect marker cannot be evaluated. Overall, the interpretation 
of BDNF findings should consider the biological matrix employed 
(serum, plasma, blood), the critical period of development (neonatal, 
infancy, childhood, etc.), as well as the BDNF form assessed (total, 
pro-BDNF or mature BDNF). 

Additional information comes from a study in hippocampal neuron 
cultures from E18 rat embryos treated with 1 and 2 μM Pb acetate. Pb 
exposure was shown to decrease BDNF gene and protein expression and 
to alter BDNF vesicle transport to release sites, leading to decreased 
levels of extracellular mature BDNF. Moreover, it was shown that Pb 
exposure disrupted synaptic development and function by altering 
BDNF-TrkB transsynaptic signaling with subsequent changes in synaptic 
proteins and impairment of synaptic function. These effects likely alter 
synaptic maturation and disrupt neurodevelopmental processes that 
may underlie the cognitive and behavioral deficits in Pb-intoxicated 
children (Stansfield et al., 2012). 

Cortisol levels have been shown to be inversely associated with Pb 
concentrations in infants and children (Tamayo et al., 2016; Cai et al., 
2019); in one study, increased Pb levels in conjunction with decreased 
cortisol levels were also associated with reduced sensory abilities (Cai 
et al., 2019). However, the measurement of cortisol levels and the 
interpretation of the data obtained are complex, as described above. In 
our opinion, these requirements argue against serum cortisol for routine 
use in HBM studies. Hair cortisol as a marker of chronic stress could be 
an alternative in some situations but requires further validation. In 
prospective HBM cohorts with complex and repeated follow-ups, sali-
vary cortisol, in addition to hair cortisol, may provide an important 
advantage. 

Susceptibility markers, especially those based on genome-wide and 
epigenetic-wide studies, cannot be routinely examined in HBM studies. 
However, specific polymorphisms and targeted epigenetic measure-
ments could be performed if sufficiently supported by the weight of 
evidence. (Prenatal) Pb exposure seems to reduce global DNA methyl-
ation (Pilsner et al., 2009; Ruiz-Hernandez et al., 2015), but global DNA 
methylation pattern provides little evidence for specific changes in gene 
expression. Data on Pb-induced methylation of certain loci (Wu et al., 
2017) and on gene variants associated with Pb exposure (Pilsner et al., 
2010; Wagner et al., 2017) or interacting with Pb to modulate neuro-
developmental outcome (Wright et al., 2003; Wang et al., 2017) in-
creases our understanding of the complex gene-environment 
interrelations and may also serve as a starting point for further studies. 

With respect to other markers, findings from one study in the Boston 
Birth Cohort showed that high maternal HDL levels during pregnancy 
could partially counteract the increased odds of ADHD associated with 
early life Pb exposure in boys (Ji et al., 2018). It is, therefore, possible 
that maternal HDL levels interact with Pb exposure in early life. It is of 

interest that a common APOE genotype (APOE4 carriers) was shown to 
protect from Pb neurotoxicity during early life (Wright et al., 2003). This 
genotype is associated with lower HDL levels, as demonstrated in animal 
and human studies (Hopkins et al., 2002). 

Some nutritional markers have been found to be associated with Pb 
exposure and neurodevelopment and are candidates for inclusion in 
studies of Pb-induced developmental neurotoxicity. Fe is essential for 
brain development, which may be reflected by the finding that low Fe 
intake during pregnancy aggravated the neurotoxic effects of Pb in 
children (Shah-Kulkarni et al., 2016). Because Fe status is compara-
tively easy to analyse, especially in the clinical setting, blood counts 
(hemoglobin, hematocrit, and other RBC parameters), serum Fe, and 
more specific Fe status markers (serum transferrin receptor saturation, 
serum ferritin along with C-reactive protein to assess inflammation) 
could be included in HBM studies of Pb-induced effects on neuro-
development to identify populations at nutritional risk. A similar line of 
thinking applies to serum Ca. Ca supplementation have been found to 
reduce blood Pb levels in pregnancy (Ettinger et al., 2009; Liu et al., 
2014). Serum Ca is easy to study and can aid the interpretation of blood 
Pb levels (Ettinger et al., 2007) relative to the risk for neuro-
developmental disorders. 

Interestingly, Fe deficiency reduces the expression and function of 
BDNF and its receptor in certain areas of the brain (Estrada et al., 2014). 
Taken together, serum BDNF isoforms (if possible combined with tar-
geted BDNF DNA methylation) constitute an interesting candidate to be 
considered as an effect marker for routine use in HBM studies of Pb 
exposed populations, complemented by markers of Fe and Ca status to 
also include nutritional risk for neurodevelopmental disorders. Further 
studies are needed to validate the markers, especially for the situation of 
moderate Pb exposure. 

3.4. Literature search considerations 

To simplify literature searches on publications dealing with the 
metal lead, it would be useful if the chemical abbreviation ’Pb’ is 
included at least in the keywords. Our search posed a great challenge 
because the search term ’lead’ will also retrieve all publications con-
taining only the verb ’lead’. 

4. Conclusions 

A very thorough literature search revealed that relatively few bio-
markers had been investigated for elucidating the potential effects of Pb 
exposure. In addition, the markers studied had been investigated in at 
most two studies, sometimes with divergent results. Based on the 
retrieved studies, it is therefore not possible to recommend ‘mandatory’ 
inclusion of specific effect markers in future HBM studies. However, 
some effect markers are highly interesting, especially when other 
knowledge is taken into account and merits further investigation in 
future HBM studies. 

Evidence from mechanistic studies and molecular epidemiological 
studies point towards the key event of reduced BDNF release as being a 
potential biomarker of Pb-induced neurotoxicity that should be further 
studied as effective markers for routine use in future HBM studies of Pb- 
exposed populations. Indeed, we recommend combining BDNF bio-
markers at different levels of biological organisation (serum BDNF pro- 
and mature isoforms, peripheral blood BDNF DNA methylation, etc.) to 
better map this key event. In addition, plasma HDL, Fe and Ca status are 
potentially very relevant markers that should be investigated not only in 
pregnant women but also in neonates. Further studies are needed to 
validate these biomarkers, especially for low to moderate Pb exposure 
levels. 

The studies discussed here on biomarkers such as serum BDNF or 
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plasma HDL were conducted in populations exposed to Pb levels that 
may also occur in Europe. However, Pb exposure in Europe, particularly 
in vulnerable populations of fetuses, infants and children, and young 
women, has been studied only very sporadically since 2015. Standard-
ized studies, including repeated measurements (and non-invasive 
methods), would be needed to investigate Pb concentrations in preg-
nant and lactating women and their children through adolescence. In 
summary, representative surveys examining both current Pb exposure in 
Europe and (effect) biomarkers related to neurodevelopment are un-
doubtedly needed to fill these knowledge gaps. 

Health-based guideline values for blood and urine biomarkers are 
urgently needed for pregnant women, infants, and children. Since even 
low-level Pb exposure is associated with adverse neurodevelopmental 
effects, new efforts should be made to further reduce fetal and childhood 
exposure. 
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Cerná, M., Krsková, A., Cejchanová, M., Spěváčková, V., 2012. Human biomonitoring in 
the Czech Republic: an overview. Int. J. Hyg Environ. Health 215 (2), 109–119. 
https://doi.org/10.1016/j.ijheh.2011.09.007. 

Dean 3rd, D.C., Jerskey, B.A., Chen, K., et al., 2014. Brain differences in infants at 
differential genetic risk for late-onset Alzheimer disease: a cross-sectional imaging 
study. JAMA Neurol 71 (1), 11–22. https://doi.org/10.1001/jamaneurol.2013.4544. 

Deaton, A.M., Bird, A., 2011. CpG islands and the regulation of transcription. Genes Dev. 
25 (10), 1010–1022. https://doi.org/10.1101/gad.2037511. 

Dehari-Zeka, M., Letaj, K.R., Selimi, Q.I., Elezaj, I.R., 2020. Blood lead level (BLL), 
δ-aminolevulinic acid dehydratase activity (ALAD), hemoglobin (Hb) and hematocrit 
(hct) in primary school-children and adult residents living in smelter rural areas in 
Kosovo. J Environ Sci Health A Tox Hazard Subst Environ Eng 55 (10), 1179–1187. 
https://doi.org/10.1080/10934529.2020.1780851. 

De Felip, E., Bianchi, F., Bove, C., et al., 2014. Priority persistent contaminants in people 
dwelling in critical areas of Campania Region, Italy (SEBIOREC biomonitoring 
study). Sci. Total Environ. 487, 420–435. https://doi.org/10.1016/j. 
scitotenv.2014.04.016. 

C. Gundacker et al.                                                                                                                                                                                                                             

https://doi.org/10.1016/j.ijheh.2021.113855
https://doi.org/10.1016/j.ijheh.2021.113855
https://doi.org/10.1016/j.chemosphere.2007.12.036
https://doi.org/10.1007/s10661-009-1247-4
https://doi.org/10.1186/1476-511X-4-19
https://doi.org/10.1016/j.jtemb.2008.03.007
https://doi.org/10.1186/1756-0500-2-47
https://doi.org/10.1016/j.ijheh.2010.10.001
https://doi.org/10.1016/j.ijheh.2010.10.001
https://doi.org/10.1038/mp.2016.113
https://doi.org/10.1016/j.chemosphere.2016.08.023
https://www.atsdr.cdc.gov/csem/lead/docs/CSEM-Lead_toxicity_508.pdf
https://www.atsdr.cdc.gov/csem/lead/docs/CSEM-Lead_toxicity_508.pdf
https://doi.org/10.1007/s00595-013-0763-6
https://doi.org/10.1016/j.ijheh.2014.06.007
https://doi.org/10.1016/j.ijheh.2014.06.007
https://doi.org/10.1016/j.envint.2019.01.044
https://doi.org/10.1016/j.envint.2019.01.044
https://doi.org/10.1016/j.envres.2019.05.013
https://doi.org/10.1016/j.envres.2019.05.013
https://doi.org/10.1016/j.pharmthera.2017.05.006
https://doi.org/10.1016/j.pharmthera.2017.05.006
https://doi.org/10.1152/ajpcell.00184.2002
https://doi.org/10.1080/09603123.2015.1061114
https://doi.org/10.1007/s12011-010-8896-6
https://doi.org/10.1007/s12011-010-8896-6
https://doi.org/10.1016/j.ijheh.2006.02.005
http://refhub.elsevier.com/S1438-4639(21)00170-X/sref19
http://refhub.elsevier.com/S1438-4639(21)00170-X/sref19
http://refhub.elsevier.com/S1438-4639(21)00170-X/sref19
https://doi.org/10.1289/ehp.120-a268
https://doi.org/10.1016/j.neurobiolaging.2019.11.010
https://doi.org/10.1186/1476-069X-11-92
https://doi.org/10.1186/1476-069X-11-92
https://doi.org/10.1016/j.envres.2019.108599
https://doi.org/10.1016/j.envres.2019.108599
https://doi.org/10.1177/0960327119889654
https://doi.org/10.1016/j.neuro.2019.01.004
https://doi.org/10.1016/j.scitotenv.2019.03.291
https://doi.org/10.1016/j.scitotenv.2019.03.291
http://www.cdc.gov/nceh/lead/publications/LeadandPregnancy2010.pdf
http://www.cdc.gov/nceh/lead/publications/LeadandPregnancy2010.pdf
https://doi.org/10.1016/j.ijheh.2011.09.007
https://doi.org/10.1001/jamaneurol.2013.4544
https://doi.org/10.1101/gad.2037511
https://doi.org/10.1080/10934529.2020.1780851
https://doi.org/10.1016/j.scitotenv.2014.04.016
https://doi.org/10.1016/j.scitotenv.2014.04.016


International Journal of Hygiene and Environmental Health 238 (2021) 113855

16
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Heitland, P., Köster, H.D., 2006. Biomonitoring of 30 trace elements in urine of children 
and adults by ICP-MS. Clin. Chim. Acta 365 (1–2), 310–318. https://doi.org/ 
10.1016/j.cca.2005.09.013. 

Hernandez-Avila, M., Gonzalez-Cossio, T., Hernandez-Avila, J.E., et al., 2003. Dietary 
calcium supplements to lower blood lead levels in lactating women: a randomized 
placebo-controlled trial. Epidemiology 14 (2), 206–212. https://doi.org/10.1097/ 
01.EDE.0000038520.66094.34. 

Hopkins, P.C., Huang, Y., McGuire, J.G., Pitas, R.E., 2002. Evidence for differential 
effects of apoE3 and apoE4 on HDL metabolism. J. Lipid Res. 43 (11), 1881–1889. 
https://doi.org/10.1194/jlr.m200172-jlr200. 
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metals in the maternal/fetal unit and lead-associated decreases of fetal iron and 
manganese: an observational biomonitoring approach. Arch. Toxicol. 86 (10), 
1571–1581. https://doi.org/10.1007/s00204-012-0869-4. 

Kordas, K., Lönnerdal, B., Stoltzfus, R.J., 2007. Interactions between nutrition and 
environmental exposures: effects on health outcomes in women and children. 
J. Nutr. 137 (12), 2794–2797. https://doi.org/10.1093/jn/137.12.2794. 

Koven, N.S., Collins, L.R., 2014. Urinary brain-derived neurotrophic factor as a 
biomarker of executive functioning. Neuropsychobiology 69 (4), 227–234. https:// 
doi.org/10.1159/000362242. 
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A B S T R A C T   

Background: This first national biomonitoring survey of urinary phthalate metabolites in the New Zealand 
population aimed to provide baseline data, identify exposure determinants, and make comparisons with health- 
based exposure guidance values. 
Methods: The survey conducted in 2014–2016 involved the collection of morning-void urine from 298 children 
(5–18 years) and 302 adults (20–65 years), 33% of Māori ethnicity. A questionnaire collected information on 
demographic factors and diet. Urine was analysed for creatinine, specific gravity, and 10 phthalate metabolites 
through liquid chromatography tandem-mass spectrometry (MMP; MEP; MBP iso+n; MBzP; MCHP; MEHP; 
MEOHP; MEHHP; MCPP; and MiNP). Determinants of exposure were assessed using multivariable linear 
regression. 
Results: Detection frequencies exceeded 95% for metabolites of DEP, DEHP and DBP. The highest GM was 
observed for the DBP metabolite MBP iso+n (36.1 μg/L adults; 60.5 μg/L children), followed by the sum of three 
DEHP metabolites (MEHP+MEOHP+MEHHP: 19.0 μg/L adults; 37.0 μg/L children), and the DEP metabolite 
MEP (19.1 μg/L adults; 12.0 μg/L children). For most phthalate metabolites New Zealand levels were in the mid- 
range of internationally reported levels, while for DEP they were in the low range. Māori and non-Māori had 
similar levels. Children had higher GMs than adults for most metabolites, except for MEP. A proportion of 
children and adults exceeded the biomonitoring equivalents of health-based guidance values for DBP (0–16% and 
0–3% respectively), and DEHP (0–0.7% and 0–0.3% respectively). Eating warm meals from plastic containers ≥2 
times/week was associated with higher levels of DEHP metabolites, MBP iso+n, and MBzP. 
Conclusion: Phthalate exposure is omnipresent in both children and adults in New Zealand. Exceedances of the 
biomonitoring equivalents for DBP and DEHP indicate that potential health effects from exposure to these 
phthalates cannot be excluded with sufficient certainty.   

1. Introduction 

Phthalates, diesters of phthalic acid, are widely used in plastics to 
make them flexible and durable, and as additives in a range of consumer 
products (Wang et al., 2019). The wide range of products that may 
contain phthalates include building materials (e.g. vinyl flooring, PVC 
pipes, cable, wire, paints); plastics used in the food supply chain (e.g. 
food production conveyor belts, tubing used in e.g. milking, plastic 
greenhouses (Zhang et al., 2019); plastic and cardboard container-
s/wrappings); children’s products (e.g. plastic toys, teethers, school 
supplies) (Ashworth and Chappell, 2015; Babich et al., 2020); medical 
products (e.g. blood bags, intravenous lines, respiratory support equip-
ment, pill covering); clothing (Li et al., 2019; Tang et al., 2020); 

furniture; and personal care products (e.g. shampoo, soap, deodorant, 
perfume, nail polish, hair spray, feminine hygiene products (Gao et al., 
2020), and tattoo inks (Lehner et al., 2011)). 

Phthalates easily migrate from products through leaching, evapora-
tion and abrasion, and have been measured in food (Giuliani et al., 
2020), water (Gonsioroski et al., 2020), air (Darbre, 2018), soil (Gao and 
Wen, 2016) and house dust (Bi et al., 2018), with exposure occurring 
through oral, dermal, intravenous and respiratory routes (Giovanoulis 
et al., 2018). Phthalates are rapidly (within 24 h) metabolised and 
excreted from the body (Koch et al., 2012), but are nonetheless 
considered pseudo-persistent due to their ubiquitous and continuous 
presence. 

While phthalates have a low order of toxicity in experimental ani-
mals following oral administration, links between phthalate exposure 
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and several health effects have been described. In particular, phthalates’ 
endocrine disrupting properties are now well recognised (De Falco et al., 
2015), and associations with male and female reproductive outcomes 
(Radke et al., 2018), metabolic effects (Ko et al., 2019; Radke et al., 
2019), allergies and asthma (Hoppin et al., 2013), blood pressure (Zhang 
et al., 2018), heart rate variability (Jaimes et al., 2017), autism (Oulhote 
et al., 2020), and decreased motor function (Daniel et al., 2020) have 
been reported. 

Biomonitoring surveys have revealed humans to be ubiquitously 
exposed to phthalates, with marked differences between populations 
and between different time points (Wang et al., 2019) resulting from 
variations in phthalate use and regulations. While the European Union 
and the USA have introduced some legislative measures to restrict the 
use of phthalates (Kamrin, 2009), in New Zealand such regulations are 
not in place (Ashworth et al., 2018) and human biomonitoring studies of 
phthalates have not been conducted. Here we present the first national 
biomonitoring survey of urinary phthalate metabolites in the New 
Zealand population, to provide baseline data to monitor future trends, 
identify determinants of exposure, and make comparisons with other 
countries and health-based exposure guidance values. 

2. Material and methods 

2.1. Subject recruitment 

The biological monitoring programme included a cross-section of 
adult and school-age (5–18 years) New Zealanders. This cross-sectional 
study used stratified random sampling, stratifying on age, gender, re-
gion, and ethnicity, to ensure that all main demographic groups were 
represented, as previously described (’t Mannetje et al., 2018). For 
adults the 2014 New Zealand Electoral Roll was used to randomly invite, 
by mail, men and women in four age groups (i.e. 19-24, 25–34, 35–49, 
50–64 years), from four geographic regions (Northland/Auckland, 
Waikato/Bay of Plenty, Lower North Island, South Island), and of both 
Māori (the indigenous population of New Zealand) and non-Māori 
ethnicity. For children we contacted primary, intermediate, and high 
schools and recruited at public events such as science fairs and sports 
clubs. We aimed for a total of 300 adults and 300 children with 
approximately equal numbers in each of the gender/-
age/geographical/ethnic sub-groups. 

Study participation involved providing a urine sample, a blood 
sample (results reported elsewhere), and the completion of a 15 min 
questionnaire including questions on demographic and lifestyle factors. 

The study received approval from the Health and Disabilities Ethics 
Committees (HDEC), reference 14/CEN/44. Informed consent was pro-
vided by all study participants or their guardians. 

2.2. Urine sampling and analyses 

First-void morning urine samples were self-collected (instructions 
aimed to limit contamination were provided) into 60 mL sterile, pre- 
labelled polypropylene urine collection containers, with samples 
stored in the participant’s home freezer (-20 ◦C) until they were sent to 
our laboratory using a pre-paid insulated postal envelope with frozen gel 
pack allowing samples to be kept cold during transit. 

All samples were shipped on dry ice to Canterbury Health Labora-
tories (www.chl.co.nz/) where the analyses for creatinine and specific 
gravity was conducted. Creatinine was measured using the colorimetric 
end-point Jaffe method. The specific gravity of the urine samples was 
determined with a refractometer. 

Sample aliquoting was conducted at Canterbury Health Laboratories 
after which 1 mL urine aliquots were shipped on dry ice to Axys 
Analytical Services in Sidney, Canada (www.axysanalytical.com/) who 
conducted the analyses for phthalate metabolites, including: MMP; MEP; 
MBP iso+n; MBzP; MCHP; MEHP; MEOHP; MEHHP; MCPP; and MiNP. 
Concentrations were determined using liquid chromatography tandem- 
mass spectrometry (LC-MS/MS; accredited method ID: SGS AXYS MLA- 
059; Method Detection Limit protocol: Federal Register 40 CFR Part 136, 
Appendix B, no iteration), based on previously described methods (Kato 
et al., 2005). Isotope 13C dilution quantification procedures provided 
recovery corrected results. Blank matrix samples (synthetic urine), for-
tified with known amounts of authentic analytes, were used to demon-
strate analytical accuracy. Aqueous lab blanks were included with each 
batch of samples (n = 32), which were below the limit of detection for all 
analytes, except for MBP detected in one lab blank (1.7 μg/L). MBP 
concentrations for this batch were lab blank corrected. 

2.3. Statistical analyses 

Urinary concentrations were expressed unadjusted for urine dilution 
(in μg/L) as well as adjusted for creatinine (in μg/g creatinine) and 
specific gravity (in μg/L specific gravity adjusted). Summary statistics of 
urine phthalate metabolite concentrations, including geometric means 
(GM) and 95% confidence intervals were calculated separately for adults 
and children, and by age group and gender. For analytical results below 
the limit of detection, half the limit of detection was used in further 
calculations. Linear regression on log-transformed urine concentrations 
was used to assess associations with a range of demographic and lifestyle 
factors. The exponentiated regression coefficients represent an exposure 
ratio (e.g. an exponentiated coefficient of 2 for males indicating a 2 
times higher exposure for males compared to females). Initial models 
included the individual variables adjusting for age and gender. Indi-
vidual variables included ethnicity (Māori, other), highest achieved 
education (adults only), body mass index (BMI, adults only), smoking 

Abbreviations 

BBzP butyl benzyl phthalate 
BE biomonitoring equivalent 
DBP iso+n dibutyl phthalate iso+n 
DCHP dicyclohexyl phthalate 
DEHP di (2-ethylhexyl) phthalate 
DEP diethyl phthalate 
DiDP di-iso-decyl phthalate 
DINCH 1,2-cyclohexane dicarboxylic acid diisononyl ester 
DiNP di-iso-nonyl phthalate 
DMP dimethyl phthalate 
DnOP di-n-octyl phthalate 
GM geometric mean 
HBM-GVGenPop human biomonitoring guidance value for the general 

population 
LC-MS/MS liquid chromatography tandem-mass spectrometry 
LOD limit of detection 
MBP iso+n monobutyl phthalate iso+n 
MBzP monobenzyl phthalate 
MCHP mono-cyclohexyl phthalate 
MCPP mono-(3-carboxypropyl) phthalate 
MEHHP mono-(2-ethyl-5-hydroxyhexyl) phthalate 
MEHP mono-2-ethylhexyl phthalate 
MEOHP mono-(2-ethyl-5-oxohexyl) phthalate 
MEP monoethyl phthalate 
MiNP mono-iso-nonyl phthalate 
MMP monomethyl phthalate 
RfD reference dose 
TDI tolerable daily intake  
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(adults only), living with a smoker, alcohol consumption (adults only), 
age of dwelling, type of water supply of dwelling, water filter at 
dwelling, rural/urban residency, consumption of tap water, consump-
tion of bottled water, and a short list of dietary items (including the 
frequency of eating hot meals that have been stored, cooked, or re- 
heated in plastic containers). If the variable was associated with 
phthalate metabolite urine concentrations (p < 0.05) in these initial 
models, the variable was then included in a multivariable model 
together with other variables that were associated with the phthalate 
metabolite (p < 0.05) in the initial models (whilst also adjusting for age 
and gender). 

2.4. International comparison 

Human biomonitoring studies conducted in other countries reporting 
on general population urinary phthalate metabolite levels were identi-
fied through a literature search. Studies included in the international 
comparison were restricted to those that: (i) had urine samples collected 
within 5 years of the New Zealand study collection period, i.e. within the 
period 2009–2020; (ii) included both males and females; (iii) reported 
geometric means; and (iv) reported urinary concentrations in μg/L as 
this was the most commonly reported unit. For studies reporting on 
MiBP and MnBP separately, GMs were added to enable a comparison 
with MBP iso+n. The same approach was used for the DEHP metabolites 
MEHP+MEOHP+MEHHP. 

3. Results 

For a total of 600 participants (298 children and 302 adults, 29% and 
38% of which Māori, 33% overall), urinary phthalate metabolite con-
centrations were determined. Of the 10 phthalate metabolites measured 
in urine (Table 1), 7 were detected in the majority of samples (MEP, MBP 
iso+n, MBzP, MEHP, MEOHP, MEHHP, MCPP). The highest GM was 
observed for MBP iso+n (37.0 μg/L for adults and 60.5 μg/L for chil-
dren), followed by the sum of three DEHP metabolites 
(MEHP+MEOHP+MEHHP: 19.0 μg/L for adults and 35.5 μg/L for 
children), MEP (19.0 μg/L for adults and 13.0 μg/L for children), and 

MBzP (4.2 μg/L for adults and 7.7 μg/L for children). More summary 
statistics, and levels adjusted for urine dilution, are provided in Sup-
plementary Table 1. 

Concentrations of the three metabolites of DEHP were strongly 
correlated with each other as well as with their summed values (Sup-
plementary Table 2), with Pearson coefficients ranging between 0.65 
and 0.97 (p < 0.0001). Strong correlations were also observed among 
DEHP metabolites, MBP, MBzP and MCPP, with Pearson coefficients 
ranging between 0.26 and 0.60 (p < 0.0001). MEP, on the other hand, 
was not strongly correlated with any of the other metabolites, with 
Pearson coefficients ranging between 0.08 and 0.13. 

Geometric mean concentrations of phthalate metabolites, by age 
group and gender, are provided in Fig. 1, for the metabolites detected in 
the majority of samples. Children had higher GMs compared to the older 
age groups for MBP iso+n, DEHP metabolites, MBzP and MCPP. The 
pattern was reversed for MEP, for which children had lower levels. The 
differences between age groups depended on the type of adjustment 
made to normalise the urinary concentrations (Supplementary Fig. 1). 
Creatinine adjustment increased differences between children and 
adults, and decreased differences for the 20+ age groups, while unad-
justed concentrations suggested a more gradual trend by age. Specific 
gravity adjustment tended to reduce differences in metabolite concen-
trations between age groups, while showing the same increasing age 
trend observed for the unadjusted urinary concentrations. 

Overall, there were few differences in phthalate metabolite levels 
between males and females. Whether gender differences were observed 
depended to some extent on whether adjustment for creatinine or spe-
cific gravity was applied (Supplementary Fig. 1). For example, the GM 
for MEP for 40-60-year-old women were significantly higher than for 
men when creatinine or specific gravity adjustments were applied, but 
this difference reduced for unadjusted concentrations. 

When considering exposure to the overall sum of the phthalate me-
tabolites (Fig. 2), the youngest age group (age 5–10) had the highest 
exposure to phthalates, which was independent of the type of adjust-
ment made (Supplementary Fig. 2). For all age and gender groups, the 
largest contributor to the summed value of phthalate metabolites was 
MBP iso+n (>40% for most groups). With higher age, MEP contributed 

Table 1 
Urinary phthalate metabolite concentrations (μg/L) in New Zealand children (n = 298) and adults (n = 302), 2014–2016.  

metabolite measured in urine (precursor phthalate) population 
group 

detection 
frequency (%)a) 

50th 
%ile 

95th 
%ile 

GM (95%CI) GM 

MMP (DMP) children 10 <LOD 13.6 <LOD –  
adults 4 <LOD 2.9 <LOD – 

MEP (DEP) children 94 12.0 109.5 13.0 (11.4–14.8)  
adults 96 19.1 147.7 19.0 (16.6–21.9) 

MBP iso+nb) (DBP iso+nc)) children 100 60.5 198.5 60.5 (55.7–65.7)  
adults 100 36.1 147.2 37.0 (33.4–40.9) 

MBzP (BBzP) children 93 7.4 50.6 7.7 (6.7–8.8)  
adults 82 4.6 32.7 4.2 (3.6–4.8) 

MCHP (DCHP) children 0 <LOD <LOD <LOD –  
adults 1 <LOD <LOD <LOD – 

MEHP (DEHP) children 90 2.8 11.3 2.7 (2.5–3.0)  
adults 75 2.1 10.1 2.0 (1.8–2.2) 

MEOHP (DEHP) children 100 14.3 47.0 14.2 (13.1–15.4)  
adults 99 7.0 25.9 7.0 (6.4–7.7) 

MEHHP (DEHP) children 98 18.6 68.2 17.6 (15.9–19.4)  
adults 96 9.6 38.9 9.0 (8.0–10.1) 

MEHP+MEOHP+MEHHP children 100 37.0 122.4 35.5 (32.5–38.7)  
adults 100 19.0 76.1 19.0 (17.2–20.9) 

MCPPd) (DnOP) children 77 3.0 11.8 3.3 (3.0–3.7)  
adults 64 2.0 18.3 2.4 (2.1–2.7) 

MiNPe) (DiNP) children 0 <LOD <LOD <LOD –  
adults 1 <LOD <LOD <LOD –  

a Limit of detection was 1 μg/L for MMP, MBP, MBzP, MEHP, MEOHP, MEHHP, MCHP, MiNP; 2 μg/L for MEP, MCPP. 
b Mono-n-butyl phthalate and mono-iso-butyl phthalate were measured together. 
c MnBP is also a minor metabolite of butyl benzyl phthalate (BBzP) (Johns et al., 2015) 
d MCPP is thought to be the main metabolite of DnOP (Calafat et al., 2006) 
e Oxidative metabolites of DiNP were not determined as part of this study, MiNP is considered to be only a minor metabolite of DiNP(Frederiksen et al., 2007) 
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relatively more (ranging from 10% to >30%) to the sum of phthalate 
metabolites. 

Multivariable linear regression showed that specific gravity-adjusted 
phthalate metabolite concentrations were not associated with ethnicity 
(Māori/non-Māori), rural/urban residency, highest achieved education 
(adults only) or specific dietary items. BMI (only available for adults) 
was inversely associated with both MEP and MBzP metabolite concen-
trations (Table 2), with a BMI>35 associated with an approximately 
40–50% lower urinary concentrations compared to those with a BMI of 
17–25. Eating warm meals from plastic containers >2 times/week was 
associated with higher levels of MBP iso+n (for adults), 
MEHP+MEOHP+MEHHP (for children and adults), and MBzP (for 

children) (Table 2). These associations were similar when different 
urinary dilution adjustments were applied (Supplementary Table 3). 

Fig. 3 compares the GMs observed in this study with those reported 
internationally. This indicates that New Zealand levels are in the middle 
of the international range for MBP iso+n, MEHP+MEOHP+MEHHP and 
MBzP, while levels of MEP were relatively low. Supplementary Fig. 3 
provides an additional comparison of the New Zealand data with time 
trends reported for the USA (CDC, 2021), showing that New Zealand 
urinary concentrations for MBP iso+n are higher than those reported for 
the USA at any time since 1999. 

Health-based exposure guidance values and biomonitoring equiva-
lents (BE) are available for several phthalate metabolites assessed in this 

Fig. 1. Geometric means and 95%CI of phthalate metabolite urine concentrations (μg/L) by age and gender (*p < 0.05 for difference between males and females).  

Fig. 2. Sum of GMs of phthalate metabolites (in % of total and in μg/L), by age and gender.  
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study (Table 3). Exceeding the BE suggests that adverse health effects 
cannot be excluded with sufficient certainty (Schwedler et al., 2020). 
The GMs for the New Zealand study population (Table 1) were generally 
far below these BEs. For DBP and DEHP, some individual urinary con-
centrations exceeded the BE, for both children (up to 16%) and adults 
(up to 3%). Because in this study MnBP and MiBP were not determined 
individually, and these two metabolites have different Biomonitoring 
Equivalents, a comparison was not straight forward. Only HBM-GV 
provides a BE for both MiBP and MnBP, with MiBP having a higher BE 
than MnBP. The percentage of exceedances among children therefore 
ranged between 9.1% (assuming all MBP is MiBP) and 16.4% (assuming 
all MBP is MnBP). The percentage of exceedances among adults ranged 
between 2.6% (assuming all MBP is MiBP) and 3.3% (assuming all MBP 
is MnBP). Urinary concentrations of DEP and BBzP metabolites never 
exceeded the BEs. 

4. Discussion 

This study shows that exposure to phthalate plasticisers in the New 
Zealand population is widespread, and that New Zealand levels are in 
the mid-range when compared to other countries with recent data 
available. In contrast, levels of DEP, used in personal care products 
rather than as a plasticiser, were relatively low in New Zealand. 

This study did not include all relevant phthalates or phthalate me-
tabolites. While low molecular weight phthalates metabolise predomi-
nantly to their simple monoesters, high molecular weight phthalates can 
metabolise to a range of oxidised metabolites, with only a small fraction 
excreted as the simple monoester. The only metabolite of DiNP analysed 
in this study was its simple monoester, thus underestimating exposure to 
DiNP. It is likely that New Zealanders have substantial exposure to DiNP, 
given that among 14 phthalates analysed in New Zealand food items, 
DiNP was most frequently detected (Pearson and van den Beuken, 
2017). DEHP has increasingly been replaced by DiNP, for which the 
relevant metabolites were not included in this study, and by DiDP which 
was also not included. Future studies on phthalate exposure in New 
Zealand will therefore need to consider replacements of previously 
widely used phthalates, including non-phthalate replacement 

plasticisers such as DINCH. 
For this population, the highest levels were measured for metabolites 

of DBP. The analytical methods used did not distinguish between MnBP 
and MiBP and only the summed urinary concentrations were obtained 
(MBP iso+n). Historically MnBP has been dominant, but in the USA 
urinary levels of MnBP have decreased over time, while that of MiBP 
have increased (Zota and Woodruff, 2014). MBP iso+n was detected at 
levels substantially higher than those reported for the USA at any time 
since the start of phthalate biomonitoring in 1999, with some individual 
levels among adults and children exceeding the BE. This is of concern, 
given that DBP has been shown to be a skin irritant, a suspected 
reproduction toxicant (Xie et al., 2019), and may aggravate asthma 
(Zhou et al., 2020). The use of DBP in toys and children’s products has 
been restricted in the USA and EU, but not in New Zealand (Ashworth 
et al., 2018). 

DEHP was the second highest phthalate measured here, at levels 
higher than the most recent NHANES data. Many manufacturers have 
discontinued use of DEHP in their products due to potential health 
concerns, and for the USA substantial reductions in exposure over time 
have been reported (CDC, 2019). It is therefore likely that New Zealand 
exposures to DEHP were higher in the past because many goods con-
taining DEHP are imported from the USA and other countries. Exceed-
ances of the BE for DEHP metabolites did occur in our study population, 
albeit rarely (<1%). 

MEP, a metabolite of DEP, was measured at the third highest level in 
this population. Levels were lower than reported for several other 
countries including the USA, where urinary MEP levels have reduced 
substantially over time, likely reflecting reductions in the use of DEP in 
personal care products. None of the participants in this study exceeded 
the BE for MEP, with even the highest measured levels at least 10 times 
below the BE. MEP was not strongly correlated with any of the other 
phthalate metabolites, suggesting a different exposure source from those 
of other phthalates. MEP was also the only metabolite that was higher in 
adults compared to children, and higher among females compared to 
males in the 40–60-year age group. These patterns are consistent with 
personal care products as a dominant source of exposure to DEP in the 
New Zealand population. 

Table 2 
Linear regression on urine concentrations of phthalate metabolites (specific gravity adjusted and log-transformed) for New Zealand children and adults.    

MBP iso+n MEHP+ MEOHP+ MEHHP MEP MBzP MCPP  

n exposure ratio (ER) exposure ratio (ER) exposure ratio (ER) exposure ratio (ER) exposure ratio (ER) 

adults       
BMI       
17-25 114 ref ref ref ref ref 
25-30 92 1.0 0.9 0.9 0.7 0.8 
30-35 44 0.8 0.9 0.8 0.9 0.7 
35+ 41 0.9 0.9 0.5* 0.6* 1.0 
meals from plastica       

never 35 ref ref ref ref ref 
<1 times/week 87 1.1 1.0 0.9 0.9 0.8 
1-2 times/week 99 1.3 1.1 0.7 1.1 0.9 
>2 times/week 70 1.4* 1.3 0.7 1.2 1.0        

children       
meals from plastica       

never 44 ref ref ref ref ref 
<1 times/week 140 1.1 1.3* 1.0 1.1 1.0 
1-2 times/week 72 1.1 1.2 1.1 1.1 0.9 
>2 times/week 37 1.2 1.4* 0.9 1.7* 1.0        

ER: exposure ratio (exponentiated regression coefficient). 
BMI: body mass index based on self-reported weight and height. 
Adjustment: all models were adjusted for gender (male/female) and age (years). 
*p < 0.05. 
Ref: reference. 

a Based on the question: How often do you/does your child eat hot meals that have been stored, cooked, or re-heated in plastic containers (e.g. take-away meal, 
ready-made meal, leftovers heated or stored in plastic containers)?. 
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Our study did not identify associations with specific dietary items, 
which is not surprising given the large number of sources and routes of 
phthalate exposure, and the limitations of the short dietary question-
naire used in this study. Fasting studies have identified diet as a prin-
cipal route of exposure to many phthalates, in particular high molecular 
weight phthalates. In a 48-h fasting study among 5 adults in Germany 
(Koch et al., 2013), concentrations of metabolites of high molecular 
weight phthalates (DEHP, DiNP and DiDP) showed a rapid decline 
within 24 h of fasting, rising again after food consumption resumed. By 
contrast, for metabolites of the low molecular weight phthalates 
including DMP, DEP, BBzP, DnBP and DiBP, only a weak influence of 

fasting was observed. For several phthalate metabolites we found that 
eating hot meals from plastic containers was associated with higher 
levels, including DEHP metabolites, MBP iso+n, and MBzP. Food 
packaging is a known source of DEHP exposure (Rudel et al., 2011) and 
limiting consumption of foods packaged and prepared in plastics and 
cans has been shown to significantly reduce urinary DEHP metabolites, 
with an increase shown after resuming packaged food consumption 
(Rudel et al., 2011). Both DEHP and DBP have been found to migrate 
from polypropylene food containers, particularly under acidic condi-
tions and after longer heating time (Fang et al., 2017). These results 
suggest that phthalate reductions in food packaging and storage 

Fig. 3. Urinary phthalate metabolite concentrations (GM in μg/L) for New Zealand children and adults (2014–2016), compared to internationally reported levels 
(studies conducted ≥2009) (Berman et al., 2013; Cerna et al., 2015; Choi et al., 2017; Correia-Sa et al., 2018; Dewalque et al., 2014; Haines et al., 2017; Hartmann 
et al., 2015; Huang et al., 2015; Larsson et al., 2017; Lee et al., 2019; Liao et al., 2021; Rocha et al., 2017; Schwedler et al., 2017; Wang et al., 2015). 
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materials could present an effective strategy to reduce exposure for the 
New Zealand population, in particular for those phthalates for which 
biomonitoring equivalents were exceeded and therefore of greatest 
health concern (i.e., DBP and DEHP). 

We observed an inverse association between BMI and urinary MEP 
and MBzP levels. Inconsistent associations between BMI and urinary 
phthalate metabolites have been reported in the literature (Goodman 
et al., 2014). A recent review of 18 studies reported predominantly 
positive but also inverse associations between BMI and phthalate levels 
(Ribeiro et al., 2020). This inconsistency among populations suggest 
that the association does not necessarily indicate a direct link between 
phthalate exposure and obesity, but instead may be mediated by certain 
lifestyle factors (i.e., diet, use of personal care products) in a 
population-specific way. For example, the inverse association observed 
here between BMI and MEP could be the result of a lower use of personal 
care products in those with a higher BMI in this population, although our 
questionnaire did not collect the information needed to verify this hy-
pothesis. Alternatively, a lower body surface area to volume ratio 
associated with higher BMI may lead to a lower dermal uptake of per-
sonal care products relative to body volume. An additional complication 
in studying the association between BMI and phthalates is the differ-
ential impact the type of urinary dilution adjustment can have on the 
association (Lee et al., 2021), although we note that in our study BMI 
was inversely associated with urinary MEP and MBzP independent of the 
type of adjustment applied. Also, both causality (phthalates have been 
suggested to act as obesogens (Grun and Blumberg, 2009)) and reverse 
causality (BMI could impact on phthalate storage and metabolism) may 
play a role, but this cannot be confirmed or excluded in cross-sectional 
studies such as these. To fully elucidate the link between phthalates and 
BMI, longitudinal studies are needed that consider these complexities. 

In this study we observed no difference in urinary phthalate 
metabolite levels between Māori and non-Māori. In the US NHANES 
study (Silva et al., 2004) ethnic differences were also not observed for 
most phthalate metabolites, but significantly higher concentrations of 
MEP were observed for non-Hispanic blacks compared to Mexican 
Americans and non-Hispanic whites, particularly among children. The 
authors speculated that these differences may be due to the use of 
certain beauty and hair care products specifically marketed for this 
population, often beginning at a young age. Our results suggest that such 
ethnic differences in the use of certain phthalate containing personal 
care products do not appear to be relevant for the New Zealand 
population. 

A consistent finding among phthalate biomonitoring studies, 
including this study, is the higher phthalate metabolite urinary levels for 
children compared to adults (except for MEP). This negative association 
with age was observed irrespective of the type of urinary dilution 
adjustment applied, indicating that this trend is not an artefact of dilu-
tion adjustment. This consistent difference could be explained by chil-
dren consuming a higher proportion of food compared to body size 
(Varshavsky et al., 2018), and other exposure sources that are particu-
larly relevant for children. Children’s toys have been a source of 
phthalate exposure: a study of phthalates in 49 children’s toys in New 
Zealand (Ashworth and Chappell, 2015; Ashworth et al., 2018) reported 
that exceedances of the EU regulatory limit of 0.1% phthalate by weight 
of the material occurred for DiDP (20 samples), DEHP (17 samples), 
DiNP (14 samples), DiBP (7 samples), DnBP (4 samples), and DnOP (2 
samples), with particularly high levels (up to 54% w/w) of DEHP. 
Children also play on the floor and engage more in hand-to-mouth ac-
tivity, resulting in more exposure to phthalates that accumulate in house 
dust and leach from vinyl flooring. In a study from Germany, phthalate 
biomarker concentrations in urine were positively associated with the 
levels of the respective phthalate in house dust (Schwedler et al., 2020). 
A study from the USA (Hammel et al., 2019) showed that dermal contact 
and hand-to-mouth behaviours are important sources of exposure to 
phthalates. Children who lived in homes with 100% vinyl flooring had 
urinary concentrations of MBzP that were 15 times higher than those of 
children who lived in homes with no vinyl flooring (Hammel et al., 
2019). These results emphasise the need for 
phthalate-exposure-reduction-strategies that include exposure sources 
that are particularly relevant to children. 

5. Conclusions 

Phthalate exposure is omnipresent in both children and adults in 
New Zealand, with the highest urinary levels observed for DBP and 
DEHP metabolites. Exceedances of the biomonitoring equivalents of 
health-based guidance values for DBP and DEHP in a small proportion of 
children and adults indicate that health effects from current phthalate 
exposure levels cannot be excluded with confidence. 
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Table 3 
Health-based exposure guidance values for selected phthalate metabolites and exceedances of biomonitoring equivalents in New Zealand children and adults.  

phthalate metabolites Biomonitoring Equivalent 
(BE)1) in μg/L 

Health based guidance value the BE was based on  Exceedances in 
298 
children 

Exceedances in 
302 adults   

children adults   n % n % 

DnBP MnBP 120 190 HBM-GVGenPop Scenario 1 49 16.4% 10 3.3%      
Scenario 2 10 3.4% 3 1.0%   

200 200 EFSA TDI Scenario 1 15 5.0% 9 3.0%      
Scenario 2 2 0.7% 3 1.0%   

1400 1400 Health Canada TDI  0  0    
2700 2700 USEPA RfD  0  0  

DiBP MiBP 160 230 HBM-GVGenPop Scenario 3 27 9.1% 8 2.6% 
DEHP MEOHP+MEHHP 340 500 HBM-GVGenPop  0  0   

MEHP+MEOHP+MEHHP 260 260 USEPA RfD  2 0.7% 1 0.3%   
660 660 EFSA TDI  0  0  

DEP MEP 18000 18000 USEPA RfD  0  0  
BBzP MBzP 2000 3000 HBM-GVGenPop  0  0    

3800 3800 USEPA RfD  0  0    
12000 12000 EFSA TDI  0  0    
31000 31000 Health Canada TDI  0  0  

Biomonitoring Equivalents (BE) were extracted from (Aylward et al., 2009a, b; Lange et al., 2021). 
Scenario 1: assuming all MBP is MnBP; Scenario 2: assuming 50% of MBP is MnBP. 
Scenario 3: assuming all MBP is MiBP. 
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Low SARS-CoV-2 infection rates and high vaccine-induced immunity 
among German healthcare workers at the end of the third wave of the 
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A B S T R A C T   

In this longitudinal cohort study, we assessed the severe acute respiratory syndrome coronavirus type 2 (SARS- 
CoV-2) seroconversion rates and analyzed the coronavirus disease 2019 (COVID-19) vaccine-induced immunity 
of 872 hospital workers at the University Medical Center Hamburg-Eppendorf between May 11 and May 31, 
2021. The overall seroprevalence of anti–NC–SARS-CoV-2 antibodies was 4.7% (n = 41), indicating low SARS- 
CoV-2 infection rates and persistent effectiveness of hospital-wide infection control interventions during the 
second and third wave of the pandemic. In total, 92.7% (n = 808) out of the entire study cohort, 98.2% (n = 325) 
of those who had been vaccinated once and all 393 individuals who had been vaccinated twice had detectable 
anti-S1-RBD-SARS-CoV-2 antibody titers and no significant differences in vaccine-induced immune response 
were detected between male and female individuals and between different age groups. Vaccinated study par-
ticipants with detectable anti–NC–SARS-CoV-2 antibody titers (n = 30) developed generally higher anti-S1-RBD- 
SARS-CoV-2 antibody titers compared to anti–NC–SARS-CoV-2 negative individuals (n = 694) (median titer: 
7812 vs. 345 BAU/ml, p < 0.0001). Furthermore, study participants who received heterologous vaccination with 
AZD1222 followed by an mRNA vaccine showed markedly higher anti-S1-RBD-SARS-CoV-2 antibody titers than 
individuals who received two doses of an mRNA vaccine or two doses of AZD1222 (median titer: AZD1222/ 
AZD1222: 1069 BAU/ml, mRNA/mRNA: 1388 BAU/ml, AZD1222/mRNA: 9450 BAU/ml; p < 0.0001). Our 
results indicate that infection control interventions were generally effective in preventing nosocomial trans-
mission of SARS-CoV-2 and that COVID-19 vaccines can elicit strong humoral responses in the majority of a real- 
world cohort of hospital workers.   

1. Introduction 

We have previously reported the first results of our severe acute 
respiratory syndrome coronavirus type 2 (SARS-CoV-2) seroprevalence 
project and could demonstrate low anti-S1-SARS-CoV-2 seroprevalence 
in 1253 hospital workers at the University Medical Center Hamburg- 
Eppendorf during the first wave of the coronavirus disease 2019 
(COVID-19) epidemic up until July 2020 (Brehm et al., 2021c). As the 
epidemic in Germany evolved, an exponential increase in COVID-19 

cases occurred during a second wave in autumn 2020 with incidence 
peaks with a 7-day incidence of more than 200 per 100,000 inhabitants 
in December and January 2020 and again during a third wave which 
peaked in April 2021 with more than 150 per 100,00 inhabitants 
(Robert-Koch-Institut, 2021a). At our center, the majority of COVID-19 
patients were hospitalized during the second and third waves of the 
pandemic (Brehm et al., 2021a). Various infection control interventions 
such as universal masking, visitor restrictions, universal reverse tran-
scription polymerase chain reaction (RT-PCR) admission screening of 
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patients, and regular RT-PCR screening of asymptomatic healthcare 
workers (HCW) were rapidly implemented at our tertiary care center 
and repeatedly adapted throughout the epidemic. By June 2021, more 
than 150.000 SARS-CoV-2 RT-PCR tests were conducted among hospital 
employees, and a total of 111 infections were detected, the majority of 
which were classified as not work-related. However, it is not clear how 
many infections have been missed despite these screening efforts. Since 
both infection with SARS-CoV-2 and vaccination with the now licensed 
COVID-19 vaccines elicit antibodies directed against the receptor 
binding domain (RBD) of the viral spike protein (S) , we adapted our 
strategy to detect resolved infections by screening for antibodies 
directed against the viral nucleocapsid (NC), which are only present 
after natural infection. By June 2021, the European Medicines Agency 
(EMA) has granted conditional marketing authorizations for the two 
mRNA COVID-19 vaccines BNT162b2 (Comirnaty, Biontech/Pfizer) 
(EMA, 2021a), mRNA-1273 (Moderna/NIAID) (EMA, 2021b), and the 
viral vector-based vaccines AZD1222 (Vaxzevria, AstraZeneca) (EMA, 
2021c), and Ad26.COV2.S (Janssen) (EMA, 2021d). The respective 
phase 3 trials reported high efficacy in priming neutralizing 
anti-spike-SARS-CoV-2 antibodies and preventing symptomatic 
SARS-CoV-2 infections after a single dose (AZD1222) (Sadoff et al., 
2021) or two doses administered three (BNT162b2) (Polack et al., 
2020), four (mRNA-1273) (Baden et al., 2021) or 12 weeks (AZD1222) 
(Voysey et al., 2021) apart. However, vaccine efficacy may differ in 
different populations, and vaccine regimens may vary depending on 
availability, national guidelines, and findings of post-marketing sur-
veillance. Since the administration of AZD1222 was suspended in in-
dividuals below 60 years in Germany after the occurrence of 
vaccine-induced immune thrombotic thrombocytopenia in March 
2021 (Greinacher et al., 2021; Schultz et al., 2021), heterologous 
booster vaccination with an mRNA vaccine was recommended in this 
group of vaccinees. As evidence on the quality and quantity of short and 
mid-term immune responses to these different COVID-19 vaccine regi-
mens is currently limited, real-world studies are urgently needed to 
develop rational and efficient vaccination schedules for the long-term 
protection of both hospital employees and their patients. As part of 
our seroprevalence project, we performed another study visit in May 
2021 to determine the number of hospital employees who were know-
ingly or unknowingly infected with SARS-CoV-2 as well as to assess the 
vaccine-induced humoral immunity to different COVID-19 vaccine 
regimens. 

2. Materials and methods 

2.1. Study design 

Participants of our ongoing SARS-CoV-2 seroprevalence study were 
recruited by informing employees of the University Medical Center 
Hamburg-Eppendorf via email about the possibility to participate at the 
current study visit and written informed consent was obtained by all 
study participants before recruitment. For the present study visit, par-
ticipants were invited to provide a serum sample between May 11 and 
May 31, 2021. Demographic and occupational characteristics, prior 
SARS-CoV-2 infections, and vaccination status were assessed using an 
online REDcap electronic data capture tool specifically designed for the 
present study. The two licensed mRNA vaccines, BNT162b2 and mRNA- 
1273, were subsequently subsumed to one category. The study protocol 
was reviewed and approved by the Ethics Committee of the Medical 
Council of Hamburg (PV 7298). 

2.2. Serology 

The humoral immune response to COVID-19 vaccination and/or 
SARS-CoV-2 infection was assessed by the quantitative anti-S1-RBD- 
SARS-CoV-2 assay (Elecsys Anti-SARS-CoV-2 Spike, Roche, Mannheim, 
Germany; cut off 0.8 U/ml), which RB has a reported sensitivity of 

99.8% and specificity of 100% (Roche 2021a). To differentiate between 
past infection and vaccine-induced immune response, the qualitative 
anti–NC–SARS-CoV-2 Ig assay was used (Elecsys Anti-SARS-CoV-2, 
Roche, Mannheim Germany; cut off ≥1 COI/ml). The reported sensi-
tivity (in patients ≥14 days after infection) and specificity of this assay 
are 99.5% and 99.8%, respectively (Roche 2021b). Both electro-
chemiluminescence immunoassays (Cobas e411, Roche; Mannheim, 
Germany) use a double-antigen sandwich assay format that detects IgA, 
IgM, and IgG. Samples with titers above 250 U/ml were manually 
diluted 1:100 in dilution buffer according to the manufacturer’s rec-
ommendations to increase the linear range to 25000 U/ml. A mathe-
matical transposition of Elecsys anti-S1-RBD-SARS-CoV-2 specific U/ml 
to the World Health Organization (WHO) standard BAU/ml was per-
formed using the following equation: U/ml = 0.972 x BAU/ml (Resman 
Rus et al., 2021). It has been previously demonstrated that an 
anti-S1-RBD-SARS-CoV-2 antibody concentration of more than 133 
BAU/ml predicts the presence of neutralizing antibodies after natural 
infection (Resman Rus et al., 2021). It may thus be a potential surrogate 
for high protection from COVID-19 after vaccination, so we specifically 
calculated the percentage of different subgroups of our study cohort 
with antibody titers above this threshold. 

2.3. Statistical analyses 

A two-tailed Mann–Whitney U test was used to analyze the median 
antibody titers between subgroups. In addition, linear regression anal-
ysis was performed to assess the correlation between age and antibody 
titers. P-values lower than 0.05 were considered statistically significant. 
Statistical analyses were performed using GraphPad Prism, version 9 for 
macOS (GraphPad Software, La Jolla, California, USA). 

3. Results 

3.1. Characterization of the study population 

A total of 872 individuals participated in the current study visit, 
representing around 8% of all employees of the University Medical 
Center Hamburg-Eppendorf. The median age was 38 years (IQR 30–49 
years), and 78.0% (n = 680) of the study population were women 
(Table 1). The majority of study participants were HCW (81.7%, n =
712) directly involved in patient care at different departments of our 
tertiary care center: 36.0% were nurses (n = 314), 20.1% physicians (n 
= 175), 10.1% medical technicians (n = 88) and 15.5% had other pro-
fessions (n = 135). Information on prior SARS-CoV-2 infections and 

Table 1 
Characterization of the study cohort.   

n % 

Study participants, total 872 100 
Age* 
Median (years) 38  
IQR (years) 30–49  
Not provided 11 1.3 
Sex 
female 680 78.0 
male 183 21.0 
diverse 9 1.0 
Healthcare worker 
yes 712 81.7 
no 149 17.1 
unknown 11 1.3 
Profession 
nurse 314 36.0 
physician 175 20.1 
medical technician 88 10.1 
other healthcare worker 135 15.5 
non-healthcare worker 149 17.1 
unknown 11 1.3  
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vaccination status was provided by the majority of study participants 
(90.6%, n = 790) (Supplemental Table 1). Of those, 41.9% (n = 331) 
had received one dose of a COVID-19 vaccine (AZD1222: n = 267, 
mRNA: n = 64). Another 49.7% (n = 393) had received two COVID-19 
vaccine doses (AZD1222/AZD1222: n = 25; AZD1222/mRNA: n = 106; 
mRNA/mRNA: n = 261) at the time of the study visit. Thirty-one in-
dividuals (3.9%) reported that they had been diagnosed with SARS-CoV- 
2 in the past. 

3.2. Serological results 

At the current study visit, 4.7% (n = 41) of the study population had 
detectable anti-NC-antibodies indicating prior infection with SARS-CoV- 
2. Of those, 31 (76%) had been knowingly infected with SARS-CoV-2 in 
the past, while 12 (29%) did not report a previous infection. In total, 
92.7% (n = 808) out of the entire study cohort, 98.2% (n = 325) of those 
who had been vaccinated once and all 393 individuals who had been 
vaccinated twice had detectable anti-S1-RBD-SARS-CoV-2 antibody ti-
ters. Among all vaccinated study participants, those with detectable 
anti–NC–SARS-CoV-2 antibody titers (n = 30) developed generally 
higher anti-S1-RBD-SARS-CoV-2 antibody titers compared to anti-
–NC–SARS-CoV-2 negative individuals (n = 694) (median titer: 7812 vs. 
345 BAU/ml, p < 0.0001). Among individuals who had received one 
vaccine dose with AZD1222, those who were anti–NC–SARS-CoV-2 
positive (median titer: 7797 BAU/ml) had significantly higher anti-S1- 
RBD-SARS-CoV-2 antibody titers than those who were anti–NC–SARS- 
CoV-2 negative (median titer: 61 BAU/ml; p < 0,0001) (Fig. 1). Like-
wise, anti-S1-RBD-SARS-CoV-2 antibody titers were higher amongst 
individuals with detectable anti–NC–SARS-CoV-2 antibodies compared 
to those without detectable anti–NC–SARS-CoV-2 antibodies both in the 
subgroup of individuals who had received one dose of an mRNA vaccine 
(median titer: 15269 BAU/ml vs 109 BAU/ml; p < 0.0001) and the 
subgroup that had received two doses of an mRNA vaccine (median titer; 
4725 BAU/ml vs 1333 BAU/ml; p = 0.0003). In the subgroups with 
other vaccination regimens (AZD122/AZD122, AZD122/mRNA), the 
number of individuals with detectable anti–NC–SARS-CoV-2 antibodies 
was too small for detailed statistical analysis. Since the interval between 
the first and the second vaccine at our center was generally six weeks for 

mRNA vaccines and 12 weeks for AZD1222, the duration after the first 
vaccine dose at the time of the study visit was generally longer amongst 
study participants who had received one dose of AZD1222 (median 
duration: AZD1222: 80 days, mRNA: 28 days, p < 0.0001), but anti-S1- 
RBD-SARS-CoV-2 antibody titers were higher among individuals who 
had received an mRNA vaccine (median titer: AZD1222: 63 BAU/ml, 
mRNA: 122 BAU/ml; p = 0.005) (Fig. 2A and B). Among study partic-
ipants who had already received two vaccine doses, the duration after 
the second dose was markedly longer amongst those who had received 
two doses of an mRNA vaccine since those vaccines were licensed and 
available earlier compared to AZD1222 (median duration: AZD1222/ 
AZD1222: 9 days, mRNA/mRNA: 106 days, AZD1222/mRNA: 9 days; p 
< 0.001) (Fig. 2 C and 2D). Of note, the study participants who received 
vaccination with AZD1222 followed by an mRNA vaccine showed 
significantly higher anti-S1-RBD-SARS-CoV-2 antibody titers than in-
dividuals who had received two doses of an mRNA vaccine or two doses 
of AZD1222 (median titer: AZD1222/AZD1222: 1069 BAU/ml, mRNA/ 
mRNA: 1388 BAU/ml, AZD1222/mRNA: 9450 BAU/ml; p < 0.0001). 
Anti-S1-RBD-SARS-CoV-2 antibody concentrations above the cut-off of 
133 BAU/ml, which has been shown to predict the presence of 
neutralizing antibodies after natural SARS-CoV-2 infections (Resman 
Rus et al., 2021), were detected in 28.7% (n = 95) of those who received 
one vaccine dose and 93.6% (n = 368) who received two vaccine doses. 
COVID-19 vaccinees are generally regarded as fully vaccinated two 
weeks after the second vaccination (Keehner et al., 2021), at which time 
all but two study participants (99.3%, n = 287) had antibody titers 
above 133 BAU/ml (Supplemental Fig. 1. Linear regression analysis did 
not demonstrate a significant correlation between age and 
anti-S1-RBD-SARS-CoV-2 titers amongst study participants who had 
received one (R2 = 0.02) or two (R2 = 0.001) vaccine doses (Supple-
mental Fig. 2). Median anti-S1-RBD-SARS-CoV-2 antibody titers did not 
significantly differ between male and female study participants after the 
first (median titer: 52 BAU/ml vs. 74 BAU/ml; p = 0.07) and the second 
(1456 BAU/ml vs. 1705 BAU/ml; P = 0.98) vaccine dose. 

4. Discussion 

Here we describe the prevalence and titers of anti-S1-RBD-SARS- 

Fig. 1. Anti-S1-RBD-SARS-CoV-2 antibody titers based on infection status and different vaccination regimens. 
Legend: Anti-S1-RBD-SARS-CoV-2 antibody titers on a logarithmic scale among study participants with (NC+) and without (NC-) detectable anti–NC–SARS-CoV-2 
based on their vaccination status. Individual data points are shown as an aligned dot plot with lines showing the median with the interquartile range. Significant 
differences were determined by the two-tailed Mann–Whitney U test (***P < 0.001; **P < 0.01; *P < 0.05). 
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CoV-2 and anti–NC–SARS-CoV-2 antibodies in 872 employees of a 
German tertiary care center in May 2021 based on their vaccination and 
infection status. 

We have previously reported an anti-S1-SARS-CoV-2 seroprevalence 
of 1.8% among a cohort of hospital workers at our center by the end of 
the first wave in early July 2020 (Brehm et al., 2021c). One of the main 
findings of the current study visit was that only 4.7% of the hospital 
employees had detectable anti–NC–SARS-CoV-2 antibodies, indicating 
persistently low nosocomial SARS-CoV-2 transmission rates throughout 
the second and third wave of the COVID-19 epidemic. Since the official 
rate of recovered COVID-19 patients among inhabitants of the city-state 
of Hamburg was 4.2% in June 2021 and further unidentified cases have 
to be assumed, the infection rate among hospital employees appears to 
be not increased compared to the general population. The fact that only 
a few infections in hospital workers occurred during the second and 
third wave of the COVID-19 pandemic despite a large number of patients 
treated at our center (Brehm et al., 2021a) indicate a persistent effec-
tiveness of the progressive infection control interventions that included 
universal RT-PCR admission screening of patients and regular RT-PCR 
screening of HCW. These findings are reassuring since, despite 
increasing vaccination coverage, both hospital workers and vulnerable 
patient groups will have to be protected from nosocomial SARS-CoV-2 
transmission in the upcoming months. 

Another important finding of our study is the fact that the vast ma-
jority of our study cohort developed anti-S1-RBD-SARS-CoV-2 antibody 
titers after COVID-19 vaccination that have been shown to correlate 
with neutralizing activity after natural infection (Resman Rus et al., 
2021) after the second vaccine dose irrespective of age, sex, and 
respective vaccine regimen. While these observations are reassuring, the 
transferability of humoral immune responses in patients after natural 
infection to individuals after COVID-19 vaccination is limited and a 
reliable absolute antibody threshold for individual protection from 
COVID-19 may not exist. Importantly, infections may occur even in the 
presence of neutralizing antibodies (Brehm et al., 2021b). However, 

population-based correlates for immunity appear attainable and need to 
be identified by large prospective studies in the future (Jin et al., 2021). 
All study participants obtained their serological results as well as the 
results of the entire study cohort and were given a chance to discuss 
these findings with the scientific study team. We feel that these in-
teractions provided reassurance to the hospital employees about the 
generally high potency of COVID-19 vaccines on the one hand and the 
limited predictive value of individual antibody titers for the level of 
protection from SARS-CoV-2 on the other hand. 

Strikingly, study participants receiving a heterologous prime-boost 
vaccination regimen with AZD1222 vaccine followed by an mRNA 
vaccine developed significantly higher antibody titers than individuals 
receiving homologous vaccination regimens. This finding adds to pre-
liminary data indicating that heterologous vaccination regimens may be 
more immunogenic than homologous vaccine regimens and have com-
parable reactogenicity profiles (Hillus et al., 2021; Schmidt et al., 2021; 
Borobia et al., 2021). While these results still need further confirmation 
in larger cohorts, they may have implications for future vaccine strate-
gies against COVID-19 and other pathogens. 

It has been previously demonstrated that the humoral immune 
response to a single COVID-19 vaccine dose in individuals primed by 
natural infection may provide antibody titers at least comparable to 
those found in non-infected individuals after the second vaccine dose 
(Blain et al., 2021; Havervall et al., 2021; Krammer et al., 2021; Rey-
nolds et al., 2021; Saadat et al., 2021). In our study cohort, unvaccinated 
participants with detectable anti–NC–SARS-CoV-2 antibodies indicating 
prior infection had lower anti-S1-RBD-SARS-CoV-2 antibody titers 
compared to anti–NC–SARS-CoV-2 negative individuals who were 
vaccinated twice, indicating that booster vaccination is indeed needed 
for those recovered patients. However, anti–NC–SARS-CoV-2 positive 
individuals developed markedly higher anti-S1-RBD-SARS-CoV-2 anti-
body titers after both one and two vaccine doses compared to anti-
–NC–SARS-CoV-2 negative individuals regardless of the vaccine 
regimen. While Germany’s official public health institute currently 

Fig. 2. Anti-S1-RBD-SARS-CoV-2 antibody titers based on sex, vaccination status, and duration after vaccination. 
Legend: Anti-S1-RBD-SARS-CoV-2 antibody titers on a logarithmic scale among male (A, C) and female (B, D) study participants with (dots with black edging) and 
without (dots without black edging) detectable anti–NC–SARS-CoV-2 plotted against the duration after administration after the first (A, B) and second (B, C) COVID- 
19 vaccine dose. 
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recommends the administration of only a single dose of any of the 
COVID-19 vaccines for individuals with prior SARS-CoV-2 infection 
(Robert-Koch-Institut, 2021b), the duration of protection as well as the 
optimal timing of booster doses and selection of the most effective 
vaccine regimen yet need to be determined. 

Our study has important limitations, most of which are inherent to 
the cross-sectional character of our study. First, we only provide 
vaccine-induced antibody titers for individual time points and are not 
able to assess longitudinal data or serological kinetics. Also, since 
different COVID-19 vaccines were licensed and distributed to hospital 
workers at different points in time, we are not able to compare immune 
responses elicited by different vaccines at the same post-vaccination 
interval. Second, while our longitudinal study was initiated before 
COVID-19 vaccines could be anticipated, and study participants were 
recruited across all age groups and occupations, we did not recruit a 
strictly representative sample of hospital employees at our tertiary care 
center, which limits the overall generalizability of results. Study par-
ticipants with a positive attitude towards COVID-19 vaccines in general 
and those who have been vaccinated in particular may be more likely to 
participate in our study which may represent an important selection 
bias. Third, anti–NC–SARS-CoV-2 titers after infection with SARS-CoV-2 
wane over time (Van Elslande et al., 2021) and may theoretically not be 
detectable some months after SARS-CoV-2 infection in some individuals, 
especially in those with mild or asymptomatic disease course. However, 
healthcare workers at our institution were regularly tested for 
SARS-CoV-2 infection bi-weekly RT-PCR so it is rather unlikely that a 
substantial number of infections were not detected. Fourth, while un-
derlying comorbidities and immunocompromising medications may 
have an impact on humoral immune responses to COVID-19 vaccination 
and SARS-CoV-2 infection, we do not have any information on the im-
mune status of the study participants. Fifth, the number of study par-
ticipants, especially those with anti–NC–SARS-CoV-2 antibodies, was 
relatively small in some subgroups, and our findings need to be 
confirmed by larger cohort studies. 

While the COVID-19 pandemic evolves and the overall vaccination 
coverage increases, prospective longitudinal studies will be necessary to 
get a better understanding of the kinetics humoral and cellular immune 
responses to different COVID-19 vaccines, to identify correlates of pro-
tection against SARS-CoV-2, and to determine the duration and quality 
of infection- and vaccine-induced immunity. Considering the increasing 
occurrence of variants of concern, it will be important to determine how 
different vaccination regimens may influence protection against COVID- 
19. 

5. Conclusion 

At our tertiary care center, the number of SARS-CoV-2 infections 
among exposed hospital employees appears to have remained low 
throughout the second and third waves of the pandemic. Anti-S1-RBD- 
SARS-CoV-2 antibody titers show a high rate of strong humoral 
response to COVID-19 vaccines regardless of age, sex, and vaccine reg-
imens and indicate a high level of protection from SARS-CoV-2 in-
fections in our real-world cohort. Significantly higher anti-S1-RBD- 
SARS-CoV-2 antibody titers among individuals receiving heterologous 
prime-boost vaccination regimens with AZD1222 followed by an mRNA 
vaccine may suggest even higher efficacy than homologous regimens. 
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A B S T R A C T   

Antibiotic-resistant bacteria (ARB) and antibiotic resistance genes (ARGs) are pollutants of worldwide concern 
that threaten human health and ecosystems. Anthropogenic activities and wastewater could be ARB and ARG 
pollution sources; however, research on ARG abundance and microbial source tracking (MST) of contamination 
in tropical marine waters is limited. This study examined spatiotemporal variations of six ARGs (blaNDM, blaTEM, 
blaVIM, mcr-1, sul1, and tetQ) against the widely used antibiotic groups and a class 1 integron-integrase gene 
(intI1) at two Thai tropical recreational beaches (n = 41). Correlations between ARGs and sewage-specific MST 
markers (i.e., crAssphage and human polyomaviruses [HPyVs]) and fecal indicator bacteria (i.e., total coliforms, 
fecal coliforms, and enterococci) were also investigated. BlaTEM, intI1, sul1, and tetQ were ubiquitous at both 
beaches (85.4–100% detection rate); intI1 was the most abundant (3–6 orders in log10 copies/100 mL), followed 
by blaTEM (2–4 orders), sul1 (2–3 orders), and tetQ (2–4 orders). BlaNDM was found in 7.3% (up to 4 orders), and 
no mcr-1 was detected. Interestingly, blaVIM was prevalent at one beach (2–5 orders; n = 17), but found in only 
one sample at the other (4 orders). Temporal, but not spatial, differences were noticed; blaTEM was at higher 
levels in the wet season. IntI1 correlated with sul1 and tetQ (Spearman’s rho = 0.47–0.97), suggesting potential 
horizontal gene transfer. CrAssphage, but not HPyVs, correlated with intI1, sul1, and tetQ (Spearman’s rho =
0.50–0.74). Higher numbers of ARGs tended to co-occur in samples with higher crAssphage concentrations, 
implying sewage contribution to the marine water, with a persisting ARG background. This study provides 
insight into the ARG pollution status of tropical coastal waters and suggests crAssphage as a proxy for ARG 
pollution, which could facilitate effective management policies to minimize ARG dissemination in marine 
environments.   

1. Introduction 

Antibiotics are effective life-saving drugs approved for therapeutic 
use in humans and animals and for therapeutic and preventive use or 
growth promotion in plant agriculture, livestock production, and 
aquaculture (FAO, 2016; World Health Organization, 2015). However, 
imprudent use in these settings results in selective pressure on bacteria, 
leading to the development of antibiotic-resistant bacteria (ARB) that 
reduce the efficacy of antibiotic treatment (Andersson and Hughes, 
2014). With the realization of the importance of antimicrobial resistance 
(AMR), global surveillance action has been initiated via the Global 

Antimicrobial Resistance Surveillance System (GLASS) to collect evi-
dence of ARB prevalence and abundance, primarily from bacterial iso-
lates retrieved from clinical specimens (WHO, 2017). In addition to the 
human sector, emphasis has been placed on the environmental sector 
through the adoption of the One Health perspective, which underlines 
the relationships between the human, animal, and environmental sec-
tors for AMR management and control (Booton et al., 2021; European 
Commission, 2017; Veterinary Medicines Directorate, 2019). ARB and 
antibiotic resistance genes (ARGs) have been recognized as emerging 
pollutants in the environment that could pose a threat to human health 
due to the release of resistant pathogens, as well as the introduction of 
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ARGs to health-relevant microorganisms through horizontal gene 
transfer (Amarasiri et al., 2020; WHO, 2014). However, there is insuf-
ficient information available on the prevalence and abundance of AMR 
and ARGs in the environment, locally and globally (Ministry of Public 
Health and Ministry of Agriculture and Cooperatives, 2020; World 
Health Organization, 2015). Therefore, increasing the monitoring of, 
and consequently the amount of data on, AMR and ARGs in the envi-
ronment will help fill current gaps and support both national and global 
action plans to curb AMR dissemination (Ministry of Public Health and 
Ministry of Agriculture and Cooperatives, 2020; Singer et al., 2016; 
World Health Organization, 2015). 

Marine and coastal environments are impacted by human activities, 
with approximately 40% of the global population living within 100 km 
of the coastline (United Nations, 2017). Hence, marine waters could be 
hotspots for ARGs, as they receive domestic wastewater that harbors 
ARB and ARGs (Guo et al., 2017; Le et al., 2018; Ng et al., 2018b; 
Pärnänen et al., 2019; Rodríguez et al., 2021; Wang et al., 2020). The 
occurrence and distribution of ARB and ARGs in the marine waters of 
many geographical areas have been reported (Griffin et al., 2020; Mann 
et al., 2020; Oliveira and Pinhata, 2008; Zheng et al., 2021; Zhu et al., 
2017). On a global scale, the marine waters of low- and middle-income 
countries are more likely to be contaminated with antibiotics at higher 
levels than high-income countries (Zheng et al., 2021). Interestingly, 
ARG contamination levels in environmental waters were comparable 
between low-/middle- and high-income countries, but dependent on 
latitudinal location. This may be due to different ARB having different 
optimal temperatures for growth (Zheng et al., 2021). Notably, there 
have been fewer studies on ARG prevalence and abundance conducted 
in regions of lower latitudes (near the equator) than in regions more 
distant from the equator (Zheng et al., 2021). 

To alleviate the ARG pollution problem, it is essential to identify the 
occurrence, transport, and sources of ARGs in the environment, and to 
develop an indicator for occurrence and concentration (Amarasiri et al., 
2020; WHO, 2014). Although ARB and ARGs can evolve due to selective 
pressure and resistance gene transfer in the environment (Andersson and 
Hughes, 2014; Jutkina et al., 2018; Singer et al., 2019; Stanton et al., 
2020; von Wintersdorff et al., 2016), it has been found that in certain 
situations, ARGs are mainly derived from fecal pollution (Chu et al., 
2018; Karkman et al., 2019). Therefore, developing methods to detect 
and address the fecal pollution of environmental water is critical. 
Because wastewater also contains pollutants (e.g., antibiotics, metals, 
and organic matter), the identification of fecal pollution and wastewater 
sources will also facilitate the management of co-occurring contami-
nants that could adversely induce and co-select ARB and ARGs in the 
environment. One method used to discriminate fecal pollution sources in 
environmental water is microbial source tracking (MST). It detects mi-
crobial markers present in the gastrointestinal tracts of humans or spe-
cific animal species (Harwood et al., 2014; Zhang et al., 2019). 
CrAssphage, a bacteriophage first discovered in human fecal meta-
genomes (Dutilh et al., 2014) and reportedly specific to human sewage 
pollution, has been suggested for use as a human-specific MST marker in 
many geographical regions (Ahmed et al., 2018a; Bivins et al., 2020; 
Chen et al., 2021; Crank et al., 2020; Sala-Comorera et al., 2021; 
Stachler et al., 2017; Ward et al., 2020). Human polyomaviruses BK and 
JC (HPyVs), the etiological agents of kidney nephritis and progressive 
multifocal leukoencephalopathy, have also been used to indicate human 
sewage contamination (Ahmed et al., 2010; Haramoto et al., 2010; Kirs 
et al., 2016; McQuaig et al., 2009; Rachmadi et al., 2016). CrAssphage 
and HPyVs have been characterized for their performance (sensitivity 
and specificity) and their applicability validated in Thailand’s fresh-
water and seawater (Kongprajug et al., 2019, 2020, 2021a, 2021b; 
Petcharat et al., 2020; Sangkaew et al., 2021). While MST markers, such 
as crAssphage, have been shown to correlate with ARGs in more polluted 
environments, such as wastewater or impacted urban freshwater and 
sediments (Ahmed et al., 2021b; Chen et al., 2021; Stachler et al., 2019), 
our understanding of their applicability in recreational marine 

environments is still limited. 
In this study, ARGs that confer resistance to the following commonly 

used antibiotics were selected: beta-lactams (blaNDM, blaTEM, and bla-
VIM), colistin (mcr-1), sulfonamides (sul1), and tetracycline (tetQ). These 
genes have been shown to be significant in estuarine and marine envi-
ronments (Li et al., 2020; Zheng et al., 2021). IntI1, a class 1 
integron-integrase gene, was included because it indicates potential 
gene transfer by mobile genetic elements and has been suggested as an 
indicator of anthropogenic pollution (Gillings et al., 2015). 

The objectives of this study were to investigate the spatial and 
temporal distributions of ARGs and intI1 in tropical coastal waters, and 
to assess correlations between the ARGs and intI1 and the MST markers 
and fecal indicator bacteria (FIB). We hypothesized that a portion of 
ARG pollution originated from human sewage, and therefore, human- 
specific MST marker could serve as an indicator of ARG pollution. The 
FIB being regulated as part of Thailand’s coastal water quality standards 
comprises total coliforms, fecal coliforms, and enterococci (National 
Environment Board, 2017). For comparison, the crAssphage, HPyVs, 
and FIB groups measured in a previous study were used due to simi-
larities in the sample sets (Kongprajug et al., 2021a). The findings from 
this study could reveal the ARG pollution levels at tropical recreational 
beaches and suggest an indicator of ARG pollution, which could assist in 
monitoring marine water quality to reduce risks to human and 
ecosystem health. 

2. Materials and methods 

2.1. DNA samples 

ARGs were detected in 41 archived DNA samples collected from 
Bangsaen beach (Beach BS) and Pattaya beach (Beach PT), Chonburi 
Province, from seven sampling stations (Stations A–C at Beach BS and 
D–G at Beach PT; Table S1) and at six time points (Dec 2018, Feb 2019, 
Mar 2019, Apr, 2019; Jun 2019, and Jul/Aug 2019), as described else-
where (Kongprajug et al., 2021a). Briefly, a water sample (10 L) was pH 
adjusted to 3.5 ± 0.2 prior to membrane filtration using seven HAWP 
membrane filters (0.45 μm pore size; Merck Darmstadt, Germany). DNA 
was extracted from each membrane separately using a Quick DNA Fecal 
Soil Microbe Miniprep Kit (Zymo Research, Irvine, CA). Then, DNA 
extracts from the same water sample were mixed before the concen-
tration was measured using a NanoDrop 2000 Spectrophotometer 
(Thermo Fisher Scientific, Waltham, MA). Samples were stored at 
− 80 ◦C. 

2.2. ARG qPCR assay 

Seven gene targets (blaNDM, blaTEM, blaVIM, intI1, mcr-1, sul1, and 
tetQ) were assessed using a QuantStudio3 Real-Time PCR System 
(Applied Biosystems, Thermo Fisher Scientific, Waltham, MA) following 
the Minimum Information for Publication of Quantitative Real-Time 
PCR Experiments (MIQE) guidelines (Bustin et al., 2009). The qPCR 
mixture (20 μL total) was composed of forward primer, reverse primer, 
and hydrolysis probe, as specified in Table S2. The remaining compo-
nents were extracted DNA (2 μL), 2X Luna® Universal Probe qPCR 
Master Mix (10 μL; New England Biolabs, Ipswich, MA), and bovine 
serum albumin (1 μg/μL). The qPCR cycle steps were as follows: initial 
denaturation at 95 ◦C for 3 min, 40 cycles of denaturation at 95 ◦C for 20 
s, and combined annealing and elongation at the temperature indicated 
in Table S2 for 1 min. Each sample was run in duplicate, and the average 
Cq was determined using QuantStudio Design & Analysis software 
(Applied Biosystems, Thermo Fisher Scientific, Waltham, MA) with an 
automatic baseline and manual adjustment of the threshold values 
(Table S2). When the standard deviation of Cq was more than 1, an 
additional run was performed. The triplicate of no-template controls 
(NTCs) as a negative control and the DNA standard at a concentration of 
5 × 104 to 5 × 105 copies/reaction as a calibration control were added in 
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each instrumental run. The gene copy number was calculated according 
to a mixed model (Kongprajug et al., 2020; Sivaganesan et al., 2010). 

2.3. Standard curve characteristics 

Standard curves used for target gene quantification were generated 
using synthetic plasmid standards containing each ARG marker 
sequence (Macrogen, Seoul, South Korea). The standard curves were 
obtained from four replicates of individual instrumental runs according 
to the mixed model method (Kongprajug et al., 2020; Sivaganesan et al., 
2010), by running a triplicate of six 10-fold concentrations, ranging 
from 5 × 101 to 5 × 106 copies/reaction. The assay limit of detection 
(ALOD) was defined by testing 10 standard replicates of the lowest 
concentration in copies/reactions that showed all positive detection 
with a standard deviation of Cq < 1. The assay limit of quantification 
(ALOQ) was the lowest concentration in the standard curve. The method 
limit of quantification (MLOQ) was calculated for each sample as 
copies/100 mL using the sample’s filtration volume and DNA extracted 
volume. The standard curve performance characteristics, qPCR effi-
ciencies, ALOD, and ALOQ for this study are shown in Table S3. No 
inhibition was confirmed by testing the GenBac3 assay using the dilution 
method previously described (Kongprajug et al., 2021a). It was also 
determined that there was no cross-contamination during the field and 
laboratory processes for these archived DNA samples (Sangkaew et al., 
2021); this was further evaluated using the tetQ assay in four field blanks 
and 18 method blanks. Reproducibility was assessed using five field 
duplicate samples tested with all seven genes. 

2.4. Statistical analyses 

Statistical analyses were conducted using the R program (R Core 
Team, 2019). The normality test was performed using the Shapiro–Wilk 
test. Two-group comparisons were tested using a t-test for the normal 
data and the Mann–Whitney U test for the non-normal data. For the 
paired test between two samples, a parametric paired t-test and the 
nonparametric Wilcoxon signed-rank test were used. The statistical 
difference of multiple comparisons was conducted using one-way anal-
ysis of variance, with Tukey’s multiple comparisons for the normal data, 
and the Kruskal–Wallis test with Dunn’s multiple comparisons for the 
non-normal data. 

A nonparametric survival analysis procedure was used for the data 
sets containing censored data, or non-detects (Helsel, 2012). Descriptive 
statistics were calculated using Kaplan–Meier estimates with Efron bias 
correction. The significance of the differences was tested using the 
paired Prentice–Wilcoxon test for paired comparisons and the general-
ized Wilcoxon test with Holm’s correction for multiple comparisons. A 
correlation analysis was performed using Spearman’s rho on U-Score 
rank. The multivariate analysis was analyzed by model-based clustering, 
which was based on parameterized finite Gaussian mixture models. 
Models were estimated by the expectation-maximization (EM) algo-
rithm initialized by hierarchical model-based agglomerative clustering. 
The optimal model was then selected according to the Bayesian infor-
mation criterion (BIC) value. 

3. Results 

3.1. The qPCR standard curve characteristics, limits, and controls 

The standard curves for blaNDM, blaTEM, blaVIM, intI1, mcr-1, sul1, and 
tetQ were characterized, and the PCR efficiencies ranged from 89.67 to 
99.91% (Table S3). The ALOD ranged from 10 copies/reaction (tetQ) to 
100 copies/reaction (blaVIM). For six genes, the ALOQ was 50 copies/ 
reaction; for blaVIM it was 100 copies/reaction. The MLOQ ranged from 
1.94 to 3.00 log10 copies/100 mL. The laboratory reproducibility was 
determined when all seven qPCR assays were analyzed in field dupli-
cates. The acceptable coefficients of variation in five representative 

samples were 0.76–25.45% (Table S4). Furthermore, all of the field 
blanks and method blanks were negative in the tetQ assay, confirming no 
field and laboratory cross-contamination. 

3.2. Prevalence and concentrations of the ARGs 

Among the seven genes, intI1 and blaTEM were detected in all samples 
at 3.50–6.25 and 2.08–4.12 log10 copies/100 mL, respectively. Sul1 was 
detected at concentrations up to 3.97 log10 copies/100 mL (97.6% 
positive detection), and tetQ had a maximum concentration of 4.57 log10 
copies/100 mL (85.4% positive detection) (Fig. 1 and Table S5). Mcr-1 
was not detected in all samples, while blaNDM was found in 7.3% of 
samples at up to 4.36 log10 copies/100 mL. Interestingly, blaVIM was 
detected in all samples at Beach BS (n = 17) at 2.80–5.02 log10 copies/ 
100 mL, but was observed in only one sample at Beach PT at 4.67 log10 
copies/100 mL. BlaNDM, intI1, and sul1 were at significantly higher levels 
at Beach BS compared to Beach PT, and tetQ was at significantly higher 
levels at Beach PT compared to Beach BS (p < 0.05; Fig. 1 and Table S6). 
IntI1 was the most abundant gene at Beach BS, followed by blaVIM, a tie 
of blaTEM and sul1, tetQ, and blaNDM, respectively (Table S7). At Beach 
PT, intI1 was also dominant, followed by a tied group of blaTEM, sul1, and 
tetQ. 

3.3. The spatiotemporal distribution of the ARGs 

ARG contamination was equally distributed among sites at the same 
beach; that is, no significant spatial variation was observed for any of the 
genes (Table S8). However, there were differences in temporal distri-
bution between certain sampling events for blaTEM (highest in Jul), intI1 
(highest in Feb and Apr), sul1 (highest in Apr), and tetQ (highest in Feb) 
(Table S9). Wet weather sampling was reported only for the Mar, Apr, 
and Jul events, with 24-h accumulated rainfall of 2, 7, and 0.5 mm, 
respectively. These light rainfalls did not have any observed explicit 
effect on ARG levels. When categorized into the locally defined dry (Dec, 
Feb, and Mar) and wet (Apr, Jun, and Jul/Aug) seasons in Thailand, only 
blaTEM showed significantly higher concentrations in the wet season; no 
differences were observed for the other genes (Table S10). 

3.4. Correlation among ARGs, MST markers, and FIB indicators 

Correlation analysis was performed using the concentrations of all 
seven genes (ARGs and intI1) and the previously reported MST markers 
(crAssphage and HPyVs) and FIB indicators (total coliforms, fecal co-
liforms, and enterococci) (Kongprajug et al., 2021a). More parameter 
pairs were significantly correlated, and generally with higher correla-
tion coefficients, at Beach BS than at Beach PT (Fig. 2). Sul1 strongly 

Fig. 1. Box plots of ARG concentrations at Beaches BS and PT. The numbers in 
parentheses denote the number of positive samples/total samples. The solid 
lines represent the highest method limit of quantification (MLOQ) at 3.00 log10 
copies/100 mL. The p-values indicate significant differences between the 
two beaches. 
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correlated with tetQ at Beach BS (rho = 0.77). At both beaches, intI1 was 
significantly associated with sul1 and tetQ (rho = 0.79–0.97 for Beach BS 
and 0.47–0.79 for Beach PT), and crAssphage correlated with intI1, sul1, 
and tetQ (rho = 0.63–0.74 for Beach BS and 0.50–0.59 for Beach PT). At 
Beach PT, moderate correlations were observed for crAssphage and 
blaTEM (rho = 0.38) and for HPyVs and tetQ (rho = 0.45). At Beach BS, all 
three FIB indicators also correlated with crAssphage, intI1, sul1, and tetQ 
(rho = 0.51–0.82), while only total coliforms was inversely associated 
with blaNDM (rho = − 0.62). Total coliforms was also only inversely 
correlated with blaTEM at Beach PT (rho = − 0.45). Model-based clus-
tering categorized 11 parameters into nine optimal clusters for each 
beach (Fig. 3). The clustering results substantiated the strong correla-
tions between crAssphage and tetQ and between intI1 and sul1. 

Due to the explicit association between the concentrations of the 
human-specific marker crAssphage and those of intI1, sul1, and tetQ 
(Fig. 2), the ARG co-occurrences in the samples were further investi-
gated in relation to crAssphage levels (Fig. 4). In samples with no 

detectable crAssphage, there were still at least four and two ARGs co- 
occurring at Beaches BS and PT, respectively. These results indicated 
that there could be background levels of ARGs present in the beach 
water, and that concentrations of ARGs were enhanced by human 
sewage input, as indicated by the crAssphage marker. 

4. Discussion 

4.1. Occurrence of and correlation among integron-associated and 
antibiotic resistance genes in environmental water 

This study revealed a wide range of concentrations of different ARGs 
and intI1 at two recreational beaches in Thailand. The dominant genes in 
the beach water included blaTEM, intI1, sul1, and tetQ. Furthermore, 
correlations among these genes, except blaTEM, were observed (rho =
0.47–0.97). 

Other studies have found intI1 and sul1 to be the most prevalent 
genes in rivers downstream of wastewater treatment plants at levels 
similar to and two to three orders higher than those found in this study, 
respectively (Cacace et al., 2019; Calero-Caceres et al., 2017; Harnisz 
et al., 2020; Koczura et al., 2016). IntI1, sul, and tet genes have also been 
reported to be more prevalent in wastewater-impacted coastal water (Lu 
et al., 2020; Niu et al., 2016) than in this study’s samples, reaching levels 
of up to 9, 8, and 7 orders (log10 copies/100 mL), respectively (Zhang 
et al., 2020). Sul and tet genes were also dominant in sediments in 
coastal areas impacted by wastewater treatment plant effluents and 
mariculture (Chen et al., 2020; Gao et al., 2018; Ng et al., 2018a). Sul1 
and blaTEM genes were ubiquitous, while tetQ and intI1 were slightly less 
abundant, from coastal aquaculture farm effluent directly released to the 
coast (Jang et al., 2018). Overall, the four most abundant genes detected 
in Thailand’s beach water in this study concurred with reports on 
freshwater and coastal water in other geographical regions, raising 
global concerns about these ARG pollutants in environmental waters. 
The dominance of these ARGs in the environment could be due to their 
high resistance to environmental conditions (e.g., pH and temperature) 
and disinfection (Calero-Caceres and Muniesa, 2016; Liu et al., 2018). 

BlaTEM has been reported to be prevalent in rivers impacted by 
wastewater effluent (Calero-Caceres et al., 2017; Harnisz et al., 2020), at 
three orders higher than what was observed in this study of coastal 
water. BlaTEM, tet, and sul genes were also ubiquitous in Escherichia coli 
isolated from estuarine water (Divya and Hatha, 2019). ARGs in urban 
marine water were studied using a metagenomic approach, and blaTEM 
was the most prevalent, while no tetQ nor sul1 was observed (Fresia 
et al., 2019). Regarding the less abundant genes, there are fewer reports 
on blaVIM and blaNDM genes in coastal environments when compared to 
other bla-like genes. BlaVIM has been reported in wastewater (Hiller 
et al., 2019; Rizzo et al., 2013) and public beach sand (Furlan et al., 
2020). This is the first report of blaVIM in marine water in Thailand. 
Interestingly, blaVIM was detected in all samples in Beach BS (n = 17; 
2.80–5.02 log10 copies/100 mL), but in only one sample in Beach PT 
(4.67 log10 copies/100 mL). 

Mcr-1 was not found in any of the samples, while blaNDM was 
detected in 7.3% of the samples (up to 4.36 log10 copies/100 mL). The 
blaVIM, blaNDM, and mcr-1 genes were all found in the influent and 
effluent of the municipal wastewater treatment facility near both bea-
ches (our unpublished data), implying a dilution effect of these genes in 
environmental water from wastewater sources. Other studies have 
detected blaNDM in a wastewater-impacted river (Ahammad et al., 2014; 
Lekunberri et al., 2017) and sediments (Subirats et al., 2017). The 
plasmid-mediated colistin resistance gene, mcr-1, has been detected in 
environmental water, including recreational beach water, which could 
pose a threat to tourists (Anyanwu et al., 2020; Drali et al., 2018; Fer-
nandes et al., 2017; Nguyen et al., 2020). 

Correlations between intI1, sul1, and tetQ in this study also corrob-
orated the trends observed in other studies of estuarine and coastal 
waters (Jang et al., 2018; Lu et al., 2020; Niu et al., 2016), and sediments 

Fig. 2. Spearman’s rho correlation analysis for ARG and intI1 parameters, MST 
markers, and FIB indicators for Beach BS (a) and Beach PT (b). The colors and 
numbers represent Spearman’s correlation coefficients. Asterisks indicate sig-
nificant difference, where * denotes p < 0.05, ** denotes p < 0.01, and *** 
denotes p < 0.001. (For interpretation of the references to color in this figure 
legend, the reader is referred to the Web version of this article.) 
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(Chen et al., 2020; Leng et al., 2020; Zhu et al., 2017). The prevalence of 
intI1 and the associations between intI1 and the ARGs imply that inte-
gron (part of the mobile genetic elements) supports horizontal gene 
transfer, which is a main mechanism driving ARG diversity (Amarasiri 
et al., 2020; Mazhar et al., 2021). Association between sul and tet genes 
may imply that they originated from the same pollution sources, as 
co-presence of both genes was reported in wastewater treatment plants, 
aquaculture and livestock farms (Gao et al., 2012; McKinney et al., 2010; 
Nguyen et al., 2021). Cross-selection of antibiotics to ARGs was also 
evident in water and sediment where concentrations of sulfonamide 
antibiotics were significantly correlated not only with their corre-
sponding sul genes, but also with tet genes. (McKinney et al., 2010; Niu 
et al., 2016). Vice versa, the tetracycline antibiotics were associated 
with both corresponding tet genes and sul genes (McKinney et al., 2010; 
Niu et al., 2016). 

4.2. Potential sources of ARG pollution in tropical beach water 

This study demonstrated a significant correlation between concen-
trations of the human-specific marker crAssphage and intI1, sul1, and 
tetQ at two tropical beaches (rho = 0.50–0.74). The FIB group (i.e., total 
coliforms, fecal coliforms, and enterococci) was also associated with 
intI1, sul1, and tetQ at Beach BS (0.52–0.82). Significant correlations 
between the MST marker or FIB group and the ARGs have been previ-
ously reported, primarily in sewage-impacted and polluted environ-
ments. For example, crAssphage and E. coli showed a significant 
correlation with ARGs in urban rivers in Australia (Ahmed et al., 2021b) 
and a polluted urban stream in the USA (Stachler et al., 2019). CrAss-
phage and HF183 MST markers also correlated with ARGs in stormwater 
runoff in the USA, which received point and non-point source pollution 
(Ahmed et al., 2018b). CrAssphage was also indicated by the 

Fig. 3. Model-based clustering of ARGs, MST markers, and FIB indicators for Beach BS (a) and Beach PT (b).  
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metagenomic approach for its correlation with ARGs in anthropogen-
ically impacted river waters and sediments (Chen et al., 2021; Davis 
et al., 2020; Karkman et al., 2019). Several human MST markers, 
including crAssphage, HF183, and HPyV, were detected in a set of 
samples from a sewage-impacted freshwater stream; all of these markers 
correlated with ARGs (Stachler et al., 2018, 2019). 

However, few studies have compared the capability of different 
human-specific MST markers to indicate ARG abundance in marine 
water. Although this study showed that crAssphage correlated well with 
the most prevalent genes (i.e., intI1, sul1, and tetQ), interestingly, 
another human sewage marker, HPyVs, did not correlate with any of the 
ARGs. Consequently, this study underlines the importance of evaluating 
several markers to find the appropriate one for ARG indication in 
tropical marine environments. One study has demonstrated no correla-
tion between ARGs and the human MST marker HF183 in urban streams 
or urban bathing waters, suspectedly due to fecal pollution dynamics, 
the sporadic nature of fecal pollution, and decay factors (Reynolds et al., 
2020). Association among different gene markers and ARGs could also 
be affected by different decay rates in environmental sediments and 
water that were influenced by factors such as gene types, soil texture, 

water matrix (e.g., seawater and freshwater) and environmental con-
ditions, as reported previously (Ahmed et al., 2019; Brown et al., 2020; 
Macedo et al., 2020). Moreover, sample matrices and laboratory pro-
tocols have been shown to affect recoveries of ARGs, and bacterial and 
viral genomes at various extents, which could influence the correlation 
between sewage markers and ARGs (Ahmed et al., 2021a; Haramoto 
et al., 2018; Liang et al., 2021). Both crAssphage and HPyVs have been 
validated for their high performance (very specific and sensitive) as 
human sewage indicators and for their capability in freshwater and 
seawater in Thailand (Kongprajug et al., 2019; Sangkaew et al., 2021). 
Thus, we hypothesize that the different decay characteristics of crAss-
phage and HPyVs in seawater in a tropical climate have an impact. As 
previously discussed (Sangkaew et al., 2021), in the same set of marine 
water samples, there were no correlations between the two markers, and 
a lower rate of crAssphage (56.1%) compared to the HPyVs (92.7%). 
However, crAssphage was shown to be significantly higher than HPyVs 
in human sewage and tropical freshwater (Sangkaew et al., 2021). This 
suggests that crAssphage has a higher decay rate than the HPyVs in 
seawater (Ahmed et al., 2019; Ballesté et al., 2018, 2019). 

ARGs could enter marine water as a result of anthropogenic activ-
ities, for example, via wastewater treatment plants, sewage discharge, 
and leaking sewer pipelines, or non-human activities, such as riverine 
runoff, coastal aquaculture, and wildlife (Zheng et al., 2021). The 
municipal wastewater treatment facilities that receive sewage from the 
Beaches BS and PT areas discharge the treated effluent into canals that 
run into adjacent beaches on the other side of the coves (approximately 
7 km away), so it is less likely that effluent reaches the studied beaches. 
However, non-human sources have not yet been identified and could be 
additional sources of ARGs. There have been reports stating that gulls 
and shorebirds may disseminate ARGs by carrying ARBs and ARGs from 
coastal wetlands (Antilles et al., 2021; Navedo et al., 2021). At the 
studied beaches, pigeons, and stray dogs have been sporadically 
observed. No aquaculture or shellfish farming was seen in the area 
during the study period. It is worth noting that coastal sediment resus-
pension has been reported as an ARG source in coastal water (Gao et al., 
2018; Zhu et al., 2017). ARGs could also be naturally present in envi-
ronmental water (Allen et al., 2010; D’Costa et al., 2011; Perron et al., 
2015). Regrowth of fecal bacteria, especially ARB, could be promoted in 
the environment by various factors, such as temperature, pH, salinity, 
nutrients, organic pollutants, and the microbial community (Zheng 
et al., 2021). Factors contributing to the co-selection of ARB and ARGs 
also include heavy metals (Mazhar et al., 2021), biocides (Pal et al., 
2015), phytoplankton and zooplankton in aquatic ecosystems (Xue 
et al., 2021), and organic contaminants (Wang et al., 2017). This study 
detected at least three ARGs in most samples, with two co-occurring 
ARGs in one sample. The presence of several ARGs indicates persisting 
ARG pollution of the beach water that could be caused by multiple 
sources and complicated environmental pathways. The results of this 
study emphasize that crAssphage can be utilized as an ARG pollution 
indicator for the better management of tropical marine waters. Not all 
microbial indicators act in a similar manner; thus, there is a need to 
evaluate multiple markers to find a suitable proxy for ARG pollution. 

5. Conclusion 

This study investigated integron-associated and antibiotic resistance 
genes in recreational beach water in Thailand and assessed their cor-
relation with human-sewage MST markers and FIB indicators. The re-
sults showed high prevalence and levels of the intI1, blaTEM, sul1, and 
tetQ genes. Significant correlation between intI1 and sul1 and tetQ genes 
suggests horizontal gene transfer as a crucial mechanism for ARG 
dissemination in environmental water. The human-specific marker 
crAssphage also correlated well with intI1, sul1, and tetQ, indicating that 
human sewage could be one source of ARG pollution. CrAssphage was 
therefore suggested as a proxy for ARG contamination in tropical beach 
water. Samples were found to contain co-occurring ARGs, even in 

Fig. 4. CrAssphage concentrations in samples with numbers of co-occurring 
ARGs at Beach BS (a) and Beach PT (b). The medians are shown in solid 
lines. Dark circles indicate quantifiable crAssphage results and white circles 
indicate the crAssphage’s method limit of quantification (MLOQ) of non- 
detect results. 
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crAssphage-negative samples. These high ARG background levels imply 
that ARGs have been persisting in beach water, potentially reaching the 
water via non-human sources or environmental pathways. Another 
human-specific MST marker, HPyVs, surprisingly showed no correlation 
with ARGs, highlighting the need to evaluate a set of microbial in-
dicators to define an appropriate indicator for ARG pollution. This study 
provides a better understanding of how ARGs circulate in the environ-
ment and the relationships between ARGs and other microbial param-
eters in tropical beach water, which could facilitate future intervention 
to reduce antibiotic resistance by targeting the environment sector as 
part of the One Health approach. 
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Subirats, J., Royo, E., Balcázar, J.L., Borrego, C.M., 2017. Real-time PCR assays for the 
detection and quantification of carbapenemase genes (bla KPC, bla NDM, and bla 
OXA-48) in environmental samples. Environ. Sci. Pollut. Res. 24, 6710–6714. 
https://doi.org/10.1007/s11356-017-8426-6. 

United Nations, 2017. Factsheet: People and Oceans. The Ocean Conference. United 
Nation, New York, 5-9 June 2017.  

Veterinary Medicines Directorate, 2019. UK One Health Report: Joint Report on 
Antibiotic Use and Antibiotic Resistance, 2013 - 2017. Veterinary Medicines 
Directorate., New Haw, Addlestone.  

von Wintersdorff, C.J.H., Penders, J., van Niekerk, J.M., 2016. Dissemination of 
antimicrobial resistance in microbial ecosystems through horizontal gene transfer. 
Front. Microbiol. 7, 1–10. https://doi.org/10.3389/fmicb.2016.00173. 
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A B S T R A C T   

Childhood lead exposure affects over 500,000 children under 6 years old in the US; however, only 14 states 
recommend regular universal blood screening. Several studies have reported on the use of predictive models to 
estimate lead exposure of individual children, albeit with limited success: lead exposure can vary greatly among 
individuals, individual data is not easily accessible, and models trained in one location do not always perform 
well in another. We report on a novel approach that uses machine learning to accurately predict elevated Blood 
Lead Levels (BLLs) in large groups of children, using aggregated data. To that end, we used publicly available zip 
code and city/town BLL data from the states of New York (n = 1642, excluding New York City) and Massa-
chusetts (n = 352), respectively. Five machine learning models were used to predict childhood lead exposure by 
using socioeconomic, housing, and water quality predictive features. The best-performing model was a Random 
Forest, with a 10-fold cross validation ROC AUC score of 0.91 and 0.85 for the Massachusetts and New York 
datasets, respectively. The model was then tested with New York City data and the results compared to measured 
BLLs at a borough level. The model yielded predictions in excellent agreement with measured data: at a city level 
it predicted elevated BLL rates of 1.72% for the children in New York City, which is close to the measured value 
of 1.73%. Predictive models, such as the one presented here, have the potential to help identify geographical 
hotspots with significantly large occurrence of elevated lead blood levels in children so that limited resources 
may be deployed to those who are most at risk.   

1. Introduction 

Childhood lead exposure is a problem that affects over 500,000 
children under 6 years of age in the US (Hauptman et al., 2017). There is 
no safe level of lead in the bloodstream (Vorvolakos et al., 2016) and 
even lead levels of 1 μg dL− 1 have been linked to permanent and irre-
versible cognitive damage in children under age 6 (Lanphear et al., 
2000; Schwartz, 1994). Elevated Blood Lead Levels (BLLs) in US chil-
dren often result from exposure to lead in paint, soil, dust, and water 
(Gould, 2009; Mielke and Reagan, 1998; Roy and Edwards, 2019). 
However, children with elevated BLLs are not evenly distributed in so-
ciety: those living below the poverty line are four times more likely to 
have elevated BLLs than their richer counterparts (Vivier et al., 2011). 
Non-Hispanic Black children are particularly at risk (Whitehead and 
Buchanan, 2019). 

The lifetime social cost of childhood lead exposure (lead blood levels 
over 1 μg dL− 1) is estimated to be $50,000 USD per child (Muennig, 
2009). This cost includes all medical costs, loss in IQ, special education, 

and increased crime rates, among other consequences of low-level lead 
exposure. However, this estimate does not include the cost of other 
adverse effects, including immune, cardiovascular, renal, and develop-
mental effects (U.S. Department of Health and Human Services, 2012). 
Thus, childhood lead exposure in the US is a $25 billion problem (cu-
mulative cost) that not only permanently hinders the livelihood of 
thousands of children, but is also a preventable, yet persistent, matter of 
social and environmental justice (Ettinger et al., 2019). 

Identifying children at risk is challenging because data on housing 
with lead-based paint and plumbing components, or with lead- 
contaminated soils and dust are scarce (Cattle et al., 2002; Mielke, 
1999; Triantafyllidou and Edwards, 2012). Instead, socioeconomic 
features are often used as predictors of elevated BLLs as they account for 
the unfortunate fact that poor minorities are more likely to live in older 
housing with multiple lead sources (lead paint and plumbing were 
commonly used in housing prior to 1978) (Marshall et al., 2020). 

These socioeconomic features have been integrated into statistical 
models meant to predict the risk of lead exposure of individuals and 

* Corresponding author. 410 O’Brien Hall, Berkeley, CA, 94720, United States. 
E-mail address: gplobo@berkeley.edu (G.P. Lobo).  

Contents lists available at ScienceDirect 

International Journal of Hygiene and Environmental Health 

journal homepage: www.elsevier.com/locate/ijheh 

https://doi.org/10.1016/j.ijheh.2021.113862 
Received 12 July 2021; Received in revised form 8 October 2021; Accepted 13 October 2021   

mailto:gplobo@berkeley.edu
www.sciencedirect.com/science/journal/14384639
https://www.elsevier.com/locate/ijheh
https://doi.org/10.1016/j.ijheh.2021.113862
https://doi.org/10.1016/j.ijheh.2021.113862
https://doi.org/10.1016/j.ijheh.2021.113862
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheh.2021.113862&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/


International Journal of Hygiene and Environmental Health 238 (2021) 113862

2

communities; however, their success has been limited. For instance, 
Taylor et al. (2013) found that, while socioeconomic factors are corre-
lated to elevated BLLs in pregnant women, using a logistic regression to 
predict their individual exposure risk did not provide accurate results 
(R2 = 0.1). Bierkens et al. (2011) concluded that even if environmental 
lead concentrations in air, soil, and water are known, linear regressions 
are not suited to estimate the average risk of lead exposure of select EU 
countries. This is due to the multifactorial, non-linear, and 
region-specific nature of the problem, compounded by the lack of 
available data (Lanphear et al., 1998). 

Machine learning is particularly well-suited for complex nonlinear 
problems in which traditional statistical methods fail. Machine learning 
has been used to predict lead concentrations in air (Sethi and Mittal, 
2019), water (Chojnacki et al., 2017), and soil (Zhang et al., 2020), as 
well as the likelihood of housing hazards, including lead paint (Ye et al., 
2019). However, this approach has seldom been tested to predict the risk 
of childhood lead exposure. To the best of our knowledge, only two 
machine learning models have been reported in literature for this pur-
pose. Potash et al. (2015) developed a gradient boosting model using 2.5 
million BLL tests from Chicago, IL, and household characteristics, 
including year of construction, physical condition, and number of 
housing units, among others. Socio-demographic characteristics were 
also included. Their best performing model resulted in a precision of 
0.39 and a recall of 0.42 for individual children, (see section 2.4 for 
technical definitions of the terms precision and recall). Another study by 
Potash et al. (2020) used a random forest model to predict childhood 
elevated BLLs. Their best-performing model had a ROC AUC of 0.69 (see 
section 2.4 for a technical definition of ROC AUC). The performance of 
these two pioneering machine learning models for childhood BLL pre-
dictions is better than that of traditional statistical methods; however, it 
is still below of that of other models used in other public health appli-
cations (Dos Santos et al., 2019). This is likely explained by the high 
resolution of the predictions, in which the risk of lead exposure of each 
individual child is predicted. Childhood lead exposure usually involves 
many environmental factors specific to each child that are difficult to 
measure (Lanphear et al., 2002), thus, predicting individual lead blood 
levels is challenging. Moreover, access to individual-based datasets is 
often limited, particularly for healthcare, where data are protected by 
patients’ privacy laws (Wojtusiak and Baranova, 2011). This makes it 
hard not only to validate existing models, but to extend their use to 
locations outside of individual cities where these models are usually 
trained and tested. 

In the context of designing strategies to prevent childhood lead 
exposure, such as large-scale lead blood testing or source removal pro-
grams, using individual-based models with modest predictive power to 
allocate resources might not provide optimal results. These programs 
often involve conducting lead blood tests and source removal at a 
neighborhood scale, and not on an individual basis (Billings and 
Schnepel, 2017; Magavern, 2018; Zahran et al., 2020). Thus, a model 
meant to allocate resources for lead blood testing and removal programs 
should be able to accurately identify geographical areas at risk rather 
than much less accurately identify individuals at risk (of course, accu-
rately identifying all individuals with elevated BLLs would be even more 
preferable; however, no model is currently capable of this). 

We hypothesize that using spatially aggregated data (e.g., zip code or 
city) could significantly improve the performance of existing models 
meant to predict elevated BLL in children, while still being valuable for 
designing strategies to prevent childhood lead exposure at a geograph-
ically large scale. This is because aggregated data often convey popu-
lation trends that smoothen out the variability among individuals living 
under similar conditions, decreasing the noise of individual-based 
datasets (Rushton, 2003). Moreover, aggregated datasets are often 
public and readily available (Wojtusiak and Baranova, 2011), increasing 
data access, transparency, and restrictions on publishing results. Of 
course, the aggregation level should be relevant for the problem at hand: 
using a model that predicts city-wide risk of childhood lead exposure 

might not be as useful as a model that predicts zip codes at risk when 
designing a program meant to identify neighborhoods where children 
have elevated BLLs. 

To date, there are no published studies that have attempted to pro-
cess relevant features of aggregated BLL data to predict geographical 
areas at risk of childhood lead exposure. Thus, to our knowledge, prior 
literature is unclear whether BLL data aggregation increases the accu-
racy of childhood BLL predictive models at a spatially aggregated scale. 

We report here on the use of machine learning to predict the risk of 
elevated BLLs in children at a spatially aggregated level. Using zip code 
and community-level socioeconomic and environmental data, we pre-
dicted the risk of childhood lead exposure for the states of New York and 
Massachusetts. This statistical model is not meant to provide a mecha-
nistic understanding of how children are exposed to lead, but to help 
identify areas where they might be exposed to lead so that limited re-
sources may be allocated more effectively. 

2. Materials and methods 

2.1. Study sites 

New York and Massachusetts were chosen as study sites because they 
are two of the few states with publicly available BLL surveys in the US. 
The percentage of children under 6 years of age with elevated BLLs were 
obtained for 1642 zip codes in New York from the New York State 
Department of Health for the year 2015 (New York State Department of 
Health, 2015). These data were missing for all 178 zip codes in New 
York City because this city belongs to a separate health jurisdiction, NYC 
Health. In this study we used the Centers for Disease Control and Pre-
vention (CDC) reference value of 5 μg dL− 1 to determine whether chil-
dren had elevated BLLs or not. We chose this value because it is the 
current CDC guideline and because the datasets provided by both states 
report only the number of children with BLL between 0 and 5, 5–10 and 
over 10 μg dL− 1. This reference value of 5 μg dL− 1 was adopted in 2012 
by the CDC based on the 97.5th percentile of the National Health and 
Nutrition Examination Survey (NHANES) blood lead distribution in 
children ages 1–5 years (CDC, 2021). Although more recent lead blood 
data suggest that this 97.5th percentile is closer to 3.5 μg dL− 1 (Tsoi 
et al., 2016), the CDC has not yet updated their guideline value of 5 μg 
dL− 1. In the case of Massachusetts, the percentage of children with 
elevated BLLs were obtained for all 352 town/cities (also referred to as 
communities) in the state from the Massachusetts Department of Public 
Health, also for 2015 (Massachusetts Department of Public Health, 
2021a). 

We note that not all children within a community or zip code were 
tested for lead. In this study we assumed that the tested children were 
representative of all at-risk children within their respective zip codes or 
cities. BLL testing for children under 3 is mandatory in Massachusetts, 
after which BLLs are monitored only for children living in at-risk areas 
(Massachusetts Department of Public Health, 2021). In contrast, New 
York children are only tested if they are considered to be at risk (New 
York State Department of Health, 2021). Thus, the datasets used likely 
overrepresent children with elevated BLLs, which is desirable given the 
large social cost of failing to identify children at risk of having elevated 
BLLs. 

While other states do report BLLs in children, many of them do so at a 
county level. Given that the robustness of machine learning models is 
often dictated by the amount of data used during training, working at a 
county level will likely not provide enough datapoints per state to 
develop a robust model. Furthermore, the low resolution of county-level 
BLLs cannot facilitate narrowly targeted intervention and mitigation 
strategies. 

2.2. Data acquisition 

Socioeconomic data for New York and Massachusetts were obtained 
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from the 2015 American Community Survey (US Census Bureau, 2016). 
These data include, for each census tract, average income, percentage 
below the poverty line, percentage of property ownership, race, and 
ethnicity, among others. These socioeconomic features have been linked 
to elevated BLLs in numerous studies (Schultz et al., 2017; Trimble, 
2016). 

The 2015 Housing Price Indices (HPI) for each zip code were also 
obtained from the Federal Housing Finance Agency. HPIs represent the 
average price changes in repeat sales or refinancings on the same 
properties. We included HPI in the model because this index reflects, 
among many other things, housing construction year, which is an 
important feature given that old housings are more likely to have lead 
paint and plumbing (Whitehead and Buchanan, 2019). Housing con-
struction year data were publicly available only for Massachusetts from 
the Massachusetts Department of Public Health, but not for New York. 

Lead levels in drinking water were also obtained for each school in 
New York and Massachusetts from the New York State Department of 
Health and the Massachusetts Department of Public Health, respec-
tively. Lead in drinking water in schools is an important source of lead 
exposure in children (Doré et al., 2018); however, it does not provide 
information on exposure in children under 4 or 5 years of age (children 
often start going to school at age 5). To the best of our knowledge, no 
household lead levels in drinking water at a state level are publicly 
available. 

2.3. Data processing 

A schematic overview of the steps taken to process the data and 
implement the machine learning model, described herein, is shown in 
Fig. 2. The data described in section 2.3 were combined with the BLL 
data using Geographic Information Systems (GIS). In the case of the New 
York dataset, the socioeconomic data were converted from a census tract 
scale to a zip code level by averaging the tract data within each zip code. 
The lead water levels in schools were first converted to average values 
per school district and then each zip code was assigned to a school 
district based on distance. This was done because not all zip codes have 
schools. Thus, the New York dataset consisted of 1643 datapoints, where 
each point corresponded to a zip code and all the associated data (per-
centage of elevated BLLs and socioeconomic, housing and lead water 
data, among others) with that geolocation. A total of 46 features were 
associated with each datapoint. 

In the case of the Massachusetts dataset, the socioeconomic data 
were aggregated from a census tract level to a town/city level by taking 
the weighted average by population density. The HPI index was aggre-
gated from a zip code level to a town/city level also using a weighted 
average. On the other hand, lead in drinking water levels in schools were 
averaged for all schools within a town/city. Thus, the Massachusetts 
dataset consisted of 352 points, all of which corresponded to towns/ 
cities and their corresponding socioeconomic, demographic and water 
quality data. A total of 38 features were associated with each datapoint. 

Both datasets were further processed by first one-hot-encoding 
(turning into binary values) all categorical features and by normal-
izing every feature so that all values range from 0 to 1. Missing values 
were filled in by using the mean value of each feature (e.g. missing in-
come values were filled in using the average income of every city or zip 
code). Less than 5% of the data were missing for both New York and 
Massachusetts datasets. 

The BLL data was also binarized by using a variable threshold T and 
the 5 μg dL− 1 reference value established by the CDC. In the case of the 
Massachusetts dataset, a 1% threshold (T = 1%) was established: if over 
1% children within a town/city had elevated BLLs (over 5 μg dL− 1), then 
the value was set to 1; otherwise, it was set to 0. In the case of the New 
York dataset, a 6% threshold (T = 6%) was established: if over 6% 
children within a zip code had BLLs over 5 μg dL− 1, then the value was 
set to 1; otherwise, it was set to 0. We binarized both datasets differently 
because of the different resolutions of the data and because the 

percentage of children with high BLLs per zip code in New York are 
much higher than the percentage per city in Massachusetts, as shown in 
Fig. 1. 

2.4. Model implementation 

Five machine learning models were implemented, and their perfor-
mance compared using the processed Massachusetts and New York 
datasets: Random Forest, Logistic Regression, k-Nearest Neighbor 
(kNN), Decision Trees, and Support Vector Machine (SVM). These 
models were implemented using the Python sklearn package and their 
hyperparameters (model parameters) optimized using 10-fold cross 
validation (described below). The process of hyperparameter optimi-
zation consisted of iterating through multiple combinations of hyper-
parameters and finding those that provided the highest cross validation 
scores. A short description of each of the models, and their optimized 
hyperparameters are provided in the S.I. 

We briefly introduce a method and five metrics used to evaluate 
machine learning models:  

(1) K-fold cross validation is a commonly used method to test how a 
predictive model will perform in practice. Predictive models are 
typically calibrated with a “training” data set, and their perfor-
mance must be tested against data from outside this training set. 
In cross validation, the original data is separated into k inde-
pendent (i.e., non-overlapping) subsets and then the model is 
trained with only k-1 subsets. The trained model is then tested 
using the withheld subset. This process is repeated k times by 
successively withholding a different subset for testing each time, 
effectively creating k instances of the model that is trained and 
tested using k different training and testing datasets.  

(2) The “Receiver Operating Characteristic Area Under the Curve” 
(ROC AUC) metric, was briefly introduced in Section 1. This 
metric ranges from 0.5 to 1, is commonly used to evaluate the 
ability of the model to distinguish between True Positives (TP) 
and False Positives (FP) for different probability thresholds. Thus, 
ROC AUC values close to 1 indicate that the model can perfectly 
distinguish between TP and FP, while values close to 0.5 indicate 
that the model is no better than random selection. TPs in our case 
mean that the model predicts that a zip code or town/city has 
more than T% of children with elevated BLLs, and the measured 
value for that zip code or town/city is indeed over T%. FP are 
those cases in which the model predicts that a zip code or town/ 
city has more than T% of children with elevated BLLs, while the 
actual (measured) value for that zip code or town/city is below T 
%  

(3) The “Precision Recall Area Under the Curve” (PR AUC) metric, 
which ranges from 0.5 to 1, is typically used to evaluate the 
ability of the model to distinguish between TP and False Nega-
tives (FN) for different probability thresholds. PR AUC values 
close to 1 indicate that the model can perfectly distinguish be-
tween TPs and FNs, while values close to 0.5 indicate that the 
model is no better than random selection. FNs are those cases in 
which the model predicts that a zip code or town/city has less 
than T% of children with elevated BLLs, while the measured 
value for that zip code or town/city is under T%.  

(4) The F1 metric is the harmonic mean of Precision and Recall, 
which are defined as follows: 

Precision=
TP

TP + FP
(1)  

Recall=
TP

TP + FN
(2) 

Thus, the F1 metric accounts for the ability of the model to distin-
guish between TP and FN for a specific probability threshold (0.5 in our 
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case). 
The five tested models were compared in terms of their mean ROC 

AUC score obtained with a 10-fold cross-validation. The best-performing 
model was tested further by splitting the data randomly into a 70% 
training and a 30% testing dataset by using the train_test_split function in 
the Python scikit-learn package. The data was split 1000 times, and the 
ROC AUC, PR AUC and F1 score were then calculated for the test data in 
each split. Given the importance of accurately identifying locations 
where children might have elevated BLLs and the unbalanced nature of 
our dataset (only about 20% of the datapoints have BLLs above the 
chosen threshold for each State), the PR AUC and F1 metrics provide 
insights into the ability of the model to accurately predict the minority 
class labels and to avoid predicting FNs. 

2.5. Model implementation in New York city 

The best-performing model was implemented with data from New 
York City to predict, for each zip code, the likelihood that over 6% of the 
children have elevated BLLs. These results were compared to measured 
childhood BLLs in New York City, which were obtained at a borough 
level for the year 2015 (New York City Department of Health and Mental 
Hygiene, 2020). To compare these data to our modeled results, we first 
calculated the modeled expected number of children with elevated BLLs 
for each zip code using the following equation: 

E(Ch)=T * P(T)*Pop (3) 

Where E(Ch) is the expected number of children with BLLs exceeding 
5 μg dL− 1 within each zip code, P(T) is the modeled probability that over 
T% of the children have elevated BLLs (T = 6% for the New York model) 

Fig. 1. Heat maps of the study sites showing the percentage of children with elevated BLLs (over 5 μg dL− 1) within (a) zip codes in New York (n = 1642) and (b) each 
community (city/town) in Massachusetts (n = 353). There is missing data for some zip codes the in New York dataset; these are shown in white. Note that the color 
scale in each map is different. New York has a larger percentage of children with elevated BLLs (more than 5 μg dL− 1) than Massachusetts. (For interpretation of the 
references to color in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 2. Schematic overview of the steps taken to process the data and implement the machine learning models. Note that each datapoint corresponds to the per-
centage of children within each zip code or town/city with Blood Lead Levels (BLLs) over 5 μg dL− 1 in New York and Massachusetts, respectively, and all its 
associated features (socioeconomic, chemical, and housing). BLLs are encoded as binary variables, where 1 and 0 represent that a zip code or town/city has over or 
under T% of children with elevated BLLs, respectively, where T% is 6% for NY and 1% for MA datasets. 
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and Pop is the population of children under 6 years old residing in each 
zip code. The values of E(Ch) were then aggregated for all zip codes 
within each borough in New York City and the results compared to the 
measured data. We note that Eq. (3) would underestimate the number of 
children with elevated BLLs in zip codes where more than 6% of the 
children have elevated BLLs. However, this threshold is far from the 
1.73% average of children with elevated BLLs in New York City in 2015 
(New York City Department of Health and Mental Hygiene, 2020). 

The compiled datasets used in this study, as well as the code used to 
implement the machine learning models may be found in our Github 
repository (Lobo et al., 2021). 

3. Results and discussion 

3.1. Model selection 

The best-performing model for both the New York and Massachusetts 
datasets was a Random Forest (RF), as shown in Fig. 3 (these results 
were obtained after model hyperparameter optimization). The hyper-
parameters used in the model for each dataset are shown in Table 1, 
while the hyperparameters of the other models are shown in the S.I. The 
RF model outperformed all other models in terms of the average ROC 
AUC score, demonstrating that it provides more TP and less FP than the 
other models. Moreover, this model resulted in less variability among 
the folds, as shown by the lower standard deviations among the folds 
during cross validation. Thus, the RF model was selected for further 
testing with data from the study sites and New York City. 

We note that all the tested models provided good results during cross 
validation. Even the logistic regression model, which has been used 
unsuccessfully in previous studies for similar purposes (Taylor et al., 
2013) resulted in high ROC AUC values (0.84 and 0.87 for the New York 
and Massachusetts datasets, respectively). This supports our hypothesis 
that predicting elevated BLLs at a geospatially aggregated level (zip 
codes or towns/cities) is more feasible than predicting BLLs at an indi-
vidual person-scale, as other studies have attempted. 

3.2. Model performance 

The optimized RF model was further tested by randomly splitting the 
datasets into train and test sets 1000 times and by calculating the ROC 
AUC, PR AUC and F1 scores. These results are shown in Fig. 4. As a 
reference, the average F1 score reported in the study by Potash et al. 
(2015) was 0.40 (we calculated this value using the harmonic mean of 
their average precision and recall of 0.39 and 0.42, respectively). In 

contrast, our geospatially aggregated model provided an average F1 
score of 0.78 and 0.80 for the New York and Massachusetts datasets, 
respectively. Another model developed by Potash et al. (2020) resulted 
in an average ROC AUC score of 0.69, while our model’s average ROC 
AUC was 0.87 and 0.91 for the New York and Massachusetts datasets, 
respectively. It is likely that the difference in performance between our 
model and those previously reported in literature results from the lower 
resolution of our datasets. Most of the models reported in literature use 
socioeconomic and environmental features to predict elevated BLLs of 
individuals in specific locations. In contrast, our model predicts elevated 
BLLs in relatively large populations (on the scale of zip codes and cit-
ies/towns) at a state level using aggregated data. The aggregated data 
helps smoothen the variability among individual children, which allows 
identifying spatial trends. 

Despite the good average performance of the RF model, significant 
variations in performance were observed among the 1000 splits for both 
datasets, as shown in Fig. 2. The variability for all three metrics, F1 
score, ROC AUC and PR AUC, was higher when using the Massachusetts 
dataset. The worst-performing model instance in the Massachusetts 
dataset had an F1 score of 0.55, a ROC AUC of 0.73 and a PR AUC of 
0.62. It is likely that this performance was a product of overfitting, as 
models trained using small datasets are more likely to overfit the data 
(Ying, 2019). However, the worst-performing model still has a higher 
ROC AUC than other models found in literature. 

As also shown in Fig. 4, the New York RF model tended to have larger 
PR AUC than ROC AUC values. This means that this model overestimates 
the positive label (when over 6% of children within zip codes have 
elevated BLLs), sacrificing accuracy for precision. This is desirable from 
a public health perspective, as the cost of predicting FPs are lower than 
those of predicting FNs (it is more desirable to falsely predict that a zip 
code has a high risk of childhood lead exposure than to falsely predict 
that it does not have a high risk of lead exposure). However, the opposite 
is true for the Massachusetts model: ROC AUC values were greater that 
PR AUC values. This suggests that the model tends to underestimate the 
positive label, indicating that it will predict more FNs than FPs. This 
problem may be addressed by decreasing the probability threshold used 
to decide the model’s outcomes so that more positive predictions (those 
where the model predicts that over T% of the children have elevated 
BLLs) are made. 

3.3. Feature importance analysis using random forest 

The features in the New York and Massachusetts RF models were 
ranked by their Gini score, which represents the loss in entropy (sta-
tistical dispersion) resulting from adding each feature to the model (see 
Fig. 5). We note here that the way RF models work, only the magnitude 
of reduction in entropy (impact on prediction) is measurable, but not the 
direction in which the feature impacts the prediction. In both RF models, 
poverty and race-related features are most important when predicting 
childhood lead exposure, which aligns with previous studies (Hauptman 
et al., 2017). In the case of the Massachusetts model, the most important 
feature corresponds to the percentage of children under 6 living in each 
zip code or town/city. We have two hypotheses to explain this: 1) It may 
be the case that not enough BLL tests were performed or that testing was 
not done randomly, making the results in each zip code or city unrep-
resentative of the population. This could explain why the model’s 
outcome changes as the number of children tested increases (areas with 

Fig. 3. 10-fold cross validation score of 5 optimized machine learning models 
using the ROC AUC score for the New York and Massachusetts datasets. The 
bars represent the mean ROC AUC scores, and the error bars the standard de-
viation. Random forest outperformed all other models in terms of attaining the 
highest average ROC AUC score, and demonstrating the smallest value for the 
standard deviation among the folds. 

Table 1 
Best combination of hyperparameters for the random forest model implemented 
using the New York and Massachusetts datasets.   

NY MA 

Number of trees 1000 500 
Maximum features 4 6 
Maximum depth 12 9  
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more children have greater number of tests). 2) Low-income minorities 
tend to have higher fertility rates (Baughman and Dickert-Conlin, 2009) 
and this population disproportionally suffers from elevated BLLs 
(Hauptman et al., 2017). Thus, it may be the case that a town/city with 
more children is more likely to have more cases of elevated childhood 
BLLs because more children might indicate less wealth and the presence 
of minority communities. 

Other important features in both random forest models include 
housing metrics. These results were expected and have been proven to 
correlate to childhood elevated BLLs in multiple studies. In the case of 
the Massachusetts RF model, the percentage of pre-1978 housing units is 
an important feature, which was also expected because old housing is 
more likely to have lead plumbing and lead paint, two major sources of 
lead exposure. In the case of the New York model, we did not have access 
to housing construction year; however, we used Housing Price Index 
(HPI) as a proxy. As shown in Fig. 5, this index is an important source of 
information gain in the New York model, indicating that it might be a 
useful variable for predicting elevated childhood BLLs. Finally, lead 
levels in schools’ drinking water were not an important feature ac-
cording to the Gini index. This might be because drinking water is not 
usually the main source of lead exposure in children (Dignam et al., 
2019) and because school water quality does not directly impact chil-
dren under 4 or 5 years of age. These children usually consume water in 
their homes; however, there are no available public records of 
lead-levels in household water supplies. It is likely that the housing data 
used in the model (housing construction date and HPI) indirectly pro-
vides information of lead exposure from drinking water at a household 
level. This is because old buildings are more likely to have lead pipes 
(Abernethy et al., 2018), which is the main source of lead in drinking 
water. 

3.4. Feature importance analysis using a logistic regression 

Even though the Gini index provides information about the impor-
tance of each feature, it does not inform on how each of them affect the 
outcome of the model in terms of magnitude and sign. Given that the 
logistic regression model provided good results in both datasets during 
cross validation (see Fig. 3), we ranked the features based on the 
magnitude of the regression coefficients to gain insights into how each 
feature affects the outcome of the model but presented our results to also 

differentiate them by the direction (color-coded for positive or negative) 
of the influence on the final resulting prediction. These results are shown 
in Fig. 6. 

As seen in the figure, and just like in the random forest model, 
housing information (HPI and pre-1798 housing) is a very important 
feature. As expected from prior more narrow studies, HPI is negatively 
related to childhood elevated BLLs, while pre-1798 housing is positively 
related to it. Prior literature strongly suggests that older houses, which 
usually have a lower HPI index, may be sources of lead exposure. In both 
models, race-related features also behave as expected from prior nar-
rower literature: the percentage of White and Black populations are 
negatively and positively related to childhood lead exposure, respec-
tively. Furthermore, the prior known fact emerges from both models 
that low-income communities are disproportionately exposed to toxic 
levels of environmental lead. Prior researchers have documented in the 
literature that low-income minority groups tend to have higher rates of 
childhood lead exposure (Sampson and Winter 2016). Finally, both 
models agree that lead in school drinking water is less important than 
other features for children of age 4–5 years (in the New York model this 
feature is even negatively related to lead exposure). However, the 
importance of lead in drinking water as a source of childhood lead 
exposure cannot be disregarded based on these results as we do not have 
direct information on household water quality. 

3.5. Illustrative example of model implementation in New York city 

The zip code-level RF model, previously trained with data from the 
entire State of New York, excluding New York City, was used to predict 
the probability that over 6% of the children residing in each zip code in 
New York City have elevated BLLs (BLLs >5 μg dL− 1). The resulting 
probabilities are shown in Fig. 7. As seen in the figure, our model pre-
dicted that most zip codes in New York City are not at risk of having over 
6% of children with elevated BLLs. This is consistent with the average 
1.73% of children 2015 with elevated BLLs in New York City (New York 
City Department of Health and Mental Hygiene, 2020). However, the 
map shown in Fig. 7 has two high risk areas (shown in orange) which are 
located in the Brooklyn and Queens boroughs. These two boroughs ac-
count for most of the cases of elevated BLLs in New York City children, as 
measured by NYC Environment & Health (New York City Department of 
Health and Mental Hygiene, 2020). Furthermore, the neighborhoods in 

Fig. 4. Box plot of the F1 score and the Area Under the Receiver Operating Characteristic (ROC AUC) and Precision-Recall (PR AUC) curves for 1000 instances of the 
model using the (a) New York and (b) Massachusetts datasets. The performance of the model is excellent for both the New York and Massachusetts datasets; however, 
more variability is observed when using the Massachusetts dataset, for reasons discussed in the text. 
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Brooklyn and Queens with the highest rate of children with elevated 
BLLs in 2015 were Clinton Hill and Jamaica, respectively (New York 
City Department of Health and Mental Hygiene, 2020), both of which 
are contained within the orange areas shown in Fig. 7. 

Using Eq. (3) for every zip code, we estimated the expected child-
hood elevated BLL exposure rates, expressed as cases per 1000 children, 
for every borough in New York City. These modeled results, as well as 
the measured childhood elevated BLL exposure rates are shown in Fig. 8. 
As seen in the figure, the modeled results are within the standard error of 
every borough. The mean values between measured and modeled data 
are also similar, except for the Staten Island borough. However, the 
reported childhood elevated BLL exposure rates in this borough are 
likely unrepresentative of the population given the small sample size, 
which explains the large standard error. In fact, the data from two of the 
sampled neighborhoods in Staten Island have the following warning: 
“Estimate is based on small numbers so should be interpreted with 
caution”. 

It is worth noting that our model provided accurate BLL estimates for 
New York City even though this city has taken aggressive measures to 
combat childhood lead exposure (recall that the model was trained with 

state data, excluding New York City). In 2015, 2.8% of the children 
residing in the State of New York, excluding New York City, had BLLs 
over 5 μg dL− 1, one of the largest exposure rates in the US (Centers for 
Disease Control and Prevention, 2019). In contrast, on the same year, 
only 1.73% of the children residing in New York City had BLLs over 5 μg 
dL− 1 (New York Health, 2021). This is likely a result of wealth distri-
bution: New York City is the wealthiest city in the State of New York 
(United States Census Bureau, 2011); thus, it has more resources to 
invest in the removal of potential lead sources. This effect was captured 
by our model, as wealth is one of the most important features for the 
model implemented with data from New York State (see Fig. 3). 

Of course, the map shown in Fig. 7 does not show any new infor-
mation given that New York City already tests children for BLLs. How-
ever, given that our modeled results closely match those reported in lead 
blood tests, we expect that this model may be trained with data from 
other states and then applied to cities within those same states where 
BLL testing data is lacking. 

Fig. 5. Top 15 most important features ranked according to the Gini Index 
when using the optimized random forest model with the a) New York and b) 
Massachusetts datasets. Race-related features are among the most important 
predictors of childhood lead exposure. 

Fig. 6. Top 15 most important features ranked according to the absolute value 
of the logistic regression coefficients when using the a) New York and b) 
Massachusetts datasets. The symbols placed in parentheses next to the feature 
names represent the positive (+) or negative (− ) influence of the regression 
coefficients. As in the random forest model, income and racial features have the 
largest weights; however, water quality and housing construction date are also 
important. All features were normalized before the regression so that their 
magnitudes can be compared. 
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3.6. Model limitations 

The RF models presented thus far were implemented by establishing 
an arbitrary exposure threshold T (1% and 6% for Massachusetts com-
munities and New York zip codes, respectively) and the current CDC 
reference value of 5 μg dL− 1. It is likely that these models may be applied 
elsewhere and using different values for the threshold T; however, in all 
cases they must be retrained to account for socioeconomic differences 
and their effect on lead exposure rates. We hypothesize that other 
reference values for determining whether children have elevated BLLs or 
not may also be used; however, this remains untested given that the 
datasets used only report the number of children with BLLs exceeding 5 
μg dL− 1. Given that the models rely heavily on socioeconomic features, 
we do not expect that a model trained with data from one state will be 
directly applicable to another state or country because different loca-
tions have different policies to address childhood lead exposure. How-
ever, training the model with partial data, like in the case of the state of 
New York, may provide useful insights into locations where BLLs have 

not been measured so that targeted testing and mitigation strategies may 
be implemented. 

Another disadvantage of relying on socioeconomic data is that the 
model does not directly reflect the mechanisms by which children ingest 
lead. Ideally, a model to predict childhood lead exposure will rely 
exclusively on environmental variables, such as lead in air, soil and 
drinking water. However, those variables are rarely measured, thus, 
socioeconomic features are needed because, unfortunately, they corre-
late with lead exposure. We hope that environmental justice efforts will 
make models like the one presented in this study obsolete (income and 
race should not be related to BLLs); however, at present they constitute 
useful tools for predicting, and thus, preventing childhood lead 
exposure. 

While the model accurately predicts the risk of childhood lead 
exposure for a given area (zip code or community), it does not provide 
information regarding the variability within each area. This might limit 
its applicability in large and heterogenous communities where aggre-
gated data fails to accurately describe the population. 

Finally, the current version of our model is also limited by the lack of 
publicly available data. For instance, water utilities in the US test for 
lead in drinking water in several locations yearly; however, they are 
only required to report the 90th percentile lead level, per the Lead and 
Copper Rule. Knowing the locations where high lead water levels were 
detected would provide invaluable information to models such as the 
ones presented in this study. Not only would this benefit modeling the 
impacts of lead in drinking water on childhood lead exposure, but it 
would also increase the transparency and accountability of water dis-
tribution systems. Good quality BLL data is also scarce, as, to the best of 
our knowledge, only New York and Massachusetts have published data 
at a high enough resolution to be useful. Other states have published 
data at a county or state level, which are unsuitable for data science 
applications or even for people interested in knowing if their children 
are likely to have elevated BLLs or not. Making high quality BLL data 
public and easily accessible is not only key for the development of 
models like the one presented in this study but will also increase 
transparency and accountability of local authorities. 

4. Conclusions 

Even though this work focused on developing a machine learning 
model to predict elevated BLLs at an aggregate level in the states of New 
York and Massachusetts, we envision future applications in states that 
do not routinely monitor childhood BLLs. Only 14 states currently 
recommend universal screening (Michel et al., 2020), thus, this model 
has the potential to fill in the gaps in the other 36 states that perform 
partial screening. By testing a fraction of children in these states, this 
modeling approach may help identify areas at the state level where 
children are at high risk of having elevated BLLs so that targeted testing 
and mitigation strategies may be adopted. Moreover, the data collected 
can be can then be added to the training data, successively improving its 
accuracy. We believe that modelling approaches using machine learning 
have the potential to help identify and mitigate childhood lead expo-
sure, a preventable heath crisis that affects the most vulnerable members 
of our communities. 
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Fig. 7. Predicted probabilities of childhood lead exposure (BLLs over 5 μg 
dL− 1) exceeding 6% in each New York City zip code. The areas with the highest 
modeled risk are in the Brooklyn and Queens boroughs. 

Fig. 8. Modeled and measured childhood elevated BLL exposure rate, 
expressed as cases per 1000 children, for every borough in New York City in 
2015. Standard error bars are shown for the measured data to account for 
differences in the number of children tested in each borough. The modeled 
results are within the standard error margins of every borough. 
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A B S T R A C T   

Extreme Weather Events (EWEs) impose a substantial health and socio-economic burden on exposed populations. 
Projected impacts on public health, based on increasing EWE frequencies since the 1950s, alongside evidence of 
human-mediated climatic change represents a growing concern. To date, the impacts of EWEs on mental health 
remain ambiguous, largely due to the inherent complexities in linking extreme weather phenomena with psy-
chological status. This exploratory investigation provides a new empirical and global perspective on the psy-
chological toll of EWEs by exclusively focusing on psychological morbidity among individuals exposed to such 
events. Morbidity data collated from a range of existing psychological and well-being measures have been in-
tegrated to develop a single (“holistic”) metric, namely, psychological impairment. Morbidity, and impairment, 
were subsequently pooled for key disorders-, specifically PTSD, anxiety and depression. A “composite” (any 
impairment) post-exposure pooled-prevalence rate of 23% was estimated, with values of 24% calculated for 
depression and ⁓17% for both PTSD and anxiety. Notably, calculated pooled odds ratios (pOR = 1.9) indicate a 
high likelihood of any negative psychological outcome (+90%) following EWE exposure. Pooled analyses of 
reported risk factors (p < 0.05) highlight the pronounced impacts of EWEs among individuals with higher levels 
of event exposure or experienced stressors (14.5%) and socio-demographic traits traditionally linked to 
vulnerable sub-populations, including female gender (10%), previous history (i.e., pre-event) of psychological 
impairment (5.5%), lower socio-economic status (5.5%), and a lower education level (5.2%). Inherent limitations 
associated with collating mental health data from populations exposed to EWEs, and key knowledge gaps in the 
field are highlighted. Study findings provide a robust evidence base for developing and implementing public 
health intervention strategies aimed at ameliorating the psychological impacts of extreme weather among 
exposed populations.   

1. Introduction 

Extreme Weather Events (EWEs) have a substantial global public 
health and socio-economic burden, equating to an estimated 6 million 
deaths and 50 million injured since 1950, with economic losses of US 
$640 billion between 1970 and 2019 also projected (CRED, 2020; IFRC, 
2020; WMO et al., 2020). The myriad interactions between EWEs and 

human health are complex, with impacts generally classified into two 
main categories: (i) direct, due to finite physical climatic manifestations 
(e.g., storms, floods), and (ii) indirect, often caused by changes in bio-
geophysical processes influenced by climatic phenomena (e.g., water 
quality, land-use change) (Watts et al., 2015; Forzieri et al., 2017). These 
two impact categories actively interact with social factors (e.g., de-
mographic profile), and potentially modify (e.g., amplify, mitigate) the 
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intensity of subsequent impacts, ultimately influencing mental health 
and well-being (Watts et al., 2015). 

Current evidence suggests that the frequency and intensity of EWEs 
has increased significantly since the 1950s in concurrence with a 
⁓0.8 ◦C global temperature rise (IPCC et al, 2021). While evidence 
explicitly linking anthropogenic climate change with EWE frequency 
and/or intensity varies with respect to phenomena type, indicators 
suggest human-mediated global warming has likely resulted in an in-
crease in compound EWEs since the 1950s (IPCC et al, 2012; 2018; 
2019; 2021). A recent report from the Centre of Epidemiology of Di-
sasters (CRED) indicates a ten-fold increase in the number of 
climate-mediated disaster events recorded in the last ⁓70 years (CRED, 
2020), with events associated with a climatic origin accounting for 
⁓79% of all disaster typologies (e.g., technological, conflict-related) 
over the last 50 years (IFRC, 2020). 

Since 2016, an annual, global, multi-disciplinary effort to track the 
links between climate change and public health, including monitoring of 
key “progress” indicators, has been led by The Lancet Countdown (htt 
ps://www.lancetcountdown.org/), a taskforce seeking to provide 
policy-makers with evidence-based feedback relating the impacts of 
climate change on public health. While initially identified as a key 
emerging public health concern, a series of limitations have precluded 
successful integration of climate-associated mental health indicators 
into progress metrics (Watts et al., 2015, 2018, 2019, 2020). Similar 
constraints apply to the integration of EWEs and mental health fields, 
with main obstacles ranging from ambiguity regarding attribution (i.e., 
cause-effect, psychological disorders potentially exhibiting compounded 
and distal origins), to the inherent complexity of psychological disor-
ders, including co-morbidity, and symptom variability as a product of 
“resilience” and life-course epidemiology (Kuh et al., 2003; Goldman 
and Galea, 2014; Watts et al., 2018). Additional constraints include 
under-reporting and differing diagnostic standards depending on 
geographical location and socio-demographic background (Watts et al., 
2015, 2021; Berry et al., 2018; Hayes et al., 2018; Habrok et al., 2020). 
Accordingly, to date, much of the research emphasis in the context of 
EWEs and mental health has been placed in exploring associations be-
tween temperature extremes and metrics associated with mental health 
at a (macro-) population level (Watts et al., 2019). While informative, 
this approach precludes identification of direct links between individual 
exposure and mental health outcomes. This lack of research focus con-
trasts with mounting evidence for increased risk of psychological 
impairment in response to extreme weather, potentially amplified by 
increasing event frequency, duration and intensity, and concurrently, 
projected estimates of a substantial, widespread, and cumulative psy-
chological burden (Trombley et al., 2017; Obradovich et al., 2018; 
Clayton 2020, 2021; Liu et al., 2021). 

Notwithstanding the aforementioned difficulties, key quantitative 
insights into the psychological burden associated with EWEs may be 
obtained from the disaster-psychopathology literature. Hydro- 
meteorological events, which can be tentatively associated with cli-
matic change (e.g., floods, storms, droughts), are frequently linked with 
an increased risk of developing psychopathological disorders (Bourque 
and Willox, 2014; Trombley et al., 2017; Habrok et al., 2020; Palinkas 
and Wong, 2020). However, to date, much of the disaster literature has 
focused in evaluating PTSD, with a need for a more “holistic” approach 
aiming to incorporate different mental health metrics (Goldman and 
Galea, 2014). As such, mental health morbidity data derived from an 
iterative, pooled or meta-analytical approach, which aims to condense 
psychological/well-being data in response to extreme weather events, 
may prove particularly insightful. As of yet, no empirical literature re-
view has focused exclusively on EWEs at a global scale, with available 
studies often regionally-specific, adopting an overarching approach to-
wards “public health impacts” (both physical and mental) or the concept 
of disaster and thus including non-climatic natural events (Rubonis and 
Bickman, 1991; Norris et al., 2002; Galea et al., 2005; Neria et al., 2008; 
Rataj et al., 2016; Lowe et al., 2019; Cruz et al., 2020; Weilnhammer 

et al., 2021). 
Within this context, the current study represents the first empirical 

attempt to collate, integrate, and analyse psychological morbidity data 
from populations exposed to EWEs. Key geographical and socio- 
economic factors interacting with (modifying) the cause (EWE) and ef-
fect (psychological disorder) relationship are extracted and analysed, 
thus enabling a greater understanding of the associations between 
extreme weather exposure and mental health disparities and inequity. 
Ultimately, study findings seek to provide an evidence base for policy- 
makers and other stakeholders for designing and improving interven-
tion and/or mitigation strategies, aimed to guide resource allocation 
efforts before and following extreme weather events. 

2. Methodology 

2.1. Review Scope and bibliographic databases 

Given the exploratory and multi-disciplinary scope of target litera-
ture, the literature identification protocol employed was adapted from 
the Population/Concept/Context (PCC) Framework for “scoping” liter-
ature reviews (Peters et al., 2020). Additionally, a range of published 
scoping reviews and pooled analyses, focusing on topics related to public 
health, (social-)epidemiology, and disaster-psychopathology (e.g., 
Rubonis and Bickman, 1991; Norris et al., 2002; Galea et al., 2005; 
Sargeant et al., 2006), were consulted to inform the review process. The 
following research question was developed to direct the literature 
identification process: 

“What was the global prevalence of psychological impairment among 
populations exposed to Extreme Weather Events during the period 
1980–2020 and what risk factors were associated with impairment?” 

Literature searches (conducted July 1st, 2020) were confined to 
Scopus, Web of Science and PubMed bibliographic databases. Notably, 
the review was potentially restricted in scope in terms of database 
searches, with an exclusive focus on the three databases deemed to be 
most pertinent in the context of EWEs. Additional and potentially rele-
vant databases (e.g., PsycInfo) were omitted from the review protocol. 
Employed literature search terms (Table A1; See Appendix) followed 
pre-established classifications derived from the Population-Agent- 
Outcome Model (PAO) model used for previous scoping reviews (e.g., 
Hynds et al., 2014). Search terms relate to the two primary (in-)direct 
impact classifications of EWEs (e.g., direct = “hurricane”; indirect =
“water quality”), and the primary psychological outcomes associated 
with population exposure to EWEs (e.g., PTSD, anxiety, depression). All 
database searches used Boolean positional operators (e.g., “AND”, 
“OR”). 

2.2. Eligibility criteria, article Screening and data extraction 

A total of 1218 records were identified through bibliographic data-
base searches with de-duplication reducing this to 923 (Phase 1–2; 
Fig. 1). All records were initially screened for suitability based on article 
title and abstract content, with forward-selected articles subject to full- 
text screening (n = 321) (Phase 2–3). At each stage, article screening and 
inclusion followed a set of pre-established suitability criteria (Table A2). 
A senior postdoctoral fellow led the review (CC). PH and JOD inde-
pendently assessed all abstracts for suitability/relevance, where a 
disagreement arose, the authors (CC, JOD, PH and SL) conferred to reach 
agreement (i.e., majority vote). A central objective of the review was to 
quantify the psychological and well-being impacts of EWEs on exposed 
populations. The concept of EWE is inclusive of extreme weather and 
climatic events, which can be grouped under the term “climate ex-
tremes”, and follows IPCC terminology, i.e., an abnormal, above-below 
threshold, and (temporally) irregular weather/climatic phenomena (IPCC 
et al, 2012). Exposure was predicated on respondent direct (or 
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“lived-in”) EWE(s) experience. Importantly, exposure was dependent on 
individual study design, with a degree of spatio-temporal ambiguity in 
relation to individual EWE exposure, particularly in the context of 
large-scale and distance-based studies (e.g., online, mail surveys). Event 
types were grouped into four main categories to facilitate analysis with 
further details provided in Appendices B-C. Specifically, “quantifica-
tion” refers to a psychological diagnosis (individual case/outcome), 
and/or evidence for well-being impairment (or lack thereof) among 
evaluated population samples. Both the term psychological impairment 
(cf. Rubonis and Bickman, 1991), and the data presented within, 
incorporate a range of pre-established (non-)clinical and study-specific 
(or “generic”) psychopathological, mental health and well-being mea-
sures. Thus, literature inclusion was not constrained to investigations 
employing standardised psychological disorders (e.g., DSM, ICD-10). 
The underlining criteria and rationale employed for article inclusion 
and established data extraction field (sub-)categories are outlined in 
Appendices B-D. 

2.3. Quantifying psychological impairment 

All included investigations provided a number or percentage of the 
population meeting predetermined criteria deemed sufficient to attri-
bute psychological impairment. Thresholds were determined and fol-
lowed the discretion of individual authors. In an effort to integrate all 
data into a single “composite” metric representative of (overall) 

psychological impairment, reported psychological disorders were 
condensed into four nosological domains outlined by the Diagnostic and 
Statistical Manual of Mental Disorders (DSM-IV, 4th Edition) (viz. 
Rubonis and Bickman, 1991), as follows: (i) PTSD (including other 
“stress” measures), (ii) Depression, (iii) Anxiety and (iv) Substance Use 
Disorder. Additionally, a fifth domain classification, denoted as “Addi-
tional Distress”, was used to amalgamate disorders (and domains) not 
frequently encountered (n < 3) among identified studies (e.g., Somati-
zation, Schizophrenia). The outlined approach enabled calculation of 
one composite and five domain-specific estimates of psychological 
impairment with emphasis given to data estimated at a composite level 
and for PTSD, anxiety and depression; the latter representative of the 
three main psychopathological domains in the disaster-psychopathology 
literature (cf. Norris et al., 2002; Neria et al., 2009; Goldman and Galea, 
2014). In the case of longitudinal studies, i.e., investigations based on 
psychological evaluation at multiple points (post-event) in time (or 
waves), all impairment data extracted and pooled were restricted to the 
first evaluation. Additional details on the extraction of impairment data 
and pooling categories are provided in Appendices B-E. 

2.4. Reported risk factors 

Where reported, all variables (i.e., potential confounders and/or 
modifiers) statistically associated (p < 0.05, irrespective of employed 
statistical test/method) with psychological impairment within 

Fig. 1. Schematic of the systematic literature review protocol employed.  
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individual studies were extracted and collated. Due to the large (cu-
mulative) number of risk factors investigated across studies, where 
possible, risk factors were nested into one of three main risk categories 
commonly employed in the disaster-psychopathology literature 
(Maguen et al., 2009; Goldman and Galea, 2014), namely “pre-event”, 
or intrinsic risk factors (primarily socio-demographics); “peri-event”, or 
variables pertaining (and confined to) a specific event and its timeframe 
(e.g., perceived intensity, stressors); and “post-event”, i.e., variables 
associated with conditions and settings following exposure to extreme 
weather (e.g., access to aid/relief). 

2.5. Study-Specific and pooled odds ratio calculations 

Odds ratios (ORs) were calculated as a relative measure to evaluate 
the strength of association between EWE exposure and psychological 
impairment. Study-specific ORs were estimated for each domain 
including composite data, with a “pooled” (or adjusted) OR (pOR) 
calculated using the Mantel-Haenszel method (Mantel and Haenszel, 
1959). pOR, which represents a weighted metric for aggregating 
study-specific (non-)exposed populations and standard deviations, pro-
vides an overall measure of association between EWE exposure and 
specific domains. OR calculation relied on availability of case-control 
data and was therefore restricted to those investigations employing in-
dependent control groups (n = 12). Only one investigation reporting 
“actual pre-post” (i.e., pre- and post-event) control data met the criteria 
allowing OR calculation. This investigation was treated separately from 
those employing independent control groups in terms of pOR calcula-
tion. Investigations reporting retrospective pre-post data were also 

excluded from calculations. Subject to adequate data reporting, ORs 
were calculated for studies reporting composite (n = 7) and 
domain-specific impairment (n = 8). The latter was only calculated for 
the three main disorder domains, i.e., PTSD (n = 7), anxiety (n = 7) and 
depression (n = 8). 

3. Results 

3.1. Key dataset characteristics 

Overall, 59 relevant articles were identified, assessed and incorpo-
rated for data extraction and pooled analyses (Fig. 1). A descriptive 
summary and geographical distribution of all studies are presented in 
Table A3 and Fig. 2, respectively. Bibliographic details and selected data 
fields for each reviewed investigation are provided in Appendix F. Ex-
tractions comprise psychological impairment data from 61,443 EWE- 
exposed individuals. A majority were assessed for PTSD (77.4%), fol-
lowed by depression (40.3%), and anxiety (23.4%). Reviewed articles 
span a publication period of twenty years (2000–2020) and report data 
pertaining to EWEs occurring between 1992 and 2014 (Table A3). 
Geographically, over half of investigations (and associated populations) 
originated from North America (31/59; 52.5%), of which 30 studies 
(50.9%) derived from the USA (Fig. 2), with the remainder of in-
vestigations primarily derived from Asia (17/59; 28.8%). Consequently, 
most investigations were associated with categorically high-income 
settings (38/59; 64.4%), followed by those allocated to the lower in-
come classification (16/59; 27.1%). Approximately 56% (33/59) of 
studied populations were classified by age as occurring within the adult 

Fig. 2. Global distribution of reviewed investigations. The number of articles per country of origin and the composite metric for psychological impairment are also 
provided. N/A = Not Available. 
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(31–50) (19/59; 32.2%) and child (<15) (14/59; 23.7%) sub- 
populations (Table A3). Investigations with population samples domi-
nated by female gender (17/59; 28.8%) and racial/ethnic minorities 
(12/59; 20.3%) represented 16.6% and 9.8% of the total dataset pop-
ulation, respectively (Table A3). 

3.2. Event Types and study methodology 

Most articles focused on extreme weather phenomena associated 
with “storm” (39/59; 66.1%) and “flood” (15/5; 25.4%) event cate-
gories, with “drought/heat” and “wildfire” events infrequently studied 
(n ≤ 3) (Table A3). Reviewed investigations almost entirely comprised 
population samples exposed to “acute” (or fast-onset) phenomena, 
defined within as “weather” events (see Appendix C) (56/59; 94.9%), 
compared with “climatic” (gradual or sub-acute) phenomena repre-
sented by studies focusing on heat waves and droughts (3/59; 5.1%). 

Cross-sectional study types, i.e., investigations based on evaluation 
at a single point in time, dominated the dataset (51/59; 86.4%). Among 
the few longitudinal studies identified (8/59; 13.6%), a majority were 
confined to only two waves of psychological evaluation (7/8; 87.5%). 
Importantly, the reported time lag between EWE exposure and (post- 
event) psychological evaluation was highly comparable between in-
vestigations employing cross-sectional and longitudinal study designs 
(Appendix F). While most investigations were based on non- 
representative sample selection criteria (34/59; 57.6%), i.e., a study 
sample not reflective of the general population, several incorporated 
representative (or random) sampling designs (26/59; 44.1%) 
(Table A3). Diagnostic methods generally consisted of self-reported 

measures, accounting for 71.8% of the total examined population, 
with clinically established cases less common (23.5%). A substantial 
number of investigations lacked a control population (41/59; 69.5%) 
with just 12/59 (20.3%) studies employing independent control criteria, 
while 7/59 (11.9%) reported pre- and post-event impairment data. The 
latter included four studies reporting retrospectively acquired pre-event 
data. Overall, 75.2% (n = 45,576) of respondent impairment data lacked 
any control parallel. 

3.3. Estimates of psychological impairment 

Comprehensive summaries of pooled psychological impairment 
data, i.e., morbidity data extracted and collated (specifically) at a sub- 
category level, for both composite (any impairment) and domain- 
specific categories are provided in Table 1–3Summary statistics for 
key (sub-)categories are presented in Figs. 3–4, with pooled data at a 
national level presented in Table A4. Additional impairment data are 
presented separately in Table A5. Overall, a composite (post-event) 
psychological impairment rate of 23.2% (10,052/43,385) was estimated 
(Table 1). However, a considerable proportion of investigations failed to 
provide sufficient data to derive composite impairment (20/59; 33.9%). 
Lack of reporting of co-morbidity data among studies employing mul-
tiple measures represented a recurrent limitation in the calculation of 
composite values. Highest rates of impairment were estimated for 
depression (24%), with lower values calculated for PTSD and anxiety (⁓ 
17%) (Table 1). Compiled data also enabled the determination of com-
posite values solely based on standardised psychopathology (e.g., DSM), 
with a composite (i.e., PTSD, anxiety, depression) prevalence rate of 

Fig. 3. Plot of composite psychological impairment values stratified by key data sub-categories. The number of reporting studies (n) in each sub-category is also 
provided. Black squares indicate the mean value estimated per sub-category with horizontal black lines providing value range. The vertical dashed grey line indicates 
the “global” mean value. N/R = Not Reported. 
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18.6% (5889/31,613) calculated. Estimated psychological impairment 
exhibited marked variability among identified studies, with the largest 
range reported for PTSD (0.7%–100%) (Table 1). 

Regionally, Asian countries were characterized by higher preva-
lence, particularly Bangladesh (75.2%), Pakistan (63.9%) and India 
(43.4%) (Fig. 2; Table A4). Observed regional/national trends were at 
least partially mirrored with respect to income category and impairment 
estimates were highest across studies in lower income regions (47.8%) 
in comparison to middle- or high-income settings (≤20%) (Fig. 3). 
Residents of rural areas exhibited higher composite impairment (38.8%) 
relative to their (peri-)urban counterparts (≤30%). 

Populations exposed to events classified as “wildfires” (35.1%) and 
“drought/heat” (31.3%) exhibited the highest composite prevalence 
rates (Fig. 3). Respondents experiencing events within the “storm” and 
“flood” categories exhibited comparable prevalence rates (20.4%– 
23.8%). Populations exposed to “multiple” (more than a single event) 
weather events also reported higher composite prevalence (30.9%) in 
comparison to those experiencing single (“one-off”) events (18.6%) 
(Fig. 3). Temporally, composite impairment rates exhibited a decadal 
monotonic increase (11.1%–39.5%; cf. event year in Table 2). Higher 

values were also observed for individuals evaluated within one-month 
post-event, particularly at a composite level (49.6%) (Tables 2-3). The 
estimated recency and relevance of shorter-term sequelae may be sup-
ported by a higher prevalence observed among individuals recruited 
from relief centres (81.9%), with diagnoses in these settings generally 
generated within a two-month window (Tables 2-3). 

Composite estimates suggest that study populations primarily 
comprised of adults aged 31–50 exhibited higher rates of psychological 
impairment relative to other populations (38.6%; Fig. 3). Overall, 
impairment was lowest among older adults (>51 years). Population 
samples dominated by minorities (34.4%) and female gender (38.4%) 
exhibited higher impairment rates than those with more balanced socio- 
demographics (⁓ 23%) (Fig. 3). 

3.4. Reported risk factors 

As shown (Table 4), over half of reported risk variables occurred 
within the pre-event risk category (156/290; 53.9%). Here, female 
gender was most frequently associated with risk of psychological 
impairment (29/156; 18.9%). Specifically, female gender was often 
linked with increased occurrence of PTSD (15/73; 20.5%) and anxiety 
(6/23; 26.1%). Additional (frequent) risk factors included lower socio- 
economic status and reports of previous mental health symptoms/dis-
orders; each accounting for 10.3% (16/155) among pre-event risk fac-
tors. Within the peri-event category, event exposure was the variable 
most commonly associated with any type of psychopathology (42/69; 
60.9%) with levels of fear/perceived threat and (in-)direct experience of 
physical injuries or somatic conditions (i.e., personally or through 
family members) identified as common risk factors for PTSD (Table 4). 
Event exposure was also the most important risk factor across the three 
adopted risk typologies (42/257; 14.5%) (Table 4). In relation to post- 
event factors, respondents experiencing property damage/loss and 
financial stress were most at risk of developing psychological impair-
ment (⁓ 20%). 

3.5. Pooled odds ratios 

Odd ratios calculated from reported composite data are provided in 
Fig. 5, with domain-specific estimates presented in Figs. 6–8. Key 

Fig. 4. Plot of psychological impairment values by key data sub-categories per domain (PTSD, anxiety, depression). The number of reporting studies (n) in each sub- 
category is also provided. Black squares indicate the mean value estimated per sub-category with horizontal black lines providing value range. The vertical dashed 
grey line indicates the “global” mean value. N/R = Not Reported. 

Table 1 
Estimated psychological impairment values at composite and domain-specific 
levels. The total population subject to psychological diagnosis (N) and corre-
sponding number of positive cases (n) per category are also provided.1 Values 
excluding data derived from non-standardised mental health measures con-
tained within the “Additional Distress” domain. *Estimates presented are subject 
to accurate (full) study co-morbidity reporting and thus differ from domain- 
specific values.  

Domain Impairment 
% (N/n) 

Impairment Range 
(%) 

Study n 
(%) 

PTSD 17.7 (8144/46,075) 0.7–100 45 (76.3) 
Anxiety 17.3 (2477/14,355) 0.5–28.5 21 (35.6) 
Depression 24 (5737/23,924) 2.1–64.9 34 (57.6) 
Substance Use 

Disorder 
17.4 (1388/7963) 1.8–39.9 8 (13.6) 

Additional Distress 33.9 (4726/13,934) 4.9–95.8 15 (25.4) 
Composite 23.2 (10,052/ 

43,385) 
6.4–100* 39 (66.1) 

Composite1 18.6 (5889/31,613) 6.4–100* 29 (49.2)  
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characteristics for investigations incorporating control groups are also 
provided in Table A6. Inconsistent reporting of co-morbidity data pre-
cluded (composite) OR calculation in 5/12 (41.7%) studies (Table A6). 
Similarly, at a domain-specific level, two investigations failed to provide 
morbidity data necessary for pooled OR calculation. 

Overall, the odds of developing any psychological impairment were 
approximately 90% higher among individuals exposed to extreme 
weather events in comparison to control populations (pOR = 1.9; CI =
1.7–2; Fig. 5). At a domain level, odds were highest for PTSD develop-
ment (pOR = 4.8), with a population sample exposed to hurricanes (cf. 
Kar et al., 2007; Tucker et al., 2017) reporting the highest probability of 
PTSD development (OR = 7.4–7.8) (Fig. 6; Table A6). Similarly, pORs 
indicate exposed populations were approximately twice as likely to 
exhibit depressive symptomology (pOR = 2.04) (Fig. 7). Anxiety was the 
only domain exhibiting a negative calculated association with EWE 
exposure (pOR = 0.6) (Fig. 8). Here, it is important to note that esti-
mates are particularly influenced by control group data provided from 
Brown et al. (2019) with higher odds of anxiety diagnosis in contrast to 
those exposed to extreme weather (Fig. 8). Brown et al. (2019) reports 
data from school children exposed to wildfires, with an explicit study 
caveat represented by introduction of a post-event (and pre-measure) 
school-wide student mental health support programme. As such, re-
ported anxiety data were possibly influenced by a successful 
intervention. 

4. Discussion 

4.1. Composite estimates of psychological impairment and odds ratios 

To the authors’ knowledge, this represents the first global collation 
and empiric integration of mental health and well-being data exclusively 
from populations exposed to extreme weather events. Calculated ORs 
indicate a high probability (+90%) for development of any form of 
psychological impairment following exposure to weather/climatic 
phenomena (pOR = 1.9; Fig. 5), providing strong evidence for the 
detrimental effects of EWEs on human health. Notwithstanding, esti-
mates presented, particularly pertaining pooled data, need to be inter-
preted cautiously due to a number of inherent methodological 
limitations which are discussed in detail in the limitation and recom-
mendation section below. 

Accounting for potential limitations, comparisons of prevalence data 
with available mental health “baselines” may prove particularly 
insightful in ascertaining the relevance of pooled estimates presented. 
For example, data recently curated by the Institute for Health Metrics 
and Evaluation (IHME), indicate a global prevalence rate for mental 
disorders of ⁓ 13% (GDB, 2019). This is considerably lower than esti-
mated composite impairment rates within the current study (18.6%– 
23.2%) (Table 1), representing the potential severity of EWEs on mental 
health. Likewise, global (12-month) prevalence rates for mental disor-
ders provided by Steel et al. (2014) (⁓ 17%), may be indicative of a 

Table 2 
Estimated values for composite psychological impairment stratified by selected data sub-categories. The study n column provides the number of investigations (among 
sub-category total) with adequate (full) data reporting to derive pooled values.  

Data Category Study n (%) Impairment (%) Data Category Study n (%) Impairment (%) 

Study Location   Sampling Strategy   

Africa 1/1 (100) 78.4 Representative 8/12 (66.7) 21.2 
Asia 15/17 (88) 26.4 Non-representative 31/47 (66) 28.9 
Europe N/R N/R Population Pool   
Latin America 4/5 (80) 22.9 Educational Institution 10/14 (71.4) 21.3 
North America 16/31 (52) 18 General Population 25/37 (67.6) 23 
Oceania 3/3 (100) 24.4 Healthcare Centre 1/3 (33.3) 14.9 
Income Level   Relief Centre 3/5 (60) 81.9 
High 21/38 (55.3) 20.8 Racial Composition   
Upper-Middle 4/4 (100) 13.2 > Minorities 6/12 (50) 34.4 
Lower-Middle/Low 14/16 (87.5) 47.8 Fully 1/1 (100) 36.1 
N/A N/R N/R Partially 5/11 (45.5) 28.5 
Local Setting   Balanced/Low 33/47 (70.2) 22.8 
Rural 6/10 (60) 38.8 Gender Composition   
Urban 13/19 (68.4) 27.5 > Female 9/19 (47.4) 38.4 
Mixed 5/7 (71.4) 30.3 Fully 1/4 (25) 64.9 
N/R 15/23 (65.2) 13.5 Partially 8/11 (72.7) 37.6 
Climate   Balanced/Low 25/33 (75.8) 24.8 
Arid 1/1 (100) 51.6 N/R 4/6 (66.7) 12.9 
Tropical 15/17 (88) 34.7 Event Lag (months)   
Temperate 19/34 (56) 18.3 <1 4/6 (66.7) 49.6 
Cold/Polar 1/4 (25) 7.2 2–6 12/17 (70.6) 22.2 
Unknown 3/3 (100) 17.4 7–12 7/13 (53.8) 32 
Event Type   >13 12/18 (66.7) 12.5 
Drought/Heat 3/3 (100) 31.3 N/A 4/5 (80) 38 
Flood 11/14 (78.6) 23.8 Event Year   
Storm 24/38 (63.2) 20.4 1990–2000 9/13 (69.2) 11.1 
Wildfire 1/2 (50) 35.1 2001–2010 21/31 (67.7) 29.9 
Age Group   2011–2020 9/15 (60) 39.5 
Children (<15) 9/14 (64.3) 22.8 Exposure Type   
Young Adult (16–30) 3/5 (60) 30 Single Event 31/47 (66) 18.6 
Adult (31–50) 12/19 (63.2) 38.6 Multiple Events 8/12 (66.7) 30.9 
Older Adult (>51) 4/5 (80) 19.7 Impact Type   
N/R 11/16 (68.8) 17.7 Weather (Acute) 36/56 (64.3) 22 
Diagnosis Type   Climatic (Sub-Acute) 3/3 (100) 31.3 
Clinical Evaluation 6/8 (75) 11    
Evaluation/Self-report 1/4(25) 22.7    
Self-report 32/47 (68.1) 28           
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Table 3 
Estimated psychological impairment values per domain (PTSD, anxiety, depression) stratified by data sub-categories. The study n column provides the number of investigations (among sub-category total) providing 
adequate (full) data reporting to derive pooled values.  

Data Category PTSD Anxiety Depression Data Category PTSD Anxiety Depression 

Study Location Study n 
(%) 

Impairment 
(%) 

Study n 
(%) 

Impairment 
(%) 

Study n 
(%) 

Impairment 
(%) 

Sampling Strategy Study n 
(%) 

Impairment 
(%) 

Study n 
(%) 

Impairment 
(%) 

Study n 
(%) 

Impairment 
(%) 

Africa 1 (2.2) 78.4 N/A N/A N/A N/A Representative 18 (40) 15 10 (47.6) 16.6 14 (42.4) 11.4 
Asia 11 (24.4) 11.6 8 (38.1) 11.6 8 (24.2) 14.1 Non-representative 27 (60) 22.1 11 (52.4) 17.6 19 (57.6) 24.2 
Europe 2 (4.4) 29.6 2 (9.5) 26.1 2 (6.1) 22.6 Population Pool       
Latin America 5 (11.1) 12.9 1 (4.8) 4.3 4 (12.1) 12 Educational 

Institution 
13 (28.9) 25.8 3 (14.3) 25 7 (21.2) 28.3 

North America 25 (55.6) 19.7 10 (47.6) 20.5 19 (57.6) 22.5 General Population 26 (57.8) 13.2 18 (85.7) 14.8 23 (69.7) 12.3 
Oceania 1 (2.2) 68.9 N/A N/A N/A N/A Healthcare Centre 3 (6.7) 22.4 N/A N/A 2 (6.1) 38.4 
Country Income 

Level       
Relief Centre 3 (6.7) 81.9 N/A N/A 1 (3) 50.1 

High 30 (66.7) 20.8 14 (66.7) 19.4 23 (69.7) 21.1 Racial 
Composition       

Upper-Middle 3 (6.7) 9.4 1 (4.8) 9.2 1 (3) 9.1 > Minorities 10 (20.2) 25.6 2 (9.5) 1.9 8 (24.2) 31.7 
Lower-Middle/Low 11 (24.4) 18.4 6 (28.6) 10.9 9 (27.3) 16.7 Fully 2 (4.4) 30.9 2 (9.5) 1.9 1 (3) 23.3 
N/A 1 (2.2) 25.8 N/A N/A N/A N/A Partially 8 (17.8) 25.2 N/A N/A 7 (21.2) 32.2 
Local Setting       Balanced/Low 35 (77.8) 16.7 19 (90.5) 17.7 25 (75.8) 16.9 
Rural 7 (15.6) 29 4 (19) 19.6 5 (15.2) 22.2 Gender 

Composition       
Urban 15 (33.3) 22.5 4 (19) 23.4 11 (33.3) 20.3 > Female 14 (31.1) 24.7 6 (28.6) 18.9 12 (36.4) 28.5 
Mixed 3 (6.7) 13.1 2 (9.5) 10.2 3 (9.1) 8.9 Fully 3 (6.7) 27.2 N/A N/A 3 (9.1) 39.3 
N/R 20 (44.4) 13 11 (52.4) 14.9 14 (42.4) 22 Partially 11 (24.4) 22.5 6 (28.6) 18.9 9 (27.3) 13.6 
Climate       Balanced/Low 25 (55.6) 16.7 12 (57.1) 17.3 18 (54.5) 17.3 
Arid N/A N/A N/A N/A N/A N/A N/R 6 (13.3) 13.4 3 (14.3) 17 3 (9.1) 12.4 
Tropical 13 (28.9) 14.9 7 (33.3) 9.2 10 (30.3) 13.8 Event Lag 

(months)       
Temperate 27 (60) 16 12 (57.1) 17.9 19 (57.6) 21 <1 4 (8.9) 26 1 (4.8) 27 N/A N/A 
Cold/Polar 3 (6.7) 26.3 2 (9.5) 26.5 3 (9.1) 26.1 2–6 13 (28.9) 22 3 (14.3) 11 10 (30.3) 21.2 
Unknown 2 (4.4) 40.4 N/A N/A 1 (3) 9.1 7–12 10 (22.2) 24.8 6 (28.6) 18.6 9 (27.3) 19 
Event Type       >13 15 (33.3) 13.6 10 (47.6) 20.6 12 (36.4) 22.4 
Drought/Heat 1 (2.2) 17.8 N/A N/A N/A N/A N/A 3 (6.7) 14.5 1 (4.8) 4.5 2 (6.1) 8.5 
Flood 10 (22.2) 13.1 6 (28.6) 20.6 8 (24.2) 16.5 Event Year       
Storm 33 (73.3) 17.8 14 (66.7) 13.7 24 (72.7) 21.2 1990–2000 9 (20.5) 9.7 5 (23.8) 9.3 7 (21.2) 14 
Wildfire 1 (2.2) 37 1 (4.8) 27 1 (3) 31 2001–2010 25 (56.8) 23.5 14 (66.7) 9 20 (60.6) 21 
Age Group       2011–2020 10 (22.7) 23.1 2 (9.5) 26.7 6 (18.2) 22 
Children (<15) 13 (28.9) 23.4 3 (14.3) 25 8 (24.2) 21.8 Exposure Type       
Young Adult 

(16–30) 
5 (11.1) 32.2 N/A N/A 1 (3) 45.9 Single Event 38 (84.4) 18.3 17 (81) 17.9 26 (76.5) 22.1 

Adult (31–50) 14 (31.1) 15.6 7 (33.3) 13.1 13 (39.4) 14.8 Multiple Events 7 (15.6) 14.6 4 (19) 14.3 8 (23.5) 13 
Older Adult (>51) 3 (6.7) 16.8 2 (9.5) 8.4 2 (6.1) 11.7 Impact Type       
N/R 10 (22.2) 11.4 9 (42.9) 17.3 9 (27.3) 14.1 Weather (Acute) 44 (97.8) 17.6 21 (100) 17.4 33 (100) 20 
Diagnosis Type       Climatic (Sub- 

Acute) 
1 (2.2) 19.2 N/A N/A N/A N/A 

Clinical Evaluation 8 (17.8) 9.6 4 (19) 12.2 5 (15.2) 11.6        
Evaluation/Self- 

report 
4 (8.9) 11.3 2 (9.5) 6.6 3 (9.1) 8.3        

Self-report 33 (73.3) 22.2 15 (71.4) 19.4 25 (75.8) 23.2                       
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“background” burden. Overall, mental health estimates vary signifi-
cantly in the literature (e.g., Norris et al., 2002; Rataj et al., 2016; Lowe 
et al., 2019); a factor clearly represented among observed domain 

ranges (Table 1). Arguably, comparisons with pertinent “baselines” from 
the disaster literature could provide more relevant standards for direct 
comparison. Here, estimated composite values (18.6%–23.2%) are 

Table 4 
Incidence of identified risk factors among composite and domain-specific classifications. *Pre-event variable (obtained pre-event or retrospectively). ◦The composite 
category incorporates risk factors from domains not shown in table. +Risk factor categories follow Maguen et al. (2009).  

Risk Factor Classification 
Group+

Harmonised Risk Factor 
Categories 

Domain-Specific Risk Factor Incidence 

PTSD n (%) Anxiety n (%) Depression n (%) Composite
◦

n (%)  

Pre-Event Age (younger) 3 (2.2) 1 (2.4) 2 (3.1) 9 (3.1) 
Age (older) 4 (2.9) 2 (4.8) 3 (4.7) 11 (3.8) 
Legal Status (widowed/divorced/single) 1 (0.7) 2 (4.8) N/A 3 (1) 
Socio-Economic Status (lower) 7 (5.1) 1 (2.4) 5 (7.8) 16 (5.5) 
Education Level (lower) 8 (5.8) 3 (7.1) 2 (3.1) 15 (5.2) 
Employment Status (unemployed) 4 (2.9) 1 (2.4) 4 (6.3) 11 (3.8) 
Racial/Ethnic Minority 7 (5.1) 1 (2.4) 2 (3.1) 12 (4.1) 
Religion 1 (0.7) 1 (2.4) 2 (3.1) 4 (1.4) 
Female 15 (10.9) 6 (14.3) 3 (4.7) 29 (10) 
Trauma Exposure * 6 (4.4) 2 (4.8) 5 (7.8) 14 (4.8) 
Mental Health Symptom/Disorder * 8 (5.8) 1 (2.4) 3 (4.7) 16 (5.5) 
Physical Injury/Somatic Condition * 2 (1.5) N/A 1 (1.6) 5 (1.7) 
General Health Status (lower) 1 (0.7) 1 (2.4) 1 (1.6) 3 (1) 
Other 6 (4.4) 1 (2.4) 1 (1.6) 8 (2.9)  
Sub-total n (%) 73 (53.2) 23 (55) 34 (53.2) 156 (53.9)  

Peri-Event Family Death/Injury 4 (2.9) N/A 2 (3.1) 7 (2.4) 
Physical Injury/Somatic Condition (higher) 5 (3.6) N/A 3 (4.7) 10 (3.5) 
Level of Event Exposure/Stressors (higher) 21 (15.3) 5 (11.9) 9 (14.1) 42 (14.5) 
Fear and Perceived Threat (higher) 6 (4.4) 1 (2.4) 2 (3.1) 10 (3.4)  
Sub-total n (%) 36 (26.3) 6 (14.3) 16 (25) 69 (23.9)  

Post-Event Displacement/Evacuation 4 (2.9) 1 (2.4) N/A 6 (2.1) 
Financial Stress 4 (2.9) 2 (4.8) 2 (3.1) 12 (4.1) 
Property Damage/Loss 7 (5.1) 2 (4.8) 3 (4.7) 13 (4.5) 
Restricted Access to Food/Water 1 (0.7) 1 (2.4) 2 (3.1) 4 (1.4) 
Restricted Access to Medical Facilities/Treatment 3 (2.2) 2 (4.8) 2 (3.1) 9 (3.1) 
Utility Disruption 2 (1.5) 2 (4.8) 2 (3.1) 6 (2.1) 
Level of Social Support (lower) 5 (3.6) 2 (4.8) 2 (3.1) 9 (3.1) 
Other 2 (1.5) 1 (2.4) 1 (1.6) 4 (1.4) 
Sub-Total n (%) 28 (20.5) 13 (31.2) 14 (21.8) 63 (21.7)   

Total n (%) 137 (100) 42 (100) 64 (100) 290 (99.5)  

Fig. 5. Forest plot showing calculated ORs for studies reporting composite psychological impairment. The population column provides the total number of positive 
cases (n) among exposed and control groups (N). Black squares indicate ORs which are also provided at the right along with 95% confidence intervals. The pOR is 
provided at the bottom of the plot. The vertical black lines indicates the point (or threshold) of null effect. 
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analogous with reported “general” population estimates of psychologi-
cal impairment following EWE exposure (⁓ 20%) (Clayton 2021), 
supporting the presented prevalence rates. Following WHO baselines for 
disorder prevalence following natural (i.e., (non-)climatic) disasters in 
general (6%–11%) (Berry et al., 2010), the estimated composite rates 
are indicative of (i) a significant impact which can be specifically 
attributed to extreme weather, or (ii) an underestimate of previous 
baselines. In either case, these highlight the relevance of the presented 
prevalence data, in improving our understanding of the psychological 

burden of EWEs. 

4.2. Psychological impairment and domains 

PTSD is the only assessed psychological disorder requiring exposure 
to a trauma, and thus is less likely to be methodologically constrained in 
terms of population, exposure level, and background (pre-event) 
impairment (Lowe et al., 2019). This conveys a degree of support for 
pooled PTSD estimates (Tables 1–3); comparisons with reported 

Fig. 6. Forest plot showing calculated ORs based on PTSD studies. The population column provides the total number of positive cases (n) among exposed and control 
groups (N). Black squares indicate ORs which are also provided at the right along with 95% confidence intervals. The pOR is provided at the bottom of the plot. The 
vertical black lines indicates the point (or threshold) of null effect. 

Fig. 7. Forest plot showing calculated ORs based on depression studies. *Study based on pre-post control data and not included into pOR calculation. The population 
column provides the total number of positive cases (n) among exposed and control groups (N). Black squares indicate ORs which are also provided at the right along 
with 95% confidence intervals. The pOR is provided at the bottom of the plot. The vertical black lines indicates the point (or threshold) of null effect. 
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(background) epidemiological figures may prove more particularly 
pertinent in the context of PTSD. For example, comparison of PTSD 
figures (17.7%) with general population estimates (2%–10%) (Kessler 
et al., 1995, 2005; Galea et al., 2005; Atwoli et al., 2015) indicate 
significantly increased rates of PTSD following EWE exposure, with this 
finding further emphasized by high estimated ORs (pOR = 4.8; Fig. 6). 

While PTSD featured as the most frequently encountered psycho-
pathological measure, depression exhibited a higher prevalence (24%) 
among pooled cohorts (Table 1). Observed trends concur with recent 
findings reported by Lowe et al. (2019), with depression cases generally 
higher than PTSD among 20/26 (76.9%) peer-reviewed investigations 
focusing on populations exposed to “environmental” disasters. Once 
again, comparison with epidemiological data, which have placed the 
global prevalence of depression disorders between 3% and 12% (Kessler 
et al., 2009; Steel et al., 2014; GBD, 2019), are indicative of an elevated 
(domain-specific) burden linked with EWE exposure. Nonetheless, 
depression is one of the most prevalent mental health disorders among 
the general public, and consequently, the possibility of empiric inflation 
by pre-event morbidity should be highlighted (Kessler et al., 2012; 
Goldman and Galea, 2014). For anxiety disorders, potential baselines of 
4%–11% have been reported among the general public (Kessler et al., 
2009; Steel et al., 2014; GBD, 2019), thus indicating a potentially sig-
nificant impact within the context of EWEs (17.3%; Table 1). 

4.3. Socio-economic, geographical and temporal trends 

Analyses indicate two main regional trends, namely, higher impair-
ment among residents of low-income regions at a composite level 
(47.8%; Fig. 3), and conversely, a higher proportion of EWE-related 
anxiety (19.4%) and depression (21.1%) in high-income settings 
(Table 3; Fig. 4). In low-income regions, a combination of key drivers 
including high poverty levels, increased exposure to extreme weather, 
and restricted access to “recovery” resources are likely associated with 
higher risks of psychological impairment following EWEs (McFarlane 
and Williams, 2012; Rataj et al., 2016; Berry et al., 2018; Morganstein 
and Ursano, 2020). The relevance of lower socio-economic status, as 
inferred from prevalence data obtained from investigations based on 
low-income countries, is also reinforced by its recurrence among (pre--
event) risk factors identified in the literature (Table 4). Importantly, 

associations between low socio-economic background, extreme 
weather, and a higher risk of psychological impairment, were reported 
in both high- and low-income settings (e.g., Galea et al., 2007; Bandla 
et al., 2019) highlighting its importance at (inter-)national scales irre-
spective of regional income. 

The higher prevalence of anxiety and depression disorders in high- 
income settings mirrors recurrent trends (Kessler et al., 2009; Witc-
chen et al., 2011; Kessler and Bromet, 2013), linked to typically 
“western” cultural traits (Koplewicz et al., 2009). For example, Kessler 
et al. (2005, 2012) estimate epidemiological anxiety baselines between 
18% and 25% in the USA. These values are considerably higher than 
calculated estimates (Table 1), emphasizing the potential bias intro-
duced by regional trends. However, calculated ORs did not demonstrate 
any particular geographical trends (Figs. 5–8; Table A6), with the caveat 
that only one investigation reported control data from a typically 
non-Western setting (Felix et al., 2011). Anxiety was the only domain 
exhibiting a negative (OR) association with extreme weather exposure 
(Fig. 8), this highlighting the complexity of interpreting mental health 
data. 

Globally, Asia consistently experiences the highest proportion of 
major hydro-meteorological hazards, including (event) incidence, 
associated mortality and economic loses (CRED, 2020; IFRC, 2020; 
WMO et al., 2020). This was reflected in the current study, with Asian 
populations exhibiting the highest pooled psychological impairment 
rates (Table 1 and A5; Fig. 3). Similarly, Asian studies were charac-
terised by the highest composite ORs (Fig. 5; Table A6). This has been 
attributed to elevated regional population density, with the potential to 
exacerbate the effects of EWE exposure (Watts et al., 2015; Stephenson, 
2008; Forzieri et al., 2017; IFRC, 2020). In this context, presented data 
may demonstrate the reported (cumulative) spatio-temporal impacts of 
EWEs at a global scale (IPCC et al, 2012; Goldman and Galea, 2014; 
WMO et al., 2020), with a higher event frequency and gradual (global) 
population expansion reflected in the monotonic temporal increase of 
prevalence rates (cf. event year intervals; Tables 2-3). However, the 
latter may also be an artefact of improving psychopathological di-
agnoses resulting in increasingly reliable case detection (Aboraya et al., 
2006). Identified trends also provide key insights into (post-event) 
psychological impairment and the effects of recency, with marked im-
pacts among cohorts with immediate (<1 month) EWE exposure 

Fig. 8. Forest plot showing calculated ORs based on anxiety studies. The population column provides the total number of positive cases (n) among exposed and 
control groups (N). Black squares indicate ORs which are also provided at the right along with 95% confidence intervals. The pOR is provided at the bottom of the 
plot. The vertical black lines indicates the point (or threshold) of null effect. 
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(49.6%; Table 2). The importance of short-term impacts, which are also 
reflected via higher impairment among respondents from relief centres 
(81.9%; Table 2), highlight the need for swift and efficient mental health 
intervention following EWEs. Collated data tend to concur with the 
literature suggesting psychological disorder symptomology typically 
peaks within 12 months following EWE exposure (Table 2) (Goldman 
and Galea, 2014). Conversely, some investigations did identify 
long-term sequelae (>16 years) (Thordardottir et al., 2016; Dai et al., 
2017), indicating efforts towards providing long-term recovery re-
sources also merit consideration. However, investigations evaluating 
cohorts over extended timeframes were relatively rare (4/59; 6.9%), 
representing a critical focus area for future research. 

A higher prevalence rate among respondents from rural settings 
(38.8%; Table 2) points to the influence of “location” on mental health 
outcomes. Several investigations have focused on the impacts of EWEs in 
rural settings (e.g., Morrisey and Reser, 2007; Berry et al., 2008; Vins 
et al., 2015; Ellis and Albrecht, 2017; Hayes et al., 2018; Hrabok et al., 
2020). Here, a number of archetypal factors of rural populations, linked 
to community culture and health perception, and which are often 
compounded by limited access to aid, may lead to impaired 
health-seeking behaviour and (post-event) adaptation capacity. These 
include rural stoicism, self-reliance, and prevailing stigmas associated 
with psychological disorders (Morrisey and Reser, 2007; Allen et al., 
2012; Vins et al., 2015; Hrabok et al., 2020). Furthermore, isolation or 
lack of awareness around (or the benefits of) recovery resources is 
prevalent in rural and remote locations (Berry et al., 2008; Vins et al., 
2015). Pooled data suggest rural populations are particularly prone to 
PTSD (Table 3), potentially underscoring issues with access to imme-
diate emergency relief and/or mental intervention following EWEs, 
and/or impaired social support (due to isolation) in rural or remote 
locations (Goldman and Galea, 2014; Vins et al., 2015). Reported results 
contrast with baseline epidemiological evidence indicating a higher 
psychological burden in urban areas (Peen et al., 2010; Allen et al., 
2012), suggesting rural inhabitants are particularly vulnerable to the 
impacts of extreme weather. 

4.4. Socio-demographics – role of gender, ethnicity and age 

The predominance of pre-event risk factors (156/290; 53.9%) 
(Table 4), emphasizes the crucial link between intrinsic socio- 
demographic factors and a predisposition to psychological impairment 
following EWEs. Generally, a higher mental health burden is associated 
with “marginalized” population groups which often lack the resources to 
adequately cope with traumatic events (Galea et al., 2005; Cianconi 
et al., 2020; Hrabok et al., 2020; Clayton, 2021). The concept of “allo-
static” (over-)load, i.e., accumulation of chronic stress and life events 
(Guidi et al., 2021), can help elucidate the role of lower social standing, 
predisposition towards psychological vulnerability, and likelihood of 
impairment following environmental challenges. The latter is clearly 
reflected among risk factors identified in reviewed investigations 
(Table 4), as lower educational attainment, previous history of mental 
health impairment and/or trauma, and a (overall) lower socio-economic 
status are frequently reported. A marked gender imbalance was also 
found. Female gender has been consistently associated with a higher risk 
of psychological impairment following EWEs (WHO, 2014; Berry et al., 
2018; Obradovich et al., 2018; Lowe et al., 2019). This has been 
attributed to a combination of cultural, socio-economic, and physio-
logical factors, which can result in a gendered “disadvantaged” status, 
often irrespective of income (Norris et al., 2002; Kessler et al., 2005; 
Lopez et al., 2006; Tang et al., 2014; Watts et al., 2015). Specific factors 
linked to higher impairment rates among females vary substantially and 
may include reduced access to education and aid resources (e.g., pre- 
and post-EWE), poor nutrition in contrast to male counterparts (both 
generally and during periods of food scarcity), stress/burden associated 
with a traditional caregiver social role (e.g., wife, mother), and likeli-
hood of experiencing post-disaster violence (Norris et al., 2002; 

Kimerling et al., 2009; WHO, 2014; Watts et al., 2015). 
Evidence also suggests females perceive and react more negatively to 

natural disasters and are considered more susceptible to the effects of 
these events (Norris et al., 2002; Bonano and Gupta, 2009; Tang et al., 
2014). While interpretations remain tentative, the composite prevalence 
rates presented, which monotonically increase with sample female 
representation (Figs. 3–4), indicate a higher burden among female 
gender with potential domain-specific implications (cf. depression, 
PTSD; Fig. 4). As expected, the role of gender is also predicated by its 
recurrence among risk factors (29/290; 10%) (Table 4), second only to 
levels of event exposure. Conversely, just two investigations reported 
male gender as a risk factor (2/290; 0.7%) representing a high level of 
gender disparity. Overall, females represent a critical sub-population in 
the implementation of pre- and post-EWE mental health intervention 
strategies (e.g., counselling, outreach) and recovery resource allocation, 
all of which can play a key role in ameliorating the psychological burden 
of disaster events (Cohen 2002; Morganstein and Ursano, 2020). 

Identifying as a racial/ethnic minority was also a recurrent risk 
factor linking EWE exposure and psychological impairment (Norris 
et al., 2002; Galea et al., 2005; Goldman and Galea, 2014; Lowe et al., 
2019). The importance of racial background is reflected in higher esti-
mated composite and PTSD prevalence rates (Figs. 4–5). Similarly, 
belonging to a minority was a frequently identified risk factor (4.1%; 
Table 4). A higher likelihood of impairment among minorities has been 
attributed to disadvantaged social standing and associated vulnerability 
to trauma (Norris et al., 2002; Galea et al., 2005; Berry et al., 2010; 
Hayes et al., 2018; Lowe et al., 2019). Assessment of racial/ethnic 
background as a potential risk factor was exclusive to US-based in-
vestigations (n = 30), and thus, not representative of wider global risks 
associated with individuals from minority backgrounds. 

A degree of subjectivity in relation to age and impairment is mirrored 
in the comparable recurrence of young and old age among risk factor 
typologies (Table 4). The results highlight a degree of ambiguity in the 
nexus of disaster events, age, and mental health sequelae, which is likely 
driven by locally-specific cultural and socio-economic attributes (Kohn 
et al., 2005; Cook and Elmore, 2009; Parker et al., 2016; Lowe et al., 
2019). For example, several previous studies report that older (partic-
ularly elderly) populations exhibit high resilience in the face of natural 
disasters (Norris et al., 2002; Kohn et al., 2005; Cook and Elmore, 2009); 
a trend tentatively supported by prevalence rates among older adults 
(>51) found in the current study (Figs. 3–4). Here, cumulative (past or 
pre-event) life experience may confer a degree of protection from 
stresses imparted by EWEs (Knight et al., 2000), with children 
conversely yet to develop coping mechanisms to counteract stressful 
situations (Goldman and Galea, 2014). Notably, the data reported by Kar 
et al. (2007), resulting in the highest PTSD OR (Fig. 6), derives exclu-
sively from a sample of school children exposed to the cyclone Orissa. 
However, calculated prevalence rates were highest for the adult (31–59) 
sub-category (38.6%; Fig. 3), representing a key age sub-group for 
consideration in the context of mental health intervention. Overall, the 
results support evidence of middle-aged individuals being particularly 
vulnerable in post-disaster settings, attributed to high levels of life stress 
and responsibility burden (e.g., dependents) (Norris et al., 2002; Gold-
man and Galea, 2014). 

5. Limitations and recommendations 

The authors consider that a number of inherent impediments exist 
which require careful consideration in the interpretation of presented 
pooled estimates. Importantly, a number of methodological limitations 
stem from the comprehensive approach towards EWEs and individual 
exposures necessary to produce a comprehensive “scoping” review. Data 
akin to a meta-analytical or systematic review were not attainable given 
the wide range of EWE types, levels of exposure, variations in sample 
size, and range of mental health outcomes analysed. Additionally, due to 
the study design associated with some investigations, and particularly 
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the lack of participant controls, it was not possible to calculate study- 
specific effect size(s) for several studies. Crucially, extracted psycho-
logical impairment data (Tables 1–3) more closely represent “preva-
lence” rates, i.e., positive cases at a single (post-event) point in time, 
than longitudinal “incidence”, or a finite metric of psychological 
impairment linked to EWEs (pre- and post-event). As such, few studies 
have established a “direct” temporal link between EWE exposure and 
adverse mental health outcomes, representing a key knowledge gap with 
respect to our current understanding of the intersect between socio- 
epidemiological mechanisms in the aftermath of climatic extremes. 
Most disaster-focused investigations lack pre-event (“background”) 
mental status data, or refrain from incorporating independent control 
groups to measure or predict the trajectory of outcomes (Norris 2006; 
Yzermans et al., 2009). These factors, and concomitant limitations, are 
clearly reflected in the compiled dataset with a majority of in-
vestigations lacking any control criterion (69.5%; Table A3). The uni-
form distribution of event-evaluation time lag characterizing the pooled 
dataset (Table A3; Appendix F) also highlights potential issues associ-
ated with “resilience”, temporal variability of symptoms, and the nature 
of diagnosis (Norris et al., 2002; Norris 2006; McFarlane et al., 2009). In 
conjunction with a paucity of longitudinal studies, the temporal trajec-
tory of mental health sequelae in the aftermath of EWEs represents a 
critical knowledge gap and focus area for further research. 

The accuracy of presented estimates is also potentially influenced by 
the spatial adjacency of studied EWEs relative to affected (or targeted) 
study populations, with impacts and outcomes ultimately proportional 
to levels of event exposure (i.e., dose-response) (Norris et al., 2002; 
Goldman and Galea, 2014; Harville et al., 2015). The importance of 
event exposure and experienced stressors is clearly reflected in its pre-
dominance (14.5%) among reported risk factor typologies (Table 4). 
Additional peri- and post-event risk factors linked to levels of event 
“exposure”, including perceived threat/fear, injury/somatic conditions, 
and property damage, all commonly associated with PTSD (Norris et al., 
2002; Neria et al., 2008; Goldman and Galea, 2014), were also 
frequently reported in the reviewed literature (Table 4). Notably, 
disaster victims tend to report higher somatic conditions and concerns in 
comparison to non-exposed counterparts, potentially highlighting 
important links between psychological and physiological stress in the 
aftermath of EWEs (Norris et al., 2002; Ursano et al., 2009; Yzermans 
et al., 2009). 

Further, psychological measures are also invariably constrained by 
the range of diagnostic criteria employed, and the potential incorpora-
tion of cultural bias subject to their regional origin, which may limit 
cross-cultural application (Galea et al., 2005; McFarlane et al., 2009; 
Lowe et al., 2019; WMO, 2020; Moore et al., 2020). Inevitably, compiled 
data will also be subject to variability according to study-specific 
geographical, cultural and socio-economic variables. In this context, 
efforts should be directed towards (i) implementation of 
culturally-relevant psychological and well-being measures and (ii) gen-
eration of data at a regional level facilitating comparisons among sam-
ples with similar socio-demographic backgrounds. 

The need for clear, detailed, and homogeneous data reporting of 
pertinent study aspects (e.g., methods, outcomes) is critical, and high-
lighted by the proportion of investigations failing to fully report co- 
morbidity data (20/59; 33.9%), and those providing insufficient infor-
mation for OR calculation. Further, pooled analysis inevitably relied on 
integration of morbidity data from disparate events in terms of intensity, 
forecasting and (pre- and post-event) risk communication levels. Both 
forecasting and risk communication strategy can be determinant for 
event preparedness and influence psychological outcomes (Ellis and 
Albrecht, 2017; Morganstein and Ursano, 2020). For example, a higher 
composite impairment in “wildfire” (35%) and (possibly) “drough-
t/heat” (31%) event categories (Table 2), could be related to their 
relative unpredictability and temporal ambiguity with lower associated 
levels of event anticipation and preparation. However, given the range 
of spatio-temporal impediments potentially influencing EWE exposure 

levels and resulting “impairment”, comparisons of calculated estimates 
for individual EWEs categories are challenging. As previously outlined, 
this represents a key methodological limitation of the comprehensive 
“scoping” approach necessary to produce an all-encompassing metric of 
psychological impairment. In this context, forthcoming investigations 
can provide additional insights through the implementation of a 
“focused” set of eligibility criteria in terms of (EWE) individual expo-
sure, diagnosis, space and time. 

A key limitation of the review is also represented by the low number 
of investigations focusing on “climatic” (gradual or sub-acute) event 
types identified (Table A3). Characterized by higher prevalence rates 
(Table 2), data extracted from these studies may support indicators of a 
higher (and more complex) public health and socio-economic burden 
associated with slow-onset in contrast to acute (or fast-onset) climatic 
phenomena (Vins et al., 2015; Watts et al., 2015; Obradovich et al., 
2018; Morganstein and Ursano, 2020). However, the limited number of 
reviewed studies focusing on sub-acute events prevents further insights. 
Similarly, few identified investigations focused on “wildfires” events 
(Fig. 3), a factor potentially affecting applicability of the results for 
EWEs with increased frequency and intensity in recent years. Given the 
paucity of research in concurrence with an increasing global frequency, 
this is a key area for further research and which would benefit from a 
similar empirical approach employed within. 

6. Conclusion 

The pooled analyses presented in this study provide a concise 
empirical link between individual extreme weather exposures and 
adverse psychological impacts. This comprehensive “scoping” review 
serves as a framework for future systematic reviews focusing on specific 
EWE types and mental health outcomes while elucidating knowledge 
gaps and limitations. Despite inevitable methodological limitations, the 
prevalence rates presented in this study provide (novel) global, regional, 
domain- and category-specific “standards”, representing highly relevant 
reference points for forthcoming investigations. Crucially, psychological 
impairment estimates presented tend to be above available epidemio-
logical baselines, demonstrating the psychological toll associated with 
extreme weather exposure. Overall, a prevalence of pre-event risk fac-
tors, identified from both individual studies and through collective 
pooled data, and which often relate to socio-demographic variables 
linked to marginalized groups, highlights the need for stakeholders to 
adopt and/or improve bespoke anticipation and preparation in-
terventions. Further, sub-populations which should be prioritized in the 
context of pre- and post-disaster intervention and recovery resource 
allocation are outlined. 
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A B S T R A C T   

Background: A growing body of evidence has confirmed the association between fine particulate matter (PM2.5) 
and ocular diseases, but little is known on the effect of long-term PM2.5 exposure on glaucoma. 
Methods: A national cross-sectional study of the Rural Epidemiology for Glaucoma was conducted in 10 provinces 
of China, and 33,701 adults aged 40 years or more were included. A satellite-based model at 1-km resolution 
level was used to estimate PM2.5 concentrations which were assigned to each participant according to geocoded 
home addresses. Logistic regression model was performed to investigate associations of long-term PM2.5 exposure 
with glaucoma and its subtypes. 
Results: Estimated PM2.5 concentrations ranged from 28.0 to 96.4 μg/m3. For each 10 μg/m3 increment in PM2.5, 
the adjusted odds ratios (ORs) were 1.07 (95% CI: 1.00–1.15) and 1.14 (95% CI: 1.02–1.26) for glaucoma and 
primary angle-closure glaucoma (PACG), respectively. A positive but non-significant association (OR = 1.05, 
95% CI: 0.92–1.18) was detected between long-term exposure to PM2.5 and odds of primary open-angle glau-
coma. The middle aged residents and non-smokers were more sensitive to the adverse effects of PM2.5. 
Conclusions: Long-term PM2.5 exposure was associated with glaucoma and PACG in Chinese adults, which pro-
vided new insights on adverse ophthalmic effect of PM2.5.   

1. Introduction 

Ambient fine particulate matter (PM2.5) has posed a serious threat to 
public health worldwide as the global fifth-ranking risk factor of mor-
tality (Cohen et al., 2017). Long-term exposure to air pollution increased 
risks of respiratory diseases (Liu et al., 2021), cardiovascular disease 

(Liang et al., 2020a) and cancer (Hvidtfeldt et al., 2020). In addition, the 
eye is one of the few organs directly exposed to ambient pollutants (Lin 
et al., 2019), and biological evidence has illustrated that air pollution 
can induce intraocular inflammation, corneal cell apoptosis, and 
oxidative stress on eyes (Jung et al., 2018; Torricelli et al., 2011). 
Population-based studies have already observed associations between 
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PM2.5 exposure and ocular diseases, such as conjunctivitis (Aik et al., 
2020; Mimura et al., 2014), presbyopia (Lin et al., 2019), dry eye disease 
(Mo et al., 2019) and visual impairment in children (Yang et al., 2020). 

Glaucoma is a multifactorial neurodegenerative disease leading to 
the loss of retinal ganglion cells and visual field defects (Okamoto et al., 
2020). The Global Burden of Disease Study estimated that 3.6 million 
patients aged 50 years or older were blind due to glaucoma in 2020, 
which has ranked as the second leading cause of blindness worldwide ( 
GBD 2019 Blindness and Vision Impairment Collaborators, 2021). 
Epidemiological studies have found some risk determinants of glaucoma 
such as elderly, women, as well as several modifiable factors including 
elevated intraocular pressure (IOP), diabetes and hypertension (Flam-
mer et al., 2013; Jonas et al., 2017). To our best knowledge, three 
studies investigated the adverse effects of PM2.5 exposure on glaucoma 
(Chua et al., 2019; Grant et al., 2021; Sun et al., 2021). Chua et al. 
(2019) and Grant et al. (2021) explored the association between PM2.5 
and glaucoma using data from the UK Biobank and Canadian Longitu-
dinal Study on Aging, respectively, but their levels of PM2.5 concentra-
tions were much lower than that in China. Another study in Taiwan, 
China found increased PM2.5 exposure was associated with primary 
open-angle glaucoma (POAG), one subtype of glaucoma, but it did not 
assess for total glaucoma (Sun et al., 2021). Although it is plausible 
biologically, human evidence on association of long-term PM2.5 expo-
sure with glaucoma and each subtype remained scarce, especially in 
China and other countries with challenges of both aging population and 
PM2.5 pollution from rapid industrialization. 

It is estimated that the global number of individuals with glaucoma 
will increase to 111.8 million by 2040 (Tham et al., 2014). Given air 
pollution as an ongoing challenge for global health, if evidence on 
glaucoma linked to high PM2.5 exposure was obtained, it would provide 
a modifiable risk factor of glaucoma and highlight novel health benefits 
potentially gained from reduction in air pollution. Based on an estab-
lished spatiotemporal model at 1-km resolution level (Huang et al., 
2019; Liang et al., 2020a), the study is aimed to combine satellite-based 
estimates of PM2.5 level with a nation-wide survey data to investigate 
associations between odds of glaucoma and long-term PM2.5 exposure. 
Furthermore, it will identify individuals susceptible to PM2.5 exposure 
and glaucoma among Chinese adults, underlying a wide concentration 
gradient of PM2.5 pollution. 

2. Methods 

2.1. Study population 

The Rural Epidemiology for Glaucoma in China (REG-China) study is 
a nation-wide cross-sectional survey of glaucoma and related ocular 
diseases in rural Chinese populations, which is aimed to investigate the 
regional distributions and risk factors for epidemic of glaucoma. The 
details of study design were described elsewhere (Shan et al., 2021). 
Briefly, a multi-stage stratified cluster sampling procedure was used to 
enroll a nationally representative sample of study participants. First, ten 
provinces or municipalities were identified from Eastern China (Liaon-
ing, Shandong and Jiangsu), Central China (Heilongjiang, Henan, 
Shaanxi and Shanxi) and Western China (Ningxia Hui Autonomous 
Region, Sichuan and Chongqing) (eFigure 1 in the Supplement). Second, 
a large city and a midsize city were selected from each province at 
random, and then two rural townships were randomly identified from 
each city. Last, one rural community was selected from each township at 
random. A total of 52,041 individuals aged 6 years or more were invited 
to participant in the project of REG-China, and 48,398 local residents 
completed the survey with a response rate of 93%, and 36,081 partici-
pants aged ≥40 years were involved in the study. Finally, 33,701 par-
ticipants without missing exposure and health data were included in the 
further analysis (Fig. 1). The study protocol was approved by Institute 
Review Board of Tianjin Medical University, and written informed 
consents were obtained from participants before survey. 

2.2. Eye examinations and definition of outcome 

Each participant underwent eye examinations, including measure-
ments of visual acuity (VA), limbal anterior chamber depth (LACD), IOP 
and optic disk. A standard logarithmic VAE chart (Tianjin ZhengDa 
Medical Care Equipment Factory, Tianjin, China) was given at a distance 
of 5 m to measure the VA. LACD was assessed using results of slit-lamp 
microscopy. The IOP was measured with non-contact tonometry (NCT; 
Type-NIDEK NT-2000 and Type-NIDEK NT-510, NIDEK CO, LTD, 
Japan). Direct ophthalmoscopy and slit-lamp biomicroscopy with a 90D 
convex lens were done to obtain vertical cup-to-disc ratio (VCDR) 
without pupil dilation. Further examinations were tested among pa-
tients classified as suspect for glaucoma, including fundus photography, 
Goldmann applanation tonometry, visual field and gonioscopy. Details 
in eye examination were described in eAppendix 1 in the Supplement. 

The diagnosis of glaucoma was made by ophthalmologists according 
to three levels of evidence, claimed by the International Society for 
Geographical and Epidemiological Ophthalmology (ISGEO) (eAppendix 
2 in the Supplement) (Foster et al., 2002). Furthermore, cases of primary 
glaucoma were divided into primary angle-closure glaucoma (PACG) 
and POAG based on the gonioscopic finding of a narrow angle after 
excluding secondary factors. 

2.3. Long-term PM2.5 exposure assessment 

An established satellite-based spatiotemporal model was used to 
estimate PM2.5 concentrations at 1-km spatial resolution, and detailed 
procedures have been described elsewhere (Liang et al., 2020b; Xiao 
et al., 2018). Briefly, the aerosol optical depth (AOD) product retrieved 
by the Multi-Angle Implementation of Atmospheric Correction (MAIAC) 
algorithm was derived from the US National Aeronautics and Space 
Administration (NASA) Moderate Resolution Imaging Spectrometer 
(MODIS) satellite. A machine learning algorithm was used to link AOD 
with other predictors of meteorology, road network, land cover index 
and air pollution emissions to estimate PM2.5 concentrations. The cross 
validation showed a highly agreement between predicted historical 
PM2.5 concentrations with available ground monitoring data at the 
annual level (prediction R2 = 0.80). Afterwards, the estimated PM2.5 
concentrations were assigned to individual home address that has been 
encoded as longitude and latitude data. The annual PM2.5 concentra-
tions from 2000 to 2016 were available, and the 17-year mean value was 
calculated as long-term PM2.5 exposure level used in the association 
analyses. 

Fig. 1. The flowchart for inclusion and exclusion of study participants.  
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2.4. Covariates collection 

Each participant was required to answer a standardized question-
naire to obtain information on sociodemographic characteristic, medical 
history and lifestyle factors. Participants who smoked at least one 
cigarette daily over 1 year were defined as smokers. Physician- 
diagnosed hypertension and/or diabetes was self-reported by partici-
pant. Data of disposable income per capita was obtained from National 
Bureau of Statistics (http://www.stats.gov.cn/). 

2.5. Statistical analysis 

Baseline characteristics of participants were displayed for contin-
uous variables using means with corresponding standard deviations and 
for categorical variables using percentages. Logistic regression models 
were used to explore the potential association of long-term PM2.5 
exposure with glaucoma and the subtypes. We reported odds ratios 
(ORs) with corresponding 95% confidence intervals (95% CIs) for each 
10 μg/m3 increment in PM2.5 concentration, after multivariable ad-
justments for sex, age, region (Eastern China, Central China vs Western 
China), disposable income per capita (RMB Yuan), smoking (yes vs no), 
hypertension (yes vs no), IOP (mmHg) and lowering-IOP treatment (yes 
vs no). ORs (95% CI) for glaucoma, PACG, and POAG were also esti-
mated according to quarters of exposure to PM2.5 with a trend test. In 
addition, the relationship between IOP levels and PM2.5 concentrations 
was also tested by generalized linear regression model with covariates 
above except IOP. 

We further did subgroup analyses stratified by sex, age, smoking and 
hypertension to assess the potential modification effect of covariates on 
the association between long-term PM2.5 exposure and odds of glaucoma 
as well as its subtypes. Furthermore, because the treatment of cataract 
could potentially affect the progression of glaucoma (Sun et al., 2017), 
sensitivity analyses by excluding residents with cataract were performed 
to test the robustness of our results. 

All statistical analyses were done using IBM SPSS Statistics for 
Windows (version 24.0, IBM Corp, USA) and R software (version 4.0.3, R 
Foundation for Statistical Computing, Vienna, Austria). The two-side P 
< 0.05 was considered as statistical significance. 

3. Results 

3.1. Descriptive results 

The demographic characteristics of all participants are shown in 
Table 1 and summarized by each region in eTable 1 in the Supplement. 
Overall, the mean age of all participants was 62.3 years and 60.7% were 
female. Approximately 24.7% of participants were smokers. The 
screening study identified a total of 713 participants suffered from 
glaucoma, of which 328 cases were PACG and 247 cases were POAG. 
There were 343 patients, less than 50% among diagnosed glaucoma 
cases, having received treatment of lowering IOP. In addition, general 

characteristics of the included participants and the excluded individuals 
due to missing data are described in eTable 2 in the Supplement. 

3.2. Associations between long-term PM2.5 exposure and glaucoma 

The 17-year average concentration of ambient PM2.5 that the study 
participants were exposed to was 62.4 μg/m3, ranging from 28.0 μg/m3 

to 96.4 μg/m3. All participants were exposed to higher PM2.5 than the 
World Health Organization recommended criteria (5 μg/m3). In the 
regression analyses after multi-variable adjustment (Table 2), there 
were significant associations of glaucoma and PACG with each 10 μg/m3 

increment in PM2.5. For example, in the Model 3 with full adjustment of 
age, sex, region, disposable income per capita, smoking, hypertension, 
IOP and lowering-IOP treatment, the odds of glaucoma increased with 
an OR of 1.07 (95% CI: 1.00–1.15) per 10 μg/m3 increment in PM2.5. For 
the major subtypes of glaucoma, each 10 μg/m3 increment in PM2.5 
increased odds of PACG by 14% (95% CI: 2%–26%), and a positive but 
non-significant association was found between PM2.5 exposure and 
POAG. 

In addition, the effects of quartile exposures were also examined for 
each glaucomatous outcome with 3 quartile cutoff points of 51.4 μg/m3, 
59.8 μg/m3, and 72.0 μg/m3 in eTable 3 in the supplement. Compared 
with the first exposure quartile, ORs of glaucoma associated with the 
second to fourth exposure quartiles of PM2.5 were 0.96 (95% CI: 
0.74–1.26), 1.70 (95% CI: 1.27–2.26), and 1.48 (95% CI: 1.10–2.01), 
respectively, underlying a significant trend test (P = 0.025). A similar 
trend was only found for PACG but not for POAG (eTable 3 in the 
Supplement). 

The relationship between long-term PM2.5 exposure and IOP was also 
tested in a linear regression, but the effect estimation was rather mild 
with an increase of 0.14 mmHg per 10 μg/m3 increment in PM2.5, which 
inferred that glaucoma linked to long-term PM2.5 exposure might not be 
mediated through the pathway of IOP elevation (eTable 4 in the 
Supplement). 

3.3. Subgroup and sensitivity analyses 

The results of stratified analyses described in Fig. 2 have indicated 
the effect modification of age and smoking status on the PM2.5-glaucoma 
association. For a 10 μg/m3 increase of PM2.5, the estimated effects on 
odds of glaucoma were 1.25 (95% CI: 1.12–1.39) and 0.94 (95% CI: 
0.85–1.04) for individuals aged 40–65 years and those aged over 65 
years, respectively, which suggested the middle-aged adults would be 
more susceptible to long-term exposure to fine particulate pollutants 
than the elderly (P for interaction = 0.001). Furthermore, compared 
with smokers, the effects of PM2.5 on glaucoma were strengthened 
among non-smokers with a significant interaction term tested by PM2.5 
exposure and smoking status (P for interaction = 0.008). Similarly, we 
found the association between long-term PM2.5 exposure and PACG 
could be modified by both age and smoking status (eFigure 2 in the 
Supplement). 

Table 1 
Baseline characteristics of the study participants.   

Total Male Female 

Participants, N 33701 13249 20452 
Age, years 62.3 ± 11.3 62.6 ± 11.4 62.0 ± 11.2 
Smoking, N (%) 8332 (24.7) 6218 (46.9) 2114 (10.3) 
Hypertension, N (%) 8499 (25.2) 3114 (23.5) 5385 (26.3) 
IOP, mmHg 14.4 ± 2.9 14.4 ± 2.9 14.4 ± 2.8 
Lowering-IOP treatment, N (%) 343 (1.0) 110 (0.8) 233 (1.1) 
Glaucoma, N (%) 713 (2.1) 283 (2.1) 430 (2.1) 
PACG, N (%) 328 (1.0) 118 (0.9) 210 (1.0) 
POAG, N (%) 247 (0.7) 115 (0.9) 132 (0.6) 

IOP: intraocular pressure; PACG: primary angle-closure glaucoma; POAG, pri-
mary open-angle glaucoma. 

Table 2 
Odds ratios (95% CI) for glaucoma associated with each 10 μg/m3 increase in 
PM2.5.   

Odds ratios (95% CI)  

Glaucoma PACG POAG 

Model 1 1.00 (0.95, 1.06) 1.11 (1.03, 1.19) 0.92 (0.84, 1.00) 
Model 2 1.06 (1.00, 1.14) 1.10 (1.00, 1.20) 1.06 (0.94, 1.20) 
Model 3 1.07 (1.00, 1.15) 1.14 (1.02, 1.26) 1.05 (0.92, 1.18) 

PACG, primary angle-closure glaucoma; POAG, primary open-angle glaucoma. 
Model 1, adjusted for sex and age. 
Model 2, Model 1 + adjusted for region, disposable income per capita, smoking 
and hypertension. 
Model 3, Model 2 + adjusted for IOP and lowering-IOP treatment. 
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In addition, results of sensitivity analyses after excluding the 3928 
participants with cataract showed that the estimated effects of PM2.5 on 
glaucoma and its subtypes were comparable to those in the main ana-
lyses (Table 3), although the ORs for associations of long-term exposure 
to PM2.5 with PACG changed slightly higher. 

4. Discussion 

Based on multi-center population-based data in rural China covering 
a wide range of ambient PM2.5 concentrations, our findings first iden-
tified that long-term PM2.5 exposure was associated with increased odds 
of glaucoma in high pollution settings, and indicated that PACG seemed 
more sensitive to ambient PM2.5 exposure rather than POAG in Chinese 
adults, which provided new evidence on adverse effect of PM2.5 on 
ophthalmic damage. It was also observed that people aged 40–65 years 
or non-smokers might be susceptible populations to long-term PM2.5 
exposure contributing to risk of glaucoma. Although further validations 
from independent studies are needed, the current findings suggest the 
long-term exposure to fine particulate pollutant could be an important 
modifiable risk factor for epidemic of glaucoma beyond some well- 
known risk factors such as aging and elevated IOP, at least for some 
susceptible individuals living in high pollution environment. 

To the best of our knowledge, limited studies have investigated the 
effect of long-term PM2.5 exposure on glaucoma and its subtypes 
worldwide. Loss of retinal ganglion cells is one of the common features 
of all glaucoma subtypes (Jonas et al., 2017). Thinner retinal nerve fiber 
layer and decreased retinal thickness were observed in residents exposed 

to higher PM2.5 pollution (Chua et al., 2020, 2021). Chua et al. identified 
a link between PM2.5 and self-reported glaucoma using a land use 
regression model for exposure assessment in the UK Biobank partici-
pants, with an OR of 1.06 (95% CI: 1.01–1.12) per IQR (1.07 μg/m3) 
increment in PM2.5 (Chua et al., 2019). However, the annual average 
level of PM2.5 exposure in the UK biobank data was approximately 9.9 
μg/m3 with the lower and upper quartile of 9.38 μg/m3 and 10.45 
μg/m3, which was much lower than the average level of PM2.5 as well as 
its interquartile range in this study. Similarly, increased PM2.5 (per IQR) 
was also associated with glaucoma (OR = 1.14; 95% CI, 1.01–1.29) in 
Canadian Longitudinal Study on Aging (Grant et al., 2021), underlying 
the lower mean PM2.5 concentration (6.5 μg/m3). The aforementioned 
studies did not investigate the subtypes of glaucoma linked to PM2.5 
exposure (Chua et al., 2019, 2020, 2021; Grant et al., 2021). Recently, a 
nested case-control study in Taiwan, China, based on Longitudinal 
Health Insurance Database, found that increased PM2.5 exposure was 
associated with POAG among elder participants aged over 65 years (Sun 
et al., 2021). We only obtain a positive but non-significant association 
between PM2.5 and POAG in the study. Several potential explanations 
for the inconsistent results might include differences in study designs, 
methods for assessment of exposure, and participants’ demographic 
characteristics. 

The current study was a multi-center survey conducted in 10 prov-
inces of the mainland China for epidemic of glaucoma among 33,701 
participants aged over 40 years. It had broader distributions in regions 
and age groups of study participants, compared with the study in Taiwan 
province. Another strength in the study is the use of established 
spatiotemporal model at 1-km resolution level to improve the mea-
surement quality of ambient PM2.5 exposure at individual level (Liang 
et al., 2020b). Additionally, the proportion of PACG among glaucoma 
patients was 46.0% in the study, which was close to reports derived from 
regional surveys in China (Song et al., 2011; Zhong et al., 2012). Using 
the nation-wide data, it is the first time to identify a significant associ-
ation of long-term PM2.5 exposure with PACG among adults in high 
pollution regions. In future, independent studies with prospective study 
design and more accumulated cases of glaucoma will be warranted to 
further investigate whether differences would exist in the adverse effect 
of PM2.5 exposure on PACG and POAG. 

In addition, a wide gradient of PM2.5 concentration in the multiple 
study centers strengthened the power to obtain a robust result. The 
range of PM2.5 exposure among participants was 28.0 μg/m3 to 96.4 μg/ 

Fig. 2. Odds ratios (95% CI) for associations of glaucoma with each 10 μg/m3 increase of PM2.5 by subgroups. Results from subgroup analyses stratified by sex, age, 
smoking, and hypertension after multivariable adjustments using the Model 3. 

Table 3 
Sensitivity analyses on associations of glaucoma and the subtypes with each 10 
μg/m3 increase in PM2.5 by excluding participants with cataract.   

Odds ratios (95% CI) 

Glaucoma PACG POAG 

Model 1 1.01 (0.95, 1.07) 1.14 (1.04, 1.24) 0.90 (0.81, 1.00) 
Model 2 1.06 (0.98, 1.15) 1.12 (1.01, 1.25) 1.07 (0.93, 1.24) 
Model 3 1.10 (1.01, 1.20) 1.25 (1.10, 1.41) 1.06 (0.91, 1.22) 

PACG, primary angle-closure glaucoma; POAG, primary open-angle glaucoma. 
Model 1, adjusted for sex and age. 
Model 2, Model 1 + adjusted for region, disposable income per capita, smoking 
and hypertension. 
Model 3, Model 2 + adjusted for IOP and lowering-IOP treatment. 
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m3 with the mean level of 62.4 μg/m3, which was much higher than the 
recommended level of 5 μg/m3 from World Health Organization Air 
Quality Guideline. In 2017, the annual average of global PM2.5 con-
centration was 46 μg/m3, and population-weighted PM2.5 ranged from 7 
μg/m3 in the United States to 91 μg/m3 in India among the 10 largest 
countries by population (Turner et al., 2020). The PM2.5 concentrations 
in the study covered much of global high-pollution levels, which was 
beneficial to capture the exposure-response relationship within a 
broader exposure gradient of PM2.5. 

In the subgroup analyses, we identified that middle-aged adults and 
non-smokers had stronger effects of PM2.5 exposure on both glaucoma 
and PACG, after interaction terms of PM2.5 and several potential risk 
factors were tested. As a usually asymptomatic and chronic disease, 
glaucoma was associated with aging and IOP elevation (Jonas et al., 
2017; Quigley 2011). However, after control multiple risk factors 
including age and IOP, we obtained significant association of PM2.5 with 
glaucoma and PACG among people aged 40–65 years, and it was 
inferred that glaucomatous optic nerve damage could be sensitive to 
PM2.5 exposure at the middle age or even earlier. In addition, for the 
heterogeneous results stratified by smoking status, previous studies also 
proved a stronger effect of PM2.5 on other deleterious outcomes (e.g., 
atherosclerosis and cardiovascular disease) in non-smokers (Künzli 
et al., 2005; Liang et al., 2020a). It was recorded that PM2.5 and cigarette 
smoking may share similar pathogenic pathways of increased oxidative 
stress and inflammation, and additional exposure to PM2.5 among 
smokers may not further enhance damages through competitive bio-
pathways (Künzli et al., 2005). 

It has not been illustrated very clearly in biological mechanisms for 
glaucoma associated with long-term PM2.5 exposure. The increase of IOP 
was associated with occluded aqueous humor outflow due to crowded 
ocular anatomy or angle closure (Nongpiur et al., 2011). Since elevated 
IOP can interfere with optic nerve axon transport, it was considered as 
one of major modifiable risk factors of glaucoma (Jonas et al., 2017; 
Maddineni et al., 2020). However, a significant but weak association 
between PM2.5 and IOP was detected in our study (eTable 4 in the 
Supplement), as is supported by similar findings in the UK biobank 
population (Chua et al., 2019). It suggested that other biological 
mechanisms beyond the pathway of IOP elevated might be involved in 
the high odds of glaucoma linked to long-term PM2.5 exposure, consid-
ering the PM2.5-glaucoma association obtained from multivariable 
regression after adjusting for IOP level and treatment of IOP. It has been 
demonstrated that PM2.5 exposure was related to increased levels of 
pro-inflammatory factors and oxidative stress (Münzel et al., 2018; Xia 
et al., 2019). And some epidemiological studies observed that inflam-
matory cytokines and oxidative stress markers were elevated in aqueous 
humor and serum of patients with glaucoma (Chua et al., 2012; Huang 
et al., 2014; Li et al., 2020; Takai et al., 2012; Takayanagi et al., 2020). 
Additional evidence showed that trabecular meshwork dysfunction may 
be mediated by oxidative stress and inflammation (Baudouin et al., 
2020), which could lead to the obstruction of the circulation of aqueous 
humor. It was also recorded that reactive oxygen species and oxidative 
mitochondrial DNA may lead to apoptosis of retinal ganglion cells 
(Baudouin et al., 2020). Moreover, PM2.5-related endothelial dysfunc-
tion could lead to imbalance of endothelium-derived contracting (e.g., 
endothelin) and relaxing (e.g., nitric oxide) factors 
(Calderón-Garcidueñas et al., 2015; Wauters et al., 2013; Xia et al., 
2019), which might affect the circulation of ophthalmic blood and 
aqueous humor (Cavet et al., 2014; Haefliger et al., 2001). Although the 
evidence above provides some perspectives in inflammation, oxidative 
stress, and endothelial dysfunction, more researches with careful design 
is needed to explore specific biomechanisms linking the risk of glaucoma 
and long-term exposure to PM2.5. 

Several limitations must be addressed to interpret the study findings 
with caveats in mind. First, the health data derived from an epidemio-
logical observational design made it impossible to establish causality 
between PM2.5 exposure and glaucoma. Second, the relatively small 

sample size of POAG limited the statistical power in testing the associ-
ation between POAG and PM2.5 exposure, although the direction of ef-
fect estimation supported that long-term exposure to PM2.5 would 
increase odds of POAG in the study. Epidemiological data showed that 
risk of developing PACG had a greater prevalence in Asian populations 
than those of European and African descent (He et al., 2006). More 
studies considering both genetic and environment factors will be war-
ranted to illustrate whether biological differences would exist in harmful 
effects of PM2.5 on PACG and POAG in diverse populations. Third, in-
formation about indoor air pollution and time-activity patterns were not 
collected in the survey, which might result in bias of health effect esti-
mation. Forth, we did not consider the co-exposure effects of mixed 
pollutants such as ozone and nitrogen oxides since reliable gaseous 
exposure data at 1-km resolution was unavailable in the study. Fifth, the 
current data on smoke (yes or no) cannot be further classified into never, 
former, or current smoke due to the limitation of questionnaire. How-
ever, an additional analysis for association between PM2.5 exposure and 
glaucoma showed ORs of 1.07 (95% CI: 1.00–1.15) for glaucoma, 1.13 
(95% CI: 1.02–1.26) for PACG, and 1.04 (95% CI: 0.92–1.18) for POAG, 
after excluding the smoke status from the covariates in Model 3. The 
results similar to the main analysis suggested that potential misclassi-
fication of smoke status would less bias the association estimation in the 
study. Last, 2380 participants were excluded in the study due to missing 
information in PM2.5 and several covariates (Fig. 1). Although the 
excluded people had a lower percentage of women and were slightly 
younger compared with the people included, the prevalence of glau-
coma and average level of IOP showed similar between the included and 
excluded, which suggested estimations of PM2.5-glaucoma association 
might not be affected substantially by the excluded people due to 
missing data. 

5. Conclusions 

In this large-scale population-based study, long-term PM2.5 exposure 
was associated with higher odds of glaucoma across a wider range of 
PM2.5 concentrations, which added to novel evidence for the PM2.5- 
induced adverse health effects. The findings may provide pivotal refer-
ence for estimation of glaucoma burdens attributable to long-term PM2.5 
pollution, and support insights on improvement of air quality being 
helpful in prevention of glaucoma especially in highly polluted regions. 
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The European Human Biomonitoring Initiative (HBM4EU): Human 
biomonitoring guidance values (HBM-GVs) for the aprotic solvents 
N-methyl-2-pyrrolidone (NMP) and N-ethyl-2-pyrrolidone (NEP) 
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A B S T R A C T   

Toxicologically and/or epidemiologically derived guidance values referring to the internal exposure of humans 
are a prerequisite for an easy to use health-based interpretation of human biomonitoring (HBM) results. The 
European Joint Programme HBM4EU derives such values, named human biomonitoring guidance values (HBM- 
GVs), for priority substances which could be of regulatory relevance for policy makers and have been identified 
by experts of the participating countries, ministries, agencies and stakeholders at EU and national level. NMP and 
NEP are such substances for which unresolved policy relevant issues should be clarified by targeted research. 
Since widespread exposure of the general population in Germany to NMP and NEP was shown for the age groups 
3–17 years and 20–29 years, further investigations on exposure to NMP and NEP in other European countries are 
warranted. The HBM-GVs derived for both solvents focus on developmental toxicity as decisive endpoint. They 
amount for the sum of the two specific urinary NMP metabolites 5-HNMP and 2-HMSI and likewise of the two 
specific urinary NEP metabolites 5-HNEP and 2-HESI to 10 mg/L for children and 15 mg/L for adolescents/ 
adults. The values were determined following a consultation process on the value proposals within HBM4EU. A 
health-based risk assessment was performed using the newly derived HBM-GVGenPop and exposure data from two 
recent studies from Germany. The risk assessment revealed that even when considering the combined exposure to 
both substances by applying the Hazard Index approach, the measured concentrations are below the HBM- 
GVGenPop in all cases investigated (i.e., children, adolescents and young adults).   

1. Introduction 

Human biomonitoring (HBM) is the most established tool to deter-
mine human internal exposure to environmental toxicants in matrices 
such as blood, urine and hair. To gain further insight into the exposure of 
the European population to environmental pollutants and to use this 
information for policy advice, HBM4EU was launched. It is a joint 
initiative of 30 countries and the European Environment Agency (EEA). 
One of the overarching goals of HBM4EU is to harmonize and quality 
assure the tools and methods required for HBM studies, to set priorities 

for relevant substances to be monitored in humans (Ougier et al., 2021a) 
and to promote the generation of comparable data within the EU. 
Health-related human biomonitoring guidance values (HBM-GVs) are 
key evaluation instruments intended for direct comparison with the 
measured values. They are defined as the concentration of a substance or 
its specific metabolite(s) in human matrices at and below which adverse 
human health effects are, according to current knowledge, not expected. 
The HBM-GVs for the general population (HBM-GVGenPop) are per defi-
nition equivalent to the HBM-I values derived by the German HBM 
Commission (Apel et al., 2017; German HBM Commission, 2007a, b; 
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Schulz et al., 2011) and similar to the Biomonitoring Equivalents (BE) 
introduced by Summit Toxicology (Angerer et al., 2011; Aylward, 2018; 
Hays et al., 2007, 2008). Since health risks cannot be ruled out if these 
values are exceeded, this is a ‘strong signal for monitoring the health 
status of the population, the identification of possible sources of expo-
sure and the assessment of whether and how exposure can be reduced by 
risk management measures ’ (Apel et al., 2020). So far, the concept for 
the derivation of HBM-GVs and also HBM-GVs for cadmium, selected 
phthalates and DINCH as well as BPA were derived under HBM4EU 
(Apel et al., 2020; Lamkarkach et al., 2021; Lange et al., 2021; Ougier 
et al., 2021b). Further HBM-GVs were derived for BPS and the myco-
toxin Deoxynivalenol (DON) and are under preparation for publication. 

In the present paper, the derivation of HBM-GVs for NMP (CAS no. 
872-50-4) and NEP (CAS no. 2687-91-4) for non-occupationally exposed 
adults, adolescents and children (HBM-GVGenPop) are presented. NMP 
and NEP are aprotic solvents that are used due to their solvent properties 
and water solubility in many technical applications and consumer 
products. In the context of the European chemicals regulation (REACH) 
both substances are classified as toxic to reproduction (category 1B) and 
as causing serious eye irritation (ECHA, 2020a, b). NMP is furthermore 
classified as a skin and respiratory irritant and is on the candidate list for 
authorisation under REACH. Despite similar effects, NEP is still not 
included in the EU candidate list. A call for evidence is under prepara-
tion for NEP to gather recent information for the preparation of a re-
striction dossier under Annex XV of REACH. Some uses of NMP, on the 
other hand, are restricted already under Annex XVII of REACH and 
consequently NMP shall not be manufactured, or used, as a substance on 
its own or in mixtures in a concentration equal to or greater than 0.3% 
after 9 May 2020 unless manufacturers and downstream users take the 
appropriate risk management measures and provide the appropriate 
operational conditions to ensure that exposure of workers is below the 
DNELs (14.4 mg/m3 for exposure by inhalation and 4.8 mg/kg/day for 
dermal exposure). Additionally, NMP and NEP are forbidden in cosmetic 
products (Annex II, Regulation 1223/2009/EC on Cosmetic Products, as 
amended by Regulation, 2019/1966/EU, 28 November 2019) and other 
chemical legislations, e.g. construction product regulation, medical de-
vices directive and different workers regulations are in place. Exposure 
of the general population to NEP is to be expected through the use of e.g. 
anti-freezing products, coating products, lubricants and greases, adhe-
sives and sealants, air care products, non-metal-surface treatment 
products, inks and toners, leather treatment products, polishes, waxes 
and cleaning products (ECHA, 2020a). For NMP, ECHA has no current 
data whether or in which consumer products NMP might be used as the 
restriction of NMP has only recently entered into force (ECHA, 2020b). 
Dermal and inhalation exposure are the main routes of exposure of the 
general population to NMP and NEP and might occur especially from 
spray products, paints, cleaners and toners (Akrill et al., 2002; Anundi 
et al., 2000; RIVM, 2013a). HBM findings from the population repre-
sentative German Environmental Survey V (GerES V, 2014–2017) and 
results from time trend analysis using samples from the German Envi-
ronmental Specimen Bank (ESB) provide evidence of a wide-spread 
exposure of the non-occupationally exposed population at least in Ger-
many (Schmied-Tobies et al., 2021; Ulrich et al., 2018). The HBM-GVs 
for NMP and NEP derived within the framework of the HBM4EU proj-
ect enable the interpretation of internal exposure data and thus allow a 
straightforward health-based risk assessment to be carried out. The 
prerequisite for an appropriate evaluation is that the biomarkers that are 
used are identical and that the analytical methods are comparable and 
have been quality assured. 

2. Methodology for deriving HBM-GVs for NMP and NEP 

The general methodology for deriving HBM-GVs for the general 
population and/or workers, commonly agreed upon under HBM4EU, is 
described in Apel et al. (2020). It is based on earlier work of the German 
HBM Commission (German HBM Commission, 1996; 2007a, b, 2014), 

Summit Toxicology (Hays et al., 2007, 2008) and the French Agency for 
Food, Environmental and Occupational Health & Safety (ANSES, 2014) 
inter alia. Following this concept, NMP and NEP, for which German 
HBM values have already existed since 2015, were also re-evaluated, 
taking into account current literature and comments obtained during 
the consultation. As a result, the HBM Commission’s approach for NMP 
and the selected key study (Saillenfait et al., 2002) was confirmed. In 
relation to NEP, a slightly different approach was taken with a different 
key study (Saillenfait et al., 2007 instead of Kaspers et al., 2006), but this 
resulted in the same numerical values for the HBM-GVs compared to the 
HBM values. In brief, for the derivation of HBM-GVs for NMP and NEP 
the available toxicokinetic studies were reviewed to select the most 
appropriate exposure biomarker(s) for NMP and NEP and to identify 
their respective molar urinary fraction in percent of the total dose. 
Furthermore, toxicity studies were reviewed to select critical endpoints 
for each substance, to identify the relevant key studies and PODs on 
which the final calculation of the HBM-GVs was based. Assessment 
factors to extrapolate information from animal studies to humans were 
applied according to generally accepted rules (ECHA, 2012). Epidemi-
ological studies could not be found in the literature search. Levels of 
confidence (LoC) were assigned to give an evaluation of the quality and 
reliability of the data on which the derivation of the HBM-GVs is based. 
Finally, these newly derived HBM-GVs were used for a health-based risk 
assessment considering exposure data from two studies from Germany 
(Schmied-Tobies et al., 2021; Ulrich et al., 2018) for different age groups 
(children, adolescents and adults). 

3. Results 

3.1. Selection of biomarkers of exposure for NMP and NEP 

NMP is rapidly metabolized in the liver by gradual oxidation of the 
pyrrolidone ring. Based on the similar chemical structure of NEP 
compared to NMP, metabolism is assumed to follow the same routes 
(Koch et al., 2014). Independent of the exposure route, 5-HNMP 
(5-hydroxy-N-methyl-2-pyrrolidone, CAS 41194-00-7) and 2-HMSI 
(2-hydroxy-N-methylsuccinimide, CAS 104612-35-3) for NMP (CAS 
872-50-4) and 5-HNEP (5-hydroxy-N-ethyl-2-pyrrolidone, CAS not 
available) and 2-HESI (2-hydroxy-N-ethylsuccinimide, CAS 63467-80-1) 
for NEP (CAS 2687-91-4) were identified as the main metabolites both in 
rats and humans (Åkesson and Jönsson, 1997; Koch et al., 2014; RIVM, 
2013a). Experimental animals as well as humans excrete NMP mainly 
via the kidneys (80% via urine over 24 h in rats and 65% via urine in 
humans), primarily in form of the abovementioned metabolites and the 
parent compound (Åkesson and Jönsson, 1997; Sitarek and Kilanowicz, 
2006). Regarding the ratios of metabolites in urine, NMP is found in rats 
and also humans mainly as 5-HNMP (~70%), and around 30% as 
2-HMSI; only around 1–2% consists of NMSI and the parent compound 
(Åkesson and Jönsson, 1997; Deutsche Forschungsgemeinschaft (DFG), 
2008). Half-lives in humans were after inhalation exposure to 40 mg/m3 

NMP under resting conditions 3.9 h for NMP, 7.5 h for 5-HNMP and 28 h 
for 2-HMSI, respectively (Bader et al., 2007). The observed half-lives 
after oral exposure of humans were 4 h for 5-HNMP, 8 h for NMSI, 
and 17 h for 2-HMSI (Åkesson and Jönsson, 1997). No glucuronide or 
sulfate conjugates of the metabolites were identified. Mean urinary 
excretion fractions (FUE) in humans were 44% for 5-HNMP (FUE: 0.44) 
and 20% for 2-HMSI (FUE: 0.20). Regarding the elimination half-life of 
NEP in humans, 7 h for 5-HNEP and 22–27 h for 2-HESI were deter-
mined after oral exposure (Koch et al., 2014). After 96 h, the metabolites 
of NEP were detected in all urine samples analysed and mean urinary 
excretion fractions were 28.9% for 5-HNEP (FUE (96 h): 0.289) and 
21.6% for 2-HESI (FUE (96 h): 0.216). The described main metabolites 
5-HNMP and 2-HMSI for NMP as well as 5-HNEP and 2-HESI for NEP are 
each substance-specific for the parent compound (Deutsche For-
schungsgemeinschaft (DFG), 2008; Käfferlein et al., 2013; Meier et al., 
2013) and thus suitable as exposure biomarkers. The simultaneous 
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determination of the two main metabolites of NMP and NEP offers the 
advantage of being able to investigate two biomarkers with different 
elimination behaviour. While 5-HNMP and 5-HNEP reach their 
maximum excretion values shortly after the end of exposure and have 
half-lives of 4–7.5 h (depending on exposure route) and 7 h respectively, 
2-HMSI and 2-HESI have half-lives of about 17–28 h and 22–27 h 
respectively, indicating the accumulation of the substance over several 
days. Due to the longer elimination, it is to be expected that 2-HMSI and 
2-HESI will level short-term peak exposures and thus allow for a more 
representative exposure estimate (Bader et al., 2007, 2008; Koch et al., 
2014) also when measuring spot or morning urine samples, even if 24-h 
urine samples are indicated as the matrix of first choice when comparing 
to HBM-GVGenPop (Apel et al., 2020). 

Transfer of solvents to human breast milk has been reported 
(Anderson and Wolff, 2000), but for NMP and NEP further studies are 
missing. Physico-chemical properties such as molecular weight, lip-
ophilicity and protein binding efficiency are relevant to estimate the 
possibility for entering in human breast milk. Due to the low log Pow of 
NMP and NEP and their relatively short half-lives, the accumulation in 
fat is not very likely and the possibility of a transfer into human milk fat 
is reduced (Breitzka et al., 1997). But as both NMP and NEP as well as 
their metabolites have a very small molecular weight and through their 
solvent properties, it cannot be excluded that they may pass the human 
membranes into human breast milk via aqueous pores according to their 
concentration gradient (Kustrin et al., 2002), but at the moment no 
studies exist to confirm this hypothesis. 

Due to the reproductive toxicity and classification as SVHC of NMP 
and the chemical analogy to its substitute NEP, the German cooperation 
on human biomonitoring between the Federal Ministry for the Envi-
ronment, Nature Conservation and Nuclear Safety and the German 
Chemical Industry Association (VCI) saw the necessity to develop 
appropriate analytical methods to monitor NMP and its substitute NEP 
in urine of the general population. The cooperation was established to 
develop new sensitive analytical methods for those substances in human 
matrices to which the population may have increased exposure or which 
are of special toxicological relevance (Kolossa-Gehring et al., 2017). For 
this purpose, two analytical methods have been developed that consist 
of a stable isotope dilution analysis using solid phase extraction followed 
by derivatization (silylation) and GC–EI–MS/MS. The limit of quantifi-
cation (LoQ) is for both metabolites 5-HNMP and 5-HNEP 2.5 μg/L and 
for 2-HMSI and 2-HESI each 2 μg/L (Schindler et al., 2012; Ulrich et al., 
2018). 

3.2. Selection of the critical toxicity endpoint for NMP and NEP 

The HBM database for both solvents is not sufficient to derive a 
respective HBM-GV based on the relationship between human internal 
concentration of the biomarker(s) and related health effects. Further-
more, no toxicologically justified reference value from established 
bodies (e.g. a TDI value from EFSA) suitable for the derivation of HBM- 
GVs for the general population is available. Therefore, the derivation of 
HBM-GVs was based on results of toxicity studies in animals. Critical 
effects considered relevant for the derivation of HBM-GVs for NMP are 
effects like the reduced body weight (gain) of dams and offspring, and 
the embryo/foetotoxic and teratogenic effects observed in studies on 
reproductive toxicity (RAC and SCOEL, 2016; RIVM, 2013a, b). 

Regarding the adverse effects of NEP, ECHA’s Risk Assessment 
Committee (RAC) also highlighted effects on the foetus weight of rabbits 
after oral exposure and of rats after dermal and oral exposure 
(ECHA/RAC, 2011). Also, NEP showed effects on post-implantation 
losses and led to late resorptions in rats after oral exposure. Moreover, 
teratogenic effects were highlighted in rabbits after dermal and oral and 
in rats after oral administration of NEP. Skeletal malformations were 
noted in both species after oral administration, as well as rare cardio-
vascular malformations in rats after oral administration and in rabbits 
after dermal and oral administration. For an overview of the relevant 

studies for the derivation of HBM-GVs see Table 1. It can be concluded 
that the developmental toxic effects of NEP, especially the incidence of 
malformations in rats after oral administration are comparable to those 
of NMP. RAC emphasized that the developmental toxic effects and 
malformations were specific and not a consequence of maternal toxicity. 
These effects were regarded as the most critical endpoints for the further 
derivation of HBM-GVs (ECHA/RAC, 2011). 

3.3. Choice of the key studies, PODs, and assessment factors 

According to the strategy paper to derive HBM-GVs (Apel et al., 
2020) the selection of a key study shall include the exposure pathway 
that is also considered as the relevant exposure pathway for humans. 
NMP may enter the human body via the skin, via inhalation or orally and 
is rapidly distributed in the whole body. Due to the good skin perme-
ability for NMP on the one hand and the low vapour pressure of NMP 
under standard conditions on the other hand, it can be assumed that the 
dermal route of exposure is more relevant for the general population 
than the inhalation route (SCCS, 2011). Whether inhalation exposure 
occurs as vapour, an aerosol or a mixture of both may also depend on 
temperature and relative humidity in air (Deutsche For-
schungsgemeinschaft (DFG), 1998). Due to the areas of application of 
NMP, the oral pathway is secondary. However, a conceivable derivation 
of HBM-GVs on the basis of animal studies with dermal administration is 
considered too uncertain because of the difficulties in extrapolation, 
especially with regard to the differences in dermal absorption in rodents 
and humans. Furthermore, even in the available studies with 
whole-body inhalation exposure, uncertainties exist regarding the 
amount of additional dermal and oral intake, so that results from studies 
with oral exposure were considered more appropriate to derive 
HBM-GVs. For NMP the oral developmental toxicity study from Sail-
lenfait et al. (2002) on rats was chosen as key study and in addition the 
study from Sitarek et al. (2012) as supporting study. The oral rat study of 
Sitarek et al. (2012) refers to reproductive toxicity and shows effects on 
dams (reduced body weight) and offspring (reduced survival rate) at all 
doses tested. The study of Saillenfait et al. (2002) resulted in a NOAEL of 
125 mg/kg bw/d for maternal and developmental effects, that was only 
slightly below the 150 mg/kg bw/d that showed already maternal and 
developmental effects in the study of Sitarek et al. (2012) (see Table 1). 
Because no NOAEL was identified from the study by Sitarek et al. (2012) 
and the LOAEL is of the same order of magnitude as the identified 
NOAEL from the study by Saillenfait et al. (2002), an assessment factor 
(AF) of 3 was considered appropriate for application to the NOAEL of 
125 mg/kg bw/d from the study by Saillenfait et al. (2002) to account 
for uncertainties in the underlying database, thus leading to a value of 
42 mg/kg bw/d. In order to account for inter- and intraspecies differ-
ences further AFs of 10 each were applied resulting in a TRV-like value 
of 0.42 mg/kg bw/d. The TRV (toxicity reference value)-like value is a 
value for external exposure guidance, calculated according to generally 
accepted rules, e.g. ECHA (2012) Chapter R.8. 

For NEP it can also be assumed that dermal exposure is the most 
relevant exposure route followed by the inhalation exposure, as already 
described for NMP. For the reasons given above, the derivation of HBM- 
GVs dealt with here also considers animal studies with oral exposure, 
but additionally findings from “head-nose only” inhalation studies 
documented in the registrant summaries in the registration dossier from 
ECHA (see Table 1). The selected key study is a developmental toxicity 
study in rats with a LOAEL of 250 mg/kg bw/d and a NOAEL of 50 mg/ 
kg bw/d (Saillenfait et al., 2007), supported by a further developmental 
toxicity study in rabbits with a LOAEL of 200 mg/kg bw/d and a NOAEL 
of 60 mg/kg bw/d (BASF, 2007). Application of inter- and intraspecies 
assessment factors of 10 each resulted in a TRV-like value of 0.5 mg/kg 
bw/d. Regarding a comparison with the inhalation route of exposure to 
NEP, the database is not very broad and allows only a rough estimation 
of the body dose having no effects. A study with subchronic exposure of 
rats (head-nose only) has been conducted and the summary is available 
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in the registration dossier from ECHA (ECHA registration dossier, 2013). 
In this study, local effects on the mucous membranes of the nose were 
observed at the highest applied vapour concentration of 200 mg/m3, but 
no systemic toxic effects were observed. Thus, the highest dose tested in 
this study, 200 mg/m3, is regarded as the NOAEC for systemic effects. 
Extrapolation of this value regarding study duration and exposure 
conditions (200 mg/m3: 2 × 6/24 × 5/7 = 17.86 mg/m3) and extrap-
olation to body dose per 24 h (17.86 mg/m3 x 1.15 (ECHA, 2012) = 20.5 
mg/kg bw/d) would lead to a lower dose compared with the NOAEL of 
the key oral developmental study (50 mg/kg bw/d), but it should be 
kept in mind that higher concentrations have not been tested so far and 
we also have no information on a LOAEC for systemic effects via the 
inhalation path. 

3.4. Calculation of HBM-GVs for NMP and NEP for the general 
population 

By using the mass balance equation, assuming steady-state condi-
tions (see formula 1), an HBM-GVGenPop for NMP of 15 mg/L for ado-
lescents/adults (rounded value) and 10 mg/L for children (rounded 
value) is calculated for the sum of the selected urinary exposure bio-
markers 5-HNMP und 2-HMSI. 

Main urinary excretion fractions used are 44% for 5-HNMP (FUE: 
0.44) and 20% for 2-HMSI (FUE: 0.20) (Åkesson and Jönsson, 1997). As 
shown by Åkesson and Jönsson (1997) a nearly complete excretion 
within 24 h can be assumed as parent compound or its metabolites (80% 
of the dose administered within 24 h). In addition, as the TRV-like value 
is given in relation to body weight, the amount of urine excreted per day 
had to be adjusted to the body weight. As estimated by the German HBM 
Commission and included in the concept paper of HBM4EU (Apel et al., 
2020), the daily urine volume adjusted to the body weight is assumed to 
be 0.02 L/kg bw/d for adolescents and adults (including women of 
child-bearing age) and 0.03 L/kg bw/d for children. 

Formula 1: Mass balance equation for the derivation of an HBM-GV 
for two exposure biomarkers based on an established TRV or based on a 
TRV-like value. 

General formula :

[MW(Metabolite1).Fu(Metabolite2)Fue(Metabolite2)]
MW(Substance)

Daily urinary flow rate adjusted to the BW
(1)  

TRV = toxicity reference value; MW = molecular weight; MW (NMP) =
99,1 g/mol; MW (5-HNMP) = 115,1 g/mol; MW (2-HMSI) = 129,1 g/ 
mol; MW (NEP) = 113,2 g/mol; MW (5-HNEP) = 129,2 g/mol; MW (2- 
HESI) = 143,2; FUE = fractional urinary excretion coefficient; bw = body 
weight. Average daily urinary flow rates adjusted to bodyweight of 0.03 
and 0.02 L/kg bw/d for children and adolescents/adults, respectively. 

Regarding NEP, an HBM-GVGenPop of 15 mg/L for adolescents/adults 
and 10 mg/L for children was calculated for the sum of the selected 
urinary exposure biomarkers 5-HNEP and 2-HESI. The TRV-like value 
used for the calculation is 0.5 mg/kg bw/d and the urinary excretion 
fractions are 28,9% for 5-HNEP (FUE (96 h): 0.289) and 21,6% for 2- 
HESI (FUE (96 h): 0.216) (Koch et al., 2014). In addition, as the 
TRV-like value is given in relation to body weight, the daily urinary flow 
rate had to be adjusted to body weight (0.02 L/kg bw/d for adolescents 
and adults and 0.03 L/kg bw/d for children). 

3.5. Level of confidence attributed to the HBM-GVGenPop 

The information on the level of confidence (LoC) is useful to high-
light possible data gaps and to address them to the scientific community. 
The LoC considers the various uncertainties underlying the derivation of 
the HBM-GV (e.g. reliability of the key study used to derive the TRV-like 
value, uncertainties related to the extrapolations leading to the TRV-like 
value, to toxicokinetic data on the substance of interest, and to the 
calculation of the final HBM-GV). The overall LoC attributed to the 
HBM-GVGenPop is set to ‘medium’ for NMP and “medium/low” for NEP. 
Details regarding single criteria are described in the Appendix. How-
ever, a low level of confidence does not necessarily mean a low level of 
protection, because the HBM-GV derivation is based on very conserva-
tive scenarios and default assumptions (Apel et al., 2020). 

Table 1 
Summary of the selected key studies and the supplementary studies of NMP and NEP for the derivation of HBM-GVs.  

Substance Species, strain, 
sex and number/ 
dose 

Route, Duration Dose 
(mg/kg 
bw/d) 

NOAEL (mg/kg bw/ 
d) 

LOAEL (mg/kg bw/ 
d) 

Effects at LOAEL Reference 

NMP Rat, Sprague- 
Dawley, 

Oral (gavage) 0, 125, 
250, 500 
or 750 

125 (maternal and 
developmental) 

250 (maternal and 
developmental) 

bwg↓ and bw↓ (dams and offspring), 
external soft-tissue and skeletal 
malformations of the offspring 

Saillenfait et al. 
(2002) 

21-25 f GD 6-20 
Supplementary study 
Rat, Wistar, Oral (gavage) 0, 150, 

450 or 
1000 

– 150 (lowest dose) Dams: bw↓ from GD 6, offspring: 
survival rate↓ 

Sitarek et al. 
(2012) 22-28 f 2 weeks before 

mating until end of 
lactation phase, 5 
d/w 

NEP Rat, Sprague- 
Dawley, 19–24 f 

Oral (gavage) GD 6- 
20 

0, 50, 
250, 500 
or 750 

50 (developmental) 250 
(developmental) 

bwg↓ of foetuses, variations of the 
skeleton 

Saillenfait et al. 
(2007) 

Supplementary studies 
Rat, Wistar, f/m, 
10/10 

Inhala-tion, 0, 30, 60, 
200 mg/ 
m3 

60 mg/m3 (local) 
200 mg/m3 

(systemic)  

200 mg/m3 (local) 200 mg/m3: degeneration/ 
regeneration of the olfactory 
epithelium, no systemic effects 
≤60 mg/m3: no local or systemic 
effects 

(ECHA registration 
dossier, 2013) 13 weeks, 

6 h/d, 5 d/week,  
“head-nose only”, 
as vapour 

Rabbit, 
Himalayan, 25f 

Oral (gavage) 0, 20, 60, 
200 

60 200 (maternal and 
developmental) 

Dams: bwg↓ and reduced food 
consumption, relative liver and 
kidney weights↑; fetuses: skeletal 
malformations↑ 

BASF, 2007 
(included in  
ECHA/RAC, 2011) 

GD 6-28 

m: male, f: female, bw: body weight, bwg: body weight gain, GD: gestational day, d: days, h: hours. 
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3.6. Risk assessment (RA) based on the newly derived HBM-GVGenPop 

3.6.1. Comparison of exposure to NMP or NEP with their derived HBM- 
GVGenPop 

In the following, a risk assessment (RA) is presented which was 
performed using the exposure data (P50, P95 and maximum values) 
from two studies from Germany, i.e.: the German Environmental Survey 
V (GerES V) (Schmied-Tobies et al., 2021) and samples from the German 
Environmental Specimen Bank (ESB) (Ulrich et al., 2018), and 
comparing them with the newly derived HBM-GVGenPop for NMP and 
NEP. Three age groups were considered: children (3–13 years), adoles-
cents (14–17 years) and young adults (20–29 years). For this purpose, 
the GerES data have been reprocessed to enable the comparison with the 
respective age groups defined in the derived HBM-GVGenPop for children 
and the HBM-GVGenPop for adolescents/adults, respectively. The results 
of this comparison are presented in Figs. 1 and 2. 

In all cases considered, even when considering maximum values, the 
reported exposures (for children and adolescents by Schmied-Tobies 
et al., 2021; for young adults by Ulrich et al., 2018) are lower than the 
corresponding HBM-GVGenPop for both NMP and NEP (see Figs. 1 and 2). 

The maximum concentration found by Schmied-Tobies et al. (2021) 
for children from 3 to 13 years, when analysing data from GerES V for 
∑

NMP was 1600 μg/L (for the age group 11–13 years). This is a factor of 
6 below the newly derived HBM-GVGenPop of 10 mg/L for children. The 
maximum concentration for 

∑
NEP for children was 1520 μg/L (for the 

age group 6–10 years) which is a factor of 7 below the HBM-GVGenPop of 
10 mg/L for children. 

The maximum concentration found by Schmied-Tobies et al. (2021) 
for adolescents (14–17 years) was 1610 μg/L for the 

∑
NMP, which is a 

factor of 9 below the newly derived HBM-GVGenPop of 15 mg/L for ad-
olescents and adults. For 

∑
NEP the maximum value found for adoles-

cents was 3140 μg/L which is a factor of 5 below the newly derived 
HBM-GVGenPop for adolescents and adults. 

The maximum concentration found by Ulrich et al. (2018) by ana-
lysing data from the ESB on students aged 20–29 for 

∑
NMP was 1013 

μg/L. This is a factor of 15 below the newly derived HBM-GVGenPop of 15 
mg/L for adolescents and adults. The maximum concentration for 
∑

NEP was 1912 μg/L which is a factor of 8 below the HBM-GVGenPop of 
15 mg/L for adolescents and adults. 

3.6.2. Assessing the risk of combined exposure – hazard index (HI) 
approach 

Since in real life a simultaneous exposure to both NMP and NEP is 
possible and both substances exhibit very similar toxicological profiles, 
the combined effects of the two substances have to be considered 
(German HBM Commission, 2015). 

In order to assess the cumulative risk of NMP and NEP, the hazard 
index (HI) approach was applied. Therefore, the HI was calculated as the 
sum of the hazard quotients (HQs) calculated for NMP and NEP. The HQ 
for each substance is calculated from the ratio between the sum of 2- 
HMSI and 5-HNMP concentrations (for NMP) and the sum of 2-HESI 
and 5-HNEP concentrations (for NEP), respectively, and the corre-
sponding newly derived HBM-GVGenPop. A HI < 1 indicates that the 
exposure is below the newly derived HBM-GVGenPop when considering 
combined exposure to NMP and NEP (see formula 2). 

Formula 2:   

Concentration in urine (mg NMP metabolites/L)
HBM − GVGenPop (mg NMP metablites/L )

+
Concentration in urine (mg NEP metabolites/L)

HBM − GVGenPop (mg NEP metablites/L)
≤ 1 (2)   

Fig. 1. Comparison of exposure data for the sum of NMP metabolites (
∑

NMP) from GerES V (Schmied-Tobies et al., 2021) and ESB (Ulrich et al., 2018) with the 
newly derived HBM-GVGenPop values. P50, P95 and maximum values for children aged 3–13 years, adolescents aged 14–17 years and young adults aged 20–29 years 
for 

∑
NMP are displayed. The solid black line indicates the HBM-GVGenPop for children whereas the dotted black line indicates the HBM-GVGenPop for adolescents, 

adults for NMP. 
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In Table 2 the resulting HIs are shown for both studies and for the 
different age groups investigated, i.e., children (3–13 years), adolescents 
(14–17 years) and young adults (20–29 years). 

The HI based on the newly derived HBM-GVGenPop for NMP and NEP 
when considering co-exposure of these solvents has a maximum of 0.3 
[maximum HQs: 0.1 (NMP) and 0.2 (NEP)] using the data from 
Schmied-Tobies et al. (2021), for children aged 3–13 and adolescents 
aged 14–17. The calculated HI using the data produced by Ulrich et al. 
(2018), for young adults aged 20–29 years are in a similar range. The 
maximum HI was 0.2 [maximum HQs: 0.07 for NMP and 0.1 for NEP] 
for the young adults. 

4. Discussion and conclusion 

HBM-GVs are an easy to handle health-related risk assessment tool 
for the interpretation of internal chemical burden. For the general 
population, HBM-GVs were derived for the sum of the major metabolites 
of the aprotic solvents NMP and NEP, respectively, which are 10 mg/L 
for children and 15 mg/L for adolescents/adults. The HBM-GVs have 
been derived under inclusion of remarks and advice from national ex-
perts coordinated via the National Hubs in the HBM4EU partner coun-
tries. Expert comments on the first proposal of HBM-GV derivation led to 
a different choice of key study for NEP, based on the importance of 
developmental effects compared with grip strength for instance. In the 
end, however the derived HBM-GVs equal to the HBM-I values from the 
German HBM Commission, although, as mentioned above, under 

HBM4EU another key study (Saillenfait et al., 2007) was selected for 
NEPs value derivation compared to the key study and endpoint/POD 
(grip strength/BMDL05) selected by the German HBM Commission 
(Kaspers et al., 2006). The Kaspers’ study was also used as basis for the 
derivation of the oral DNEL for systemic chronic effects under REACH. 
In the case of the DNEL derivation, the overall no observed adverse ef-
fect level (NOAEL) of the Kaspers’ study is based on the endpoints body 
weight and liver effects. To derive the DNEL, an overall assessment 
factor of 200 was used (ECHA registration dossier, 2020). 

One issue that needs further consideration, especially because NMP 
and NEP are developmental toxicants, are possible differences in human 
toxicokinetics during pregnancy compared with non-pregnancy. For 
example, a toxicokinetic study on plasma elimination of NEP after oral 
exposure of rats showed a much slower transformation in metabolites 
and also a decrease in metabolites’ elimination rate in pregnant rats 
compared to non-pregnant rats, also efficient placental transfer of NEP 
was noted (Bury et al., 2019). This raises the question of whether 
exposure to NMP and NEP during pregnancy may lead to higher plasma 
concentration levels and may increase the possibility for health effects. 
However, there is no information on this from pregnant women to assess 
the risk. Due to this uncertainty it might be relevant to make use of an 
additional safety factor when considering women of child-bearing age, 
but this needs further discussion and agreement. 

A literature search revealed that for NMP and NEP, only limited HBM 
data for the general population are available. HBM data from the 
German Environmental Specimen Bank show that NMP metabolites 5- 
HNMP and 2-HMSI could be quantified in 98% and 99.6% of the urine 
samples and NEP metabolites 5-HNEP and 2-HESI could be quantified in 
34.8% and 75.7% of the urine samples of young not occupationally 
exposed adults. These results clearly indicate that the investigated 
population is exposed to both NMP and NEP. Median NMP metabolite 
levels were 30.3 μg/L 5-HNMP as well as 38.8 μg/L 2-HMSI and median 
NEP metabolite levels were < LOQ for 5-HNEP as well as 6.1 μg/L 2- 
HESI. 95th percentiles were higher for NEP (5-HNEP: 212 μg/L, 2- 
HESI: 230 μg/L) than for NMP (5-HNMP: 98.1 μg/L, 2-HMSI: 100 μg/ 
L) (Ulrich et al., 2018). 

Fig. 2. Comparison of exposure data for the sum of NEP metabolites (
∑

NEP) from GerES V (Schmied-Tobies et al., 2021) and ESB (Ulrich et al., 2018) with the 
newly derived HBM-GVGenPop values. P50, P95 and maximum values for children aged 3–13 years, adolescents aged 14–17 years and young adults aged 20–29 years 
for 

∑
NEP are displayed. The solid black line indicates the HBM-GVGenPop for children whereas the dotted black line indicates the HBM-GVGenPop for adolescents, 

adults for NEP. 

Table 2 
Hazard Index (HI) for NMP and NEP calculated for the respective age groups.  

age groups (years of 
age); study 

children (3–13); 
GerES V 

adolescents (14–17); 
GerES V 

adults 
(20–29); ESB 

HI (P50) 0.01 0.01 0.01 
HI (P95) 0.05 0.04 0.04 
HI (max) 0.3 0.3 0.2 

GerES V: German Environmental Survey V (Schmied-Tobies et al., 2021); ESB: 
German Environmental Specimen Bank (Ulrich et al., 2018). 
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HBM data for children (3–13 years old, 1530–1557 urine samples) 
and adolescents (14–17 years old, 634–656 urine samples) from the 
German Environmental Survey (GerES V) were reprocessed for the 
respective age groups and compared with the derived HBM-GVs. Results 
show high frequencies of quantification for NMP (100% for 5-HNMP and 
2-HMSI) and NEP (32% for 5-HNEP and 87% for 2-HESI) (Schmied--
Tobies et al., 2021). Geometric mean concentrations were 104.0 μg/L 
(5-HNMP: 56.69 μg/L, 2-HMSI: 45.34 μg/L) for the sum of NMP me-
tabolites for children and 100.7 μg/L (5-HNMP: 54.43 μg/L, 2-HMSI: 
44.46 μg/L) for adolescents. For the sum of NEP metabolites geo-
metric mean concentrations of 10.22 μg/L (5-HNEP: 2.71 μg/L, 2-HESI: 
6.51 μg/L) for children and 16.97 μg/L (5-HNEP: 4.09 μg/L, 2-HESI: 
10.86) for adolescents were determined. 

A health-based risk assessment (RA) was performed using the newly 
derived HBM-GVGenPop and comparing them to exposure data from the 
two aforementioned studies from Germany for three age groups (i.e., 
children: 3–13 years, adolescents: 14–17 years and young adults: 20–29 
years). The RA revealed that the reported exposure was in all considered 
cases below the corresponding HBM-GVGenPop, even when maximum 
values were used for this assessment. 

Even when the combined exposure to both NMP and NEP was 
considered by applying the Hazard Index approach, the corresponding 
HBM-GVGenPop were not exceeded in all considered cases (i.e., children 
3–13 years, adolescents 14–17 years, and young adults 20–29 years). 
Thus, according to current knowledge the exposure reported in the two 
studies from Germany following a substance-oriented approach does not 
give an indication of health concern, even when the exposure to both 
NMP and NEP is considered. Nevertheless, this paper shows widespread 
exposure of German children, adolescents and young adults to NMP and 
NEP, as NMP and NEP metabolites could nearly be detected in all 
investigated samples. It is also important to keep in mind that in real life 
other reprotoxic substances might also be present, leading to combined 
exposure which may increase the risk for common effects (Kortenkamp 
and Faust, 2018). Assessing individual chemicals in isolation, without 
considering risks associated with combined exposures, is increasingly 
considered insufficient (Martin et al., 2021). Efforts have already been 
undertaken to identify pathways that converge at critical nodal points to 
produce down-stream adverse effects, so called adverse outcome path-
ways (AOPs) (Kortenkamp, 2020). NMP and NEP should also be 
included in such considerations to avoid potential underestimation of 
risk. 

As the HBM exposure data from Germany indicate a widespread 
exposure of the general population to NMP and NEP, it would be of 
interest to obtain HBM data from other European countries and to 
evaluate whether country differences regarding possible health risks 
exist. This would also help to create a more complete picture of exposure 
to NMP and NEP. 
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