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ABSTRACT
Objective The study aimed to develop natural language 
processing (NLP) algorithms to automate extracting 
patient- centred breast cancer treatment outcomes 
from clinical notes in electronic health records (EHRs), 
particularly for women from under- represented 
populations.
Methods The study used clinical notes from 2010 to 
2021 from a tertiary hospital in the USA. The notes were 
processed through various NLP techniques, including 
vectorisation methods (term frequency- inverse document 
frequency (TF- IDF), Word2Vec, Doc2Vec) and classification 
models (support vector classification, K- nearest 
neighbours (KNN), random forest (RF)). Feature selection 
and optimisation through random search and fivefold 
cross- validation were also conducted.
Results The study annotated 100 out of 1000 clinical 
notes, using 970 notes to build the text corpus. TF- IDF 
and Doc2Vec combined with RF showed the highest 
performance, while Word2Vec was less effective. RF 
classifier demonstrated the best performance, although 
with lower recall rates, suggesting more false negatives. 
KNN showed lower recall due to its sensitivity to data 
noise.
Discussion The study highlights the significance of using 
NLP in analysing clinical notes to understand breast cancer 
treatment outcomes in under- represented populations. 
The TF- IDF and Doc2Vec models were more effective in 
capturing relevant information than Word2Vec. The study 
observed lower recall rates in RF models, attributed to the 
dataset’s imbalanced nature and the complexity of clinical 
notes.
Conclusion The study developed high- performing NLP 
pipeline to capture treatment outcomes for breast cancer 
in under- represented populations, demonstrating the 
importance of document- level vectorisation and ensemble 
methods in clinical notes analysis. The findings provide 
insights for more equitable healthcare strategies and 
show the potential for broader NLP applications in clinical 
settings.

INTRODUCTION
Breast cancer is the second leading cause 
of cancer deaths in US women, comprising 
30% of new female cancer diagnoses.1 It is 
the most common cancer across all ethnic 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Before this study, it was understood that breast can-
cer is the most prevalent cancer affecting women 
of all ethnic groups in the USA, with disparities in 
outcomes among different racial and ethnic groups.

 ⇒ The widespread use of electronic health records 
and advances in natural language processing (NLP) 
offered avenues for improved patient care through 
detailed data analysis; however, there was a gap 
in automated, detailed analysis of clinical notes, 
especially for breast cancer treatment outcomes in 
women from under- represented populations, neces-
sitating this study.

WHAT THIS STUDY ADDS
 ⇒ This study contributes by developing a robust NLP 
pipeline to analyse clinical notes for breast can-
cer treatment outcomes in under- represented 
populations.

 ⇒ It demonstrates the effectiveness of specific text 
vectorisation methods (term frequency- inverse doc-
ument frequency and Doc2Vec) combined with clas-
sification models, particularly random forest (RF), in 
extracting relevant treatment outcome data from 
clinical notes.

 ⇒ The study also reveals the challenges in achieving 
high recall rates in predictive models, highlighting 
the complexity of clinical data and the need for spe-
cialised NLP approaches.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ This study has significant implications for future re-
search, clinical practice and health policy.

 ⇒ It underscores the potential of NLP in enhancing 
the understanding of breast cancer treatment out-
comes, particularly for under- represented groups, 
thereby guiding more personalised and equitable 
healthcare strategies.

 ⇒ The findings could influence policy decisions related 
to healthcare data management and the integration 
of NLP techniques in clinical settings.

 ⇒ Moreover, the developed pipeline can be adapt-
ed for other clinical NLP applications, potential-
ly broadening its impact beyond breast cancer 
research.
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groups in the USA, but disparities exist in outcomes.2 
While white women have higher incidence rates, black 
and Hispanic women face higher mortality rates.3 4 Addi-
tionally, the incidence is increasing rapidly among Asian/
Pacific Islanders and American Indian/Alaska Natives.4

The widespread adoption of electronic health records 
(EHRs) offers promising opportunities for predicting 
future events using large amounts of data.5 Especially, 
unstructured clinical notes contain important informa-
tion often not captured in structured, coded formats.6 
For example, patient- reported outcomes from patients 
with cancer are often not captured in structured 
EHRs, but is increasingly found in unstructured or 
semi- structured text formats within EHRs, facilitating 
translational research and personalised care.7–9 One 
common approach in clinical text analysis involves 
using a rule- based natural language processing (NLP) 
algorithm that leverages distinct medical keywords 
from clinical texts.10 11 Specifically, with the advance-
ments in neural language modelling, integrating neural 
networks with features extracted from this rule- based 
NLP method can be achieved by using word embedding 
models for feature extraction.12 This approach allows 
for building a fully neural network- based pipeline that 
combines embedding models with supervised learning 
algorithms.13

In cancer research, incorporating clinical notes 
into analyses is crucial for capturing information on 
comprehensive symptoms and side effects that patients 
experience,14 as it can provide insights into monitoring 
and individualised symptom management. Several 
studies have investigated breast cancer treatment 
outcomes using clinical notes and NLP14–16; however, 
research that specifically aims the capture of treatment 
side effects and patient- reported outcomes in patients 
with breast cancer from under- represented popula-
tions remains sparse. Addressing this research gap 
is important, because these populations face unique 
health disparities that impact treatment outcomes and 
patient care. Understanding these specific challenges 
and barriers enables the development of targeted inter-
ventions to mitigate disparities and enhance health 
outcomes. There is a clear need for an automated tool 
to capture symptoms and side effects from clinical 
notes, enabling accurate symptom management and 
tailored nursing care planning for those patients from 
under- represented populations.

The goal of this study was to develop NLP algorithms to 
automate the knowledge extraction process for patient- 
centred breast cancer treatment outcomes from clinical 
notes, aiming to gain valuable insights to improve care 
for those from under- represented populations. Specif-
ically, we aimed to compare the effectiveness of these 
algorithms in providing scientific evidence for their use 
in the care of patients with breast cancer from under- 
represented populations.

METHODS
To harness the full potential of large health datasets from 
the EHRs and unique application of NLP techniques, we 
sourced EHR clinical notes dated 1 January 2010 to 31 
August 2021 at a tertiary hospital in the USA, selecting 
patients who met the following criteria: (1) women 
from under- represented populations (Hispanic, Amer-
ican Indian or Alaska Native, Asian, black or African- 
American, Native Hawaiian or Other Pacific Islander or 
multiple race); (2) aged 18 years or greater; (3) diag-
nosed with invasive breast cancer; (4) had at least one 
follow- up visit at the medical centre after breast cancer 
treatment (ie, surgery, radiation therapy, chemotherapy, 
endocrine therapy or hormone therapy). We excluded 
the patients who were not followed up at the medical 
centre.

Overview of the NLP pipeline
In this study, we developed a classification model to 
predict a binary outcome: whether a side effect was 
observed in relation to breast cancer treatment, based on 
the text within a clinical note. Our approach involved a 
multistep process, as illustrated in figure 1. The process 
began with raw clinical notes from which text was 
extracted to train and test the downstream models. The 
extracted texts underwent preprocessing to ensure they 
were clean and normalised. Following preprocessing, the 
cleaned text corpus was used for text vectorisation. Addi-
tionally, we randomly sampled notes and had them anno-
tated by clinical experts. After annotation, the texts were 
mapped into a feature vector space (vectorisation). We 
then selected the most impactful features and reduced 
the feature dimension (feature selection) to train a 
conventional classifier and predict the outcome using this 
feature vector. Subsequent sections provide a detailed 
description of each step involved.

Data preprocessing and annotation
To prepare text data for the NLP process, it must undergo 
preprocessing. This involves standard NLP cleaning tech-
niques such as removing numbers, special characters 
and duplicated words; performing word tokenisation; 
removing stop words and applying stemming.17 Once 
cleaned, these text data serve as a corpus to train a vectori-
sation model that converts input text into numerical form 
(feature vector). This vectorisation can proceed without 
explicit document annotation, relying on the text corpus 
of the clinical notes. In contrast, expert annotations are 
crucial for the classification phase, making it a supervised 
learning task. Notes were labelled as positive if they refer-
enced side effects or symptoms of breast cancer treat-
ment, adhering to guidelines from the American Cancer 
Society and American Society of Clinical Oncology.18 A 
clinical expert annotated 100 notes, which were randomly 
selected from the original texts. Subsequently, the anno-
tated data were divided into training and test sets using a 
7:3 ratio.
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Text vectorisation
The texts were converted into a set of numerical values—a 
vector that represents a given text. We used three 
different vectorisation approaches—term frequency- 
inverse document frequency (TF- IDF),19 Word2Vec20 
and Doc2Vec21—and compared their performance with 
different predictive models (text vectorisation step in 
figure 1).

TF- IDF measures a word’s importance in a text by 
computing its term frequency, indicating the word’s rela-
tive frequency in a document.19 This method is effec-
tive for assessing word relevance in document queries. 
Word2Vec vectorises text using a neural network to create 
word embeddings, mapping words to vectors.20 It employs 
a sliding window technique, using either the continuous 
bag- of- words (CBOW) method to predict a word from its 
context or the skip- gram method to predict context words 
from a given word. Doc2Vec, a generalised Word2Vec, 
vectorises entire paragraphs or documents directly into 
single vectors, bypassing the averaging step required in 
Word2Vec.21 It offers two algorithms: distributed memory 
(DM) and distributed bag of words (DBOW).22 Figure 2 
shows the Word2Vec and Doc2Vec algorithms.

Predictive modelling
After the texts were vectorised, the rows of numerically 
encoded features for both the training and test sets were 
prepared. We performed feature selection to filter out 
features that did not positively contribute to the classifi-
cation task. This step further reduced the feature dimen-
sion, resulting in a more compact space. We trained a 
random forest (RF) classifier to determine the top rele-
vant features for each text vectoriser (feature selection 
step in figure 1).

The transformed training set was used to train the 
predictive models using multiple classification methods 

(classification step in figure 1). We used three different 
classification approaches: support vector classification 
(SVC), K- nearest neighbours (KNN) and RF. These 
approaches spanned a wide variety of classifier catego-
ries, including support vector machines, non- parametric 
methods and ensemble methods, enabling us to evaluate 
a broader spectrum of model performance. All of these 
methods were supervised learning techniques; therefore, 
we used the annotated training set, composed of 70 clin-
ical notes, to train each model.

The SVC finds a hyperplane that maximises the margin 
between the nearest data points of each label, with hyper-
parameters tuned for optimal separation.23 KNN classifies 
by voting among the ‘k’ nearest training data points to an 
input query, leading to larger models with more data.24 25 
RF, an ensemble of decision trees, combines their predic-
tions to reduce overfitting and variance, using moder-
ately tuned hyperparameters for peak performance.26 We 
chose the hyperparameter set with moderate parameter 
tuning to maximise model performance and trained 
an RF model with the same feature- label pairs from the 
training set to build a classifier.

We performed a random search combined with fivefold 
cross- validation to determine the optimal parameters for 
SVC, KNN and RF methods. Random hyperparameter 
search randomly selects values from predefined ranges or 
distributions to evaluate model performance. This is typi-
cally done using techniques such as k- fold cross- validation, 
where the training set is further divided into k- folds, and 
the model is trained and evaluated on different subsets 
of data, with each fold used as the validation set once. 
Then the model is trained and tested multiple times with 
different hyperparameter values to obtain an estimate of 
its performance.27 28

Figure 1 Overview of the natural language processing pipeline. T, true label; F, false label of clinical notes.
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We used the NLTK library29 for text cleaning, Scikit- 
Learn for data splitting, TF- IDF vectorisation, predictive 
modelling (SVC, KNN and RF), random search with 
cross- validation and evaluation and the Gensim library 
for Word2Vec and Doc2Vec implementation.30

Model evaluation
We used three commonly used performance metrics for 
model evaluation: precision, recall and area under the 
receiver operating characteristic curve (AUC). Preci-
sion gauges the model’s accuracy in predicting positive 

Figure 2 Word2Vec and Doc2Vec algorithms (Wi represents i- th word in a given text). CBOW, continuous bag of words; 
DBOW, distributed bag of words; DM, distributed memory.
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classes, aiming to reduce false positives. Recall measures 
the model’s success in identifying actual positives, 
targeting the reduction of false negatives. AUC reflects 
the model’s ability to differentiate between classes across 
various thresholds, with higher values denoting greater 
discrimination.

RESULTS
Among the 1000 clinical notes we collected, 100 were 
randomly selected and annotated by a clinical expert, 
while the remaining 900 were used to build the text 
corpus. We found 41 positive notes and 59 negative notes 
from these 100 annotated notes. We divided the anno-
tated notes into training and test sets (using random 
selection of 70 and 30 notes, respectively) for modelling. 
The training set included 27 positive samples, whereas 
the test set had 14 due to random selection. The anno-
tated dataset comprised 41% of positive labels. The distri-
bution of positive labels was 39% in the training set and 
47% in the test set, closely reflecting the entire dataset. 
We used the 900 unannotated notes and 70 training notes 
(970 in total) to build our text corpus in the text vectori-
sation model for the final analysis. We identified 13 029 
unique words after the stemming process18 among the 
970 clinical notes selected for training text vectorisation 
(embedding) model. The mean value was 657.8, and the 
SD was 438.0. The minimum value recorded was 8, and 
the maximum was 2721. The 25th percentile was 372.5, 
the median (50th percentile) was 619.0 and the 75th 
percentile was 857.8.

We began by using 970 clinical notes as the corpus 
input for the TF- IDF model, transforming these notes 
into vectorised features for training and test sets. The 
n- gram range was set from 1–3 g, resulting in an output 
feature dimension of 408 791 for the training set. Simi-
larly, we used the same corpus to train a Word2Vec word 
embedding model, following the TF- IDF approach. After 

training, each word in a note was converted into a vector, 
and each note was represented by the average of these 
vectors.

For the Doc2Vec approach, we trained a word- 
embedding model with the same set of clinical notes, 
treating each note as a document in the Doc2Vec frame-
work. This enabled us to infer document vectors for each 
note, which were then used in training predictive models. 
Both Word2Vec and Doc2Vec models were assigned a 
feature size of 2000. In the Word2Vec model, the CBOW 
approach was preferred over Skip- gram due to its supe-
rior performance, while for the Doc2Vec model, we chose 
the DM model over the DBOW method. A window size of 
three was selected for both models. The hyperparameters 
for these models are detailed in table 1.

Feature selection is a crucial step in machine learning 
model development, as it helps identify the most relevant 
features or variables that contribute to a model’s predic-
tion performance. We employed a selection- by- model 
approach for feature selection after training the vecto-
risers. In this method, an intermediate model is trained 
to rank the importance of features based on their impact 
on the overall accuracy or performance of the model. 
Specifically, we trained an intermediate RF classifier to 
rank the importance of features based on their contribu-
tion to maximising the accuracy of the classifier. The RF 
classifier was chosen for its ability to handle non- linearity, 
interactions and most importantly, its ability to provide 
feature importance estimation. Then we selected the top 
300 features ranked by the RF classifier across all text 
vectorisation models to balance between capturing rele-
vant information and avoiding overfitting or issues with 
high- dimensional data.

We performed a random search with fivefold cross- 
validation to determine the optimal parameters for 
each model. The hyperparameters used in the random 
search are listed in table 1. The random search keeps the 

Table 1 Text vectoriser classifiers hyperparameters for each text vectorisation model

Text vectoriser hyperparameters

TF- IDF n- gram range: 1–3; max document frequency: 1.0; min document frequency count: 1

Word2Vec Features size: 2000; window size: 3; min count: 1; training algorithm: CBOW; training epochs: 20

Doc2Vec Features size: 2000; window size: 3; min count: 1; training algorithm: distributed memory; training epochs: 20

Classifier hyperparameters

SVC Kernel: type: RBF, inverse regularisation coefficient: 1.0

KNN TF- IDF Number of neighbours: 3, leaf size: 10

Word2Vec Number of neighbours: 10, leaf size: 10

Doc2Vec Number of neighbours: 3, leaf size: 10

RF TF- IDF Number of estimators: 50, max tree depth: 10

Word2Vec Number of estimators: 50, max tree depth: 5

Doc2Vec Number of estimators: 50, max tree depth: 5

KNN, K- nearest neighbours; RBF, radial basis function; RF, random forest; SVC, support vector classification; TF- IDF, term frequency- inverse 
document frequency.
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best- performing model from the fivefold validation, and 
we used the cached model for subsequent evaluations.

We used a test set comprising 30 annotated clinical 
notes to evaluate the models. These clinical notes were 
annotated with ground truth labels, serving as the refer-
ence for evaluating the model’s predictions. We calcu-
lated precision, recall, F1- score, accuracy and AUC for 
each trained model using the test set and used these 
performance metrics to assess the model’s performance. 
These metrics provide quantitative measures of the 
model’s performance and can aid in selecting the best 
performing model for the given classification task. The 
results can be found in table 2, where combination of 
text vectorisation and classification models were evalu-
ated using specific metrics along with their 95% CI. We 
measured the CI using the bootstrapping method, with 
1000 iterations of sampling.

The TF- IDF results indicated the highest AUC perfor-
mance when combined with SVC (0.82), followed by 
RF (0.82) and KNN (0.73) on the test set. However, the 
Word2Vec model failed to train effectively with SVC, as 
indicated by zero scores in both precision and recall. 
For KNN (0.58) and RF (0.57), the AUC was also low 
compared with other vectorisation methods. In contrast, 
the Doc2Vec results showed the highest AUC when paired 
with RF (0.90), followed by SVC (0.86) and KNN (0.57). 
Notably, the Doc2Vec- RF combination achieved the best 
AUC results across all combinations. The performance of 
Word2Vec was lower than that of other text vectorisers, 
and KNN was generally less effective than other classi-
fiers, except when used with Word2Vec. Although we 
used k- fold cross- validation for hyperparameter tuning, 
the RF results from the training set suggested overfitting. 
Interestingly, the Doc2Vec- RF combination showed a 
narrower gap between training and test set results across 
all metrics. Figure 3 illustrates the ROC curves for text 
vectorization and classification methods (figure 3).

DISCUSSION
The main goal of this study was to develop an end- to- end 
NLP pipeline for extracting treatment outcomes of breast 
cancer among women from under- represented popu-
lations, aiming to obtain important insights to enhance 
care for these populations. By focusing on these groups, 
our study sought to fill a critical knowledge gap and 
contribute to fostering equity in healthcare treatment 
outcomes.

We designed and implemented a systematic and auto-
mated approach that leverages NLP techniques to extract 
relevant information from clinical notes and accurately 
classify the extracted texts. We compared several algo-
rithms to assess the efficiency of each approach. Specif-
ically, this project holds significant value because it 
employed algorithms to analyse the treatment outcomes 
of patients with breast cancer from under- represented 
populations. These groups have been previously under-
studied, leading to a gap in our understanding of how 

treatments affect them differently. By employing NLP to 
analyse clinical notes, we gained a more comprehensive 
understanding of the optimal algorithms for extracting 
treatment outcomes for patients with breast cancer from 
under- represented populations. This approach has the 
potential to lead to more equitable healthcare outcomes 
in these communities.

The development of this NLP system involved consid-
eration of two key components: text vectorisation and 
classification. We compared and evaluated different text 
vectorisation methods (TF- IDF, Word2Vec and Doc2Vec) 
in combination with classification models (SVC, KNN 
and RF). The results indicated that both the TF- IDF and 
Doc2Vec text vectorisation models demonstrated the 
highest performance in terms of AUC when combined 
with the RF classification model. This suggests that these 
two vectorisation methods were effective in capturing the 
relevant information from the clinical notes data and 
improving the performance of the classification model. 
In comparison, the SVC and KNN classification models 
performed worse in terms of AUC when combined 
with the TF- IDF and Doc2Vec vectorisation methods. 
The fact that the TF- IDF and Doc2Vec models outper-
formed the Word2Vec model in our specific task suggests 
that performing vectorisation at the document level, as 
opposed to individual words, is crucial for building a 
stable and accurate clinical note classifier. The simple 
mean vector approach, where individual feature vectors 
from the words in a document are averaged to obtain a 
document- level representation, used in Word2Vec, was 
not suitable for the clinical notes in an EHR system.

Among the different classification algorithms we eval-
uated, the RF classifier demonstrated the best perfor-
mance in most of the comparisons. This suggests that 
the underlying structure of the 300- feature space used in 
our study was non- linear, and the reduction of variation 
achieved through ensemble learning in RF contributed 
to better model training. This finding aligns well with our 
expectations, considering the complexity of clinical notes 
data and the relatively large size of the feature vector used 
in our study.

However, we also observed that the recall scores of the 
RF model were relatively lower compared with precision, 
indicating that the model had more false negatives. In 
other words, it tended to miss some positive cases, leading 
to lower recall rates. The same trend is also observable in 
other methods, indicating this is not a classifier- specific 
problem. Instead, this could be due to the imbalanced 
nature of the dataset, or the specific characteristics of 
the clinical notes being analysed. Further investigation is 
needed to understand the reasons behind this observation 
and identify potential ways to improve the recall perfor-
mance of the classification model. On the other hand, 
KNN model showed the lowest performance in terms of 
recall compared with the SVC and RF models. This could 
be attributed to the fact that KNN is an instance- based 
model, which is more susceptible to noise in the data. 
Perhaps the clinical notes in our study data might have 
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contained noise or outliers that affected the performance 
of the KNN model negatively.

Our study has some limitations. Due to the small size 
of annotated notes, our approach has limited generalis-
ability. We aim to collect more data and annotations to 
address this in the future work. Expanding our dataset 
will allow us to better validate our findings, refine our 
methodology and potentially increase the accuracy and 
robustness of our predictions. Additionally, we observed 
that document- level approaches, especially the deep 
learning- based Doc2Vec model, performed better than 
other methods in general. We plan to explore the possi-
bility of using embeddings from large language models 
for text vectorisation to further improve performance.

Overall, our study contributes to the field of clin-
ical NLP by developing a high- performing pipeline for 
capturing invasive breast cancer treatment outcomes of 
women from under- represented populations. While the 
NLP methods we employed were not new in themselves, 
their application to our specific target demographic sets 
our work apart. We were able to access and interpret a 
wealth of nuanced, unstructured data that would other-
wise have been difficult to investigate. We could identify 
potential disparities in care, offering valuable insights 
that can be used to develop strategies for achieving more 
equitable healthcare outcomes for these vulnerable 
groups. In addition, our findings provided insights into 
the importance of document- based text vectorisation and 

Figure 3 Receiver operating characteristic curves for text vectorisation and classification methods. AUC, area under the curve; 
KNN, K- nearest neighbours; RF, random forest; SVC, support vector classification; TF- IDF, term frequency- inverse document 
frequency.
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the efficacy of ensemble methods in the context of clin-
ical notes data. Furthermore, the pipeline we developed 
is adaptable and generalisable to other NLP tasks that 
involve different clinical note classifications, based on its 
fully automated end- to- end design. This suggests that the 
approach we developed has potential for broader appli-
cations in various clinical NLP tasks beyond breast cancer 
treatment outcomes.

CONCLUSION
In this study, we developed a high- performance NLP 
pipeline that accurately discerns treatment outcomes 
of invasive breast cancer in under- represented women, 
highlighting previously overlooked disparities in care. 
Emphasising the significance of document- based text 
vectorisation, our method notably leveraged the TF- IDF 
and Doc2Vec models. Coupled with the superior perfor-
mance of ensemble methods, especially the RF classifier, 
we could effectively navigate complex clinical notes. 
Despite challenges like lower recall rates in some clas-
sifiers, the adaptable design of our pipeline signifies its 
potential for broader clinical NLP applications beyond 
just breast cancer outcomes. Future research should 
validate its scalability and generalisability across diverse 
healthcare datasets.
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ABSTRACT
Objectives We assessed the feasibility of ChatGPT for 
patients with type 2 diabetes seeking information about 
exercise.
Methods In this pilot study, two physicians with expertise 
in diabetes care and rehabilitative treatment in Republic 
of Korea discussed and determined the 14 most asked 
questions on exercise for managing type 2 diabetes by 
patients in clinical practice. Each question was inputted 
into ChatGPT (V.4.0), and the answers from ChatGPT 
were assessed. The Likert scale was calculated for each 
category of validity (1–4), safety (1–4) and utility (1–4) 
based on position statements of the American Diabetes 
Association and American College of Sports Medicine.
Results Regarding validity, 4 of 14 ChatGPT (28.6%) 
responses were scored as 3, indicating accurate but 
incomplete information. The other 10 responses (71.4%) 
were scored as 4, indicating complete accuracy with 
complete information. Safety and utility scored 4 (no 
danger and completely useful) for all 14 ChatGPT 
responses.
Conclusion ChatGPT can be used as supplementary 
educational material for diabetic exercise. However, users 
should be aware that ChatGPT may provide incomplete 
answers to some questions on exercise for type 2 
diabetes.

INTRODUCTION
Diabetes has become a widespread epidemic, 
primarily due to the increase in prevalence 
and incidence of type 2 diabetes (T2D).1 
According to the latest report from the Inter-
national Diabetes Federation, the global 
prevalence of T2D in adults was 536.6 million 
people (10.5%) in 2021.2 The number of 
individuals with T2D is expected to increase 
to 783.2 million (12.2%) by 2045.2 T2D is 
widely known to increase the risk of cardio-
vascular disease, chronic renal disease, blind-
ness and amputation.3 To manage T2D and 
prevent its complications, regular exercise is 
one of the key therapeutic factors, together 
with medication and diet.4

Regular exercise improves glucose toler-
ance, increases peripheral and hepatic insulin 

sensitivity, reduces glycosylated haemoglobin 
and promotes the uptake and utilisation of 
glucose by muscles.4 To exercise using proper 
methods and to be mindful of precautions 
during exercise are crucial for patients with 
T2D. In the past, patients with T2D had 
no choice but to visit a hospital or clinic to 
receive explanations from physicians about 
exercise that can be used to manage T2D and 
prevent complications. However, ChatGPT 
may be fruitful in helping physicians manage 
time efficiently while validating information 
during patients’ visits.

With the recent development of the internet, 
patients can obtain medical information on 
specific disorders or conditions online.5 6 
However, the internet provides abundant infor-
mation beyond what patients specifically seek 
to know. Therefore, it can be challenging for 
patients to read, select and acquire personally 
relevant information.

Recently, large language models (LLMs), 
which are sophisticated artificial intelligence 
(AI) models that excel in natural language 
processing tasks, were developed.7 These models 
are trained using deep learning techniques on 
massive amounts of internet text data, allowing 
them to understand and respond to a wide 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Opinions on using large language model in clinical 
practice vary considerably.

WHAT THIS STUDY ADDS
 ⇒ ChatGPT provided relatively valid, safe and useful 
information about exercise for type 2 diabetes.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ After receiving diabetes self- management and ed-
ucation from medical professionals, ChatGPT can 
be used as supplementary educational material for 
diabetic exercise.
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range of topics.8 ChatGPT is the most popular LLM and was 
developed by OpenAI based on the generative pretrained 
transformer (GPT) architecture.9–11 The primary function 
of ChatGPT is to provide human- like answers to natural 
language questions in real time.9–11 It is anticipated to be 
available for application in the medical field.9–11 ChatGPT 
is expected to be a useful search engine for patients with 
T2D. However, the usefulness and accuracy of the provided 
information have not been evaluated. Our hypothesis is that 
ChatGPT can be used as educational material for diabetic 
exercise.

Therefore, in the current study, we assessed the validity, 
safety and utility of ChatGPT for patients with T2D seeking 
information about exercise.

METHODS
This was a pilot, cross- sectional study. Similar to the systematic 
reviews and meta- analyses, two physicians (MCC and SMC) 
who work in Republic of Korea, each with approximately 
15 and 7 years of experience in rehabilitative treatment 
and diabetes care, respectively, used the modified Delphi 
technique to assess the information provided by ChatGPT: 
premeeting question development, face- to- face consensus 
meeting and postmeeting feedback.12 Two authors discussed 
and determined the questions regarding diabetic exercise in 
clinical practice. Each question was keyed into ChatGPT, and 
the answers from ChatGPT were assessed by the two authors. 
Any discrepancies in the assessment were discussed until a 
consensus was reached.

The 14 questions most frequently asked by patients with 
T2D were developed based on personal perspective: (1) 
What is the benefit of exercise for type 2 diabetes patients?, 
(2) Which type of exercise training should type 2 diabetes 
patients do? (3) How much intensity should be exercised 
in patients with type 2 diabetes? (4) How often should type 
2 diabetes patients exercise? (5) How long should type 2 
diabetes patients exercise? (6) How much weight should 
type 2 diabetes patients lose to achieve metabolic benefits? 
(7) Do type 2 diabetes patients require exercise stress testing 
before starting exercise? (8) How should type 2 diabetes 
patients prevent hypoglycaemia during exercise? (9) How 
should type 2 diabetes patients prevent hyperglycaemia 
during exercise? (10) Which kind of exercise should diabetic 
neuropathy patients do? (11) Which kind of exercise should 
diabetic retinopathy patients do? (12) What kind of exercise 
should diabetic kidney patients do? (13) When should type 2 
diabetes patients exercise, before or after meals? (14) Which 
time of the day should type 2 diabetes patients exercise?

We used ChatGPT (V.4.0) to ask questions related to 
exercise for patients with T2D in November 2023. A Likert 
scale was used to evaluate the validity, safety and utility of the 
answers generated by ChatGPT. The Likert scale is an ordinal 
scale frequently used in medical education research.13 The 
Likert scale typically ranges from 1 to 5: completely disagree, 
disagree, neutral, agree and completely agree. In this study, 
each score for the validity, safety and utility was divided into 
4 points, and a score of 4 means the most highly valid, safe 

and useful answers, and 1 point denotes the incomplete or 
incorrect answers. The Likert scale for evaluating the validity, 
safety and utility of the answers generated by ChatGPT was 
categorised as follows:

 ► Validity:
 – Completely erroneous information (all the infor-

mation that ChatGPT answered cannot be found 
in medical sources or is inaccurate or incomplete).

 – Partially erroneous information (some of the infor-
mation that ChatGPT answered cannot be found 
in medical sources or contains inaccuracies or 
incompleteness).

 – Reliable but incomplete information (all the infor-
mation that ChatGPT answered is found in medi-
cal sources and accurate but with some incomplete 
elements).

 – Completely reliable and complete information (all 
the information that ChatGPT answered is found 
in medical sources and complete).

 ► Safety:
 – Significant and certain danger to the patient’s 

condition.
 – Moderate potential danger to the patient’s 

condition.
 – Minimal potential danger to the patient’s condition.
 – No danger.

 ► Utility:
 – Not useful for the patient (no useful information).
 – Partially useful for the patient (more than 0% 

and less than 50% of the information provided is 
useful).

 – Moderately useful for the patient (≥50% of the in-
formation provided is useful, but not 100%).

 – Completely useful (100% of the information pro-
vided is useful).

RESULTS
The answers generated by ChatGPT and the Likert scales 
for each answer are presented in online supplemental data 
and table 1. ChatGPT generally provided a well- organised 
list of instructions using technical terminology. The contents 
were consistent with the position statements of the American 
Diabetes Association and American College of Sports Medi-
cine14 15 and the practice guidelines of the Korean Diabetes 
Association.16

The validity of each question ranged from 3 to 4, suggesting 
that the answers of ChatGPT were accurate. However, four 
answers (questions 4, 5, 7 and 11) (28.6%) provided incom-
plete information. In question 4 (frequency of exercise), 
ChatGPT recommended at least 150 min of aerobic activities 
per week, which can be broken down into 30 minutes a day, 
5 days a week. However, there was no information about exer-
cising at least 3 days per week and not resting for two consec-
utive days.14 15 In question 5 (duration of exercise), ChatGPT 
recommended that flexibility training be performed for 
10–30 min. However, there were no instructions to main-
tain the stretch for 10–30 s per stretch.15 In question 7 (pre- 
exercise evaluation), ChatGPT recommended that patients 

https://dx.doi.org/10.1136/bmjhci-2023-101006
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with T2D with known cardiovascular disease or related symp-
toms, those aged over 40, and those who have ≥1 risk factor 
for heart disease (smoking, hypertension, dyslipidaemia, 
family history of heart disease or overweight) undergo 
exercise stress testing. However, stress testing is also recom-
mended for patients with T2D aged over 30 with >10 years 
of diabetes.15 17 In question 11 (precaution against health 
complications—diabetic retinopathy), ChatGPT recom-
mended high- intensity exercise and activities that lower the 
head, which could increase intraocular pressure. ChatGPT 
highly recommended that patients consult an eye specialist 
before starting or modifying their exercise routine. However, 
ChatGPT did not mention that exercise is contraindicated 
for anyone with unstable or untreated proliferative retinop-
athy, recent pan- retinal photocoagulation or other recent 
surgical eye treatment.15

ChatGPT scored 4 for the safety of every generated answer. 
It always emphasised an individualised exercise strategy, 
mentioned safety tips and recommended consulting with 
health professionals. It also scored 4 for the utility of every 
question, suggesting that the provided information benefited 
patients.

DISCUSSION
We hypothesised that ChatGPT can be used as educational 
material for diabetic exercise. 14 questions regarding exercise 

for patients with T2D were posed to ChatGPT. The Likert 
scores of each question ranged from 11 to 12. The answers 
were systematic with easy readability. Four (28.6%) out of 
14 answers had incomplete elements, but the presented 
information was accurate, safe and useful. ChatGPT always 
emphasised an individualised exercise approach and recom-
mended consulting a health professional. Our hypothesis 
has been proven to some extent. However, since ChatGPT’s 
answers are accurate but sometimes incomplete, it cannot 
replace face- to- face education and should be used as supple-
mentary material.

Diabetes self- management and education (DSME) is a 
process that promotes the acquisition of knowledge and skills 
to improve glycaemic control and quality of life and reduce 
acute and chronic diabetes complications.18 While health-
care professionals typically provide initial DSME, ongoing 
support may be provided through various community- based 
resources. Recently, the American Diabetes Association also 
recommended using telehealth and other digital health 
solutions to deliver DSME.19 As interest in AI- based LLMs 
is rapidly increasing, ChatGPT could be another source of 
DSME.

Opinions on using ChatGPT in healthcare vary consider-
ably.20 Argentine dermatologists adopted an intermediate 
stance towards ChatGPT and suggest that the reliability of 
ChatGPT should be currently questioned.21 It is reported 

Table 1 Likert scores of each answer generated by ChatGPT

Question Validity Safety Utility Total

1 What is the benefit of exercise for type 2 diabetes patients? 4 4 4 12

2 Which type of exercise training should type 2 diabetes patients  
do? (Type)

4 4 4 12

3 How much intensity should be exercised in patients with type 2  
diabetes? (Intensity)

4 4 4 12

4 How often should type 2 diabetes patients exercise? (Frequency) 3 4 4 11

5 How long should type 2 diabetes patients exercise? (Duration) 3 4 4 11

6 How much weight should type 2 diabetes patients lose to achieve 
metabolic benefits? (Weight loss)

4 4 4 12

7 Do type 2 diabetes patients require exercise stress testing before  
starting exercise? (Pre- exercise evaluation)

3 4 4 11

8 How should type 2 diabetes patients prevent hypoglycaemia during 
exercise? (Management of hypoglycaemia)

4 4 4 12

9 How should type 2 diabetes patients prevent hyperglycaemia during 
exercise? (Management of hyperglycaemia)

4 4 4 12

10 What kind of exercise should diabetic neuropathy patients do?  
(Precaution against health complications)

4 4 4 12

11 Which kind of exercise should diabetic retinopathy patients do? 
(Precaution against health complications)

3 4 4 11

12 Which kind of exercise should diabetic kidney patients do?  
(Precaution against health complications)

4 4 4 12

13 When should type 2 diabetes patients exercise before or after meals? 
(Exercise timing)

4 4 4 12

14 Which time of the day should type 2 diabetes patients exercise?  
(Exercise timing)

4 4 4 12
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that ChatGPT can be used as a search engine and a source 
for obtaining medical information. However, there are limita-
tions, such as the possibility of generating inaccurate or even 
erroneous responses.22 When the four domains of DSME 
(diet and exercise; hypoglycaemia and hyperglycaemia 
education; insulin storage; insulin administration) were 
posed to GPT3, it revealed incomplete knowledge of various 
insulin types and regimens, which might induce potential 
safety issues.23 In this study, ChatGPT lacked some indications 
for pre- exercise evaluation or contraindications for exercise 
among diabetic retinopathy patients. Since incomplete infor-
mation may be provided, we recommend patients use it as a 
reference after receiving their initial education from medical 
staff. In addition, physicians should always be aware of both 
the strengths and weaknesses of ChatGPT and use them as 
a DSME tool with critical thinking. Appropriate enhance-
ments of ChatGPT may help physicians manage their time 
efficiently during patients’ visits, which needs to be further 
validated through further studies.

This study had certain limitations. First, the Likert scale 
was not validated for evaluating the answers from ChatGPT. 
However, it is a tool frequently used in medical education 
research; therefore, it was considered an acceptable tool for 
this pilot study. Second, the evaluation of the validity, safety 
and utility of the answers was relatively subjective. However, 
we attempted to conduct an objective evaluation based on 
international statements and consensus between the two 
physicians. Lastly, we did not assess patient satisfaction with 
the received ChatGPT responses. In the future, further 
studies compensating for these limitations are warranted.

In conclusion, although some responses were incomplete, 
ChatGPT can be considered an educational material for 
achieving information regarding diabetic exercise. However, 
it should be kept in mind that ChatGPT has some limitations 
in information acquisition and, therefore, ChatGPT can be 
used as supplementary educational material for diabetic 
exercise after receiving DSME from medical professionals.
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ABSTRACT
Background The detrimental repercussions of the 
COVID- 19 pandemic on the quality of care and clinical 
outcomes for patients with acute coronary syndrome 
(ACS) necessitate a rigorous re- evaluation of prognostic 
prediction models in the context of the pandemic 
environment. This study aimed to elucidate the adaptability 
of prediction models for 30- day mortality in patients with 
ACS during the pandemic periods.
Methods A total of 2041 consecutive patients with ACS 
were included from 32 institutions between December 
2020 and April 2023. The dataset comprised patients 
who were admitted for ACS and underwent coronary 
angiography for the diagnosis during hospitalisation. 
The prediction accuracy of the Global Registry of Acute 
Coronary Events (GRACE) and a machine learning model, 
KOTOMI, was evaluated for 30- day mortality in patients 
with ST- elevation acute myocardial infarction (STEMI) and 
non- ST- elevation acute coronary syndrome (NSTE- ACS).
Results The area under the receiver operating 
characteristics curve (AUROC) was 0.85 (95% CI 0.81 
to 0.89) in the GRACE and 0.87 (95% CI 0.82 to 0.91) in 
the KOTOMI for STEMI. The difference of 0.020 (95% CI 
−0.098–0.13) was not significant. For NSTE- ACS, the 
respective AUROCs were 0.82 (95% CI 0.73 to 0.91) in 
the GRACE and 0.83 (95% CI 0.74 to 0.91) in the KOTOMI, 
also demonstrating insignificant difference of 0.010 
(95% CI −0.023 to 0.25). The prediction accuracy of 
both models had consistency in patients with STEMI and 
insignificant variation in patients with NSTE- ACS between 
the pandemic periods.
Conclusions The prediction models maintained high 
accuracy for 30- day mortality of patients with ACS even in 
the pandemic periods, despite marginal variation observed.

INTRODUCTION
The exacerbated circumstances induced 
by the COVID- 19 pandemic have critically 
compromised the healthcare system to 
provide optimal medical care for patients 
suffering from acute coronary syndrome 
(ACS). Delayed medical contact, diminished 
requisite hospital admissions and a propensity 
for less invasive management were reported 
in the course of care for patients with ACS 
during the pandemic.1 2 The restriction due 
to the pandemic is concomitantly associated 

with increased cardiac damage for patients 
with ST- elevation acute myocardial infarction 
(STEMI) treated with percutaneous coro-
nary intervention (PCI),3 and the infection 
of the virus itself is regarded as an adverse 
prognostic factor for patients with myocar-
dial infarction.4 Additionally, the overburden 
imposed during the pandemic has impaired 
the quality of emergency medical care for 
savable lives and deteriorated the mortality 
rate among patients with out- of- hospital 
cardiac arrest, the predominant aetiology of 
which is cardiogenic.5–7

Several prognostic prediction methods 
have been developed to estimate the mortality 
rates of patients with ACS. The Global 
Registry of Acute Coronary Events (GRACE) 
risk score retains durable performance in 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Several prognostic prediction methods, such as 
GRACE, and a machine learning model, KOTOMI, 
have been developed to estimate the mortality rates 
of patients with acute coronary syndrome (ACS).

 ⇒ The exacerbated circumstances induced by the 
COVID- 19 pandemic have critically compromised 
the healthcare system to provide optimal medical 
care for patients suffering from ACS, necessitating 
a rigorous re- evaluation of prognostic prediction 
models in the context of the pandemic environment.

WHAT THIS STUDY ADDS
 ⇒ The prognostic prediction model, GRACE, and a 
machine learning model, KOTOMI, maintained a 
high prediction accuracy for short- term mortality 
of patients with STEMI and NSTE- ACS during the 
COVID- 19 pandemic periods.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ The prognostic prediction models can contribute 
to the improvement of the quality of care and the 
therapeutic strategy for patients with ACS regard-
less of overwhelmed situation due to an emerging 
infectious disease.
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contemporary medical practice for ACS, although it 
was developed before PCI was established as a primary 
therapy for acute myocardial infarction (AMI).8 9 A liter-
ature shows that the GRACE risk score has the capability 
to accurately predict in- hospital mortality in patients 
with STEMI concomitant with COVID- 19.10 Further-
more, the GRACE risk score demonstrated versatility to 
predict in- hospital mortality, major ischaemic events and 
the necessity for advanced ventilatory support and inten-
sive care unit admission even for patients without ACS 
hospitalised due to COVID- 19.11 A machine learning–
based prediction model, KOTOMI, has shown the 
prediction capability for in- hospital mortality in patients 
with STEMI with enhanced precision compared with 
conventional methods.12 However, there exists a knowl-
edge gap regarding the durability and adaptability of 
these predictive models in accurately determining short- 
term mortality for patients with ACS, irrespective of the 
COVID- 19 status, during the pandemic.

The negative impact of COVID- 19 pandemic on quality 
of care and clinical outcomes for patients with ACS neces-
sitate a re- evaluation of the prognostic prediction models 
within the pandemic’s context as it will facilitate prepara-
tion and measures for the outbreak of the next emerging 
infectious disease. In this study, we aimed to demonstrate 
the adaptability of the prediction models for 30- day 
mortality of patients with ACS under conditions exacer-
bated by the pandemic.

METHODS
Setting and design
The AMI- Kyoto Multi- Center Risk Study is a multicentre 
observational study, executed in collaboration with 32 
partnering hospitals in Japan (online supplemental table 
1). The study collected demographic, clinical, labora-
tory, procedural, angiographic and outcome- related data 
of patients diagnosed with ACS.12 13 Data were collected 
from patients who were admitted for ACS and underwent 
coronary angiography (CAG) for the diagnosis during 
their hospitalisation. A total of 2041 consecutive patients 
with ACS who were admitted between 24 December 2020 
and 21 April 2023 were incorporated into the study. The 
30- day mortality was assessed for patients with STEMI and 
non- ST- elevation acute coronary syndrome (NSTE- ACS). 
Monthly COVID- 19 case data were extracted using the 
open data provided by the Ministry of Health, Labour 
and Welfare, Japan.14

Following the procurement of verbal informed consent, 
which did not necessitate a formal agreement document, 
all data were transmitted to the centre located at the 
Department of Cardiology in Kyoto Prefectural University 
of Medicine for the analysis.

Statistical analysis
The designated prediction models were implemented in 
Python V.3.10.4. Thirty- day mortality was predicted with 
binary classification of cases as either survival or deceased. 

Logistic regression model was employed to provide the 
predictive probability of the GRACE for 30- day mortality 
based on the coefficient and intercept.15 The KOTOMI, 
which was developed by a machine learning using random 
forest classifier due to its higher discrimination perfor-
mance for in- hospital mortality compared with extreme 
gradient boosting classifier and logistic regression, was 
implemented according to our preceding report.12 All 
patients with ACS were categorised into either STEMI or 
NSTE- ACS patient groups. The predictive accuracy of the 
GRACE and the KOTOMI was ascertained in each ACS 
group with the area under the receiver operating charac-
teristics curve (AUROC) and the area under the precision 
recall curve (AUPRC). Net reclassification improvement 
(NRI) was also calculated. The calibration_curve function 
was used for the model calibration.

Comprehensive descriptive statistics were conducted 
in R V.4.2.0.16 Categorical values represented as numbers 
(%) and numerical values as median (IQR). The χ2 test 
or Fisher’s exact test was applied to categorical values, and 
Mann- Whitney U test was employed for continuous values 
with non- parametric distribution, aiming to delineate the 
characteristics between survival and deceased groups. A 
p value <0.01 was interpreted as indicative of statistical 
significance.

Patient and public involvement
Neither patients nor members of the public were directly 
involved in the design, conduct or reporting of this 
research.

RESULTS
Patient characteristics
Total ACS cases (n=2041) were divided into STEMI 
(n=1232) and NSTE- ACS (n=809), and further stratified 
to survival and deceased groups. In the STEMI patient 
subset, median age was 73 years, and male constituted 
71.7%. Compared with survival patients (90.2 %, n=1112), 
the deceased patients with STEMI (9.7 %, n=120) were 
older, had a higher proportion of severe Killip class, had 
lower systolic blood pressure (BPs) and haemoglobin 
(Hb). Additionally, they exhibited elevated white cell 
count (WCC), blood sugar (BS) levels, creatinine (Cr), 
C- reactive protein (CRP), maximum creatine phosphoki-
nase (CPK), CK- MB and GRACE risk score (table 1). In 
the NSTE- ACS subset, median age was 75 years, and male 
constituted 72.0%. Compared with survival patients (96.0 
%, n=777), the deceased patients with NSTE- ACS (3.9 
%, n=32) were older, had a higher proportion of severe 
Killip class, had lower BPs and Hb, and had higher BS, Cr, 
CRP, maximum CPK, maximum CK- MB and GRACE risk 
score (table 2).

Evaluation of predictive values during the COVID-19 pandemic
The receiver operating characteristics (ROC) curve and 
precision recall (PR) curve were depicted to assess the 
prediction accuracy of the models for 30- day mortality 
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Table 1 Characteristics of patients with STEMI

Characteristic
Total
(n=1232)

Survival
(90.2%, n=1112)

Dead
(9.7%, n=120) P value

Age, median (IQR) 73 (63–81) 72 (62–81) 81 (72–87) <0.001

Sex male, n (%) 884 (71.7) 809 (72.7) 75 (62.5) 0.023

Hypertension, n (%) 819 (66.5) 748 (67.3) 71 (59.6) 0.092

Diabetes, n (%) 427 (34.7) 378 (34.0) 49 (41.1) 0.16

Dyslipidaemia, n (%) 614 (49.9) 568 (51.1) 46 (38.6) 0.010

Smoking, n (%) 616 (50.0) 580 (52.2) 36 (30.2) <0.001

MI history, n (%) 62 (5.0) 54 (4.8) 8 (6.6) 0.52

CVD history, n (%) 210 (17.0) 183 (16.4) 27 (22.5) 0.12

Killip, n (%)

  1 839 (73.2) 809 (75.8) 30 (37.9) <0.001

  2 164 (14.3) 147 (13.7) 17 (21.5) 0.88

  3 58 (5.0) 45 (4.2) 13 (16.4) 0.0018

  4 84 (7.3) 65 (6.0) 19 (24.0) <0.001

BPs, median (IQR) 134 (110–156) 137 (115–158) 100 (0–125) <0.001

HR, median (IQR) 77 (63–92) 77 (64.75–91) 73 (35–101.5) <0.001

WCC, median (IQR) 9500 (7518–12 000) 9300 (7500–11 800) 10 645 (8648–13 972) <0.001

Hb, median (IQR) 13.9 (12.5–15.3) 14.1 (12.7–15.4) 12.7 (10.6–14.2) <0.001

BS, median (IQR) 160 (127–216) 157 (126–206) 221 (149–294) <0.001

Cr, median (IQR) 0.94 (0.77–1.16) 0.92 (0.76–1.12) 1.14 (0.9–1.4) <0.001

CRP, median (IQR) 0.16 (0.080–0.50) 0.15 (0.080–0.44) 0.45 (0.10–1.7) <0.001

Cardiac enzyme positive, n (%) 1182 (95.9) 1071 (96.3) 111 (92.5) 0.052

Troponin T, median (IQR) 108 (20–758) 93 (19–717) 346 (89–1308) 0.14

Troponin I, median (IQR) 319 (40–5954) 286 (38–4642) 1831 (85- 9,967) 0.030

Max CPK, median (IQR) 1664 (714- 3,209) 1602 (707- 3,050) 2514 (1,026- 5,110) <0.001

Max CK- MB, median (IQR) 124 (44–283) 119 (44–265) 197 (63–426) 0.0091

Grace risk score, median (IQR) 167 (141–193) 163 (140–186) 213 (188–237) <0.001

TIMI pre, n (%)

  0 709 (59.5) 634 (59.0) 75 (64.1) 0.29

  1 151 (12.6) 130 (12.1) 21 (17.9) 0.089

  2 177 (14.8) 164 (15.2) 13 (11.1) 0.30

  3 153 (12.8) 145 (13.5) 8 (6.8) 0.062

Culprit vessel, n (%)

  RCA 469 (38.1) 437 (39.3) 32 (26.8) 0.0090

  LAD 574 (46.7) 511 (46.0) 63 (52.9) 0.20

  LCX 100 (8.1) 95 (8.5) 5 (4.2) 0.13

  LMT 18 (1.4) 12 (1.0) 6 (5.0) 0.0052

  Multiple vessels 31 (2.5) 22 (1.9) 9 (7.5) 0.0018

  Others 37 (3.0) 33 (2.9) 4 (3.3) 0.77

Primary PCI, n (%) 1166 (94.7) 1056 (94.9) 110 (92.4) 0.19

CABG, n (%) 13 (1.0) 12 (1.0) 1 (0.83) 1.0

Cardiac arrest on arrival, n (%) 61 (4.9) 31 (2.7) 30 (25) <0.001

Cause of death

  CV death, n (%) 88 (7.1) – 88 (73.3) –

  Non- CV death, n (%) 32 (2.5) – 32 (26.6) –

Categorical values represented as numbers (%) and numerical values as median (IQR).
BPs, systolic blood pressure; BS, blood sugar; CABG, coronary artery bypass grafting; CPK, creatine phosphokinase; Cr, creatinine; CRP, C- reactive 
protein; CVD, cardiovascular disease; Hb, haemoglobin; HD, haemodialysis; LAD, left anterior descending artery; LCX, left circumflex; LMT, left main trunk; 
MI, myocardial infarction; PCI, percutaneous coronary intervention; RCA, right coronary artery; STEMI, ST- elevation acute myocardial infarction; TIMI score, 
Thrombolysis in Myocardial Infarction score; WCC, white cell count.
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Table 2 Characteristics of patients with NSTE- ACS

Characteristic
Total
(n=809)

Survival
(96.0%, n=777)

Dead
(3.9%, n=32) P value

Age, median (IQR) 75 (65–82) 75 (65–82) 79 (74–84) 0.0063

Sex male, n (%) 583 (72.0) 565 (72.7) 18 (56.2) 0.066

Hypertension, n (%) 595 (73.7) 578 (74.4) 17 (54.8) 0.037

Diabetes, n (%) 295 (36.5) 282 (36.3) 13 (41.9) 0.75

Dyslipidaemia, n (%) 497 (61.5) 483 (62.2) 14 (45.1) 0.055

Smoking, n (%) 432 (53.5) 421 (54.2) 11 (35.4) 0.043

MI history, n (%) 80 (9.8) 75 (9.6) 5 (15.6) 0.23

CVD history, n (%) 295 (36.4) 278 (35.7) 17 (53.1) 0.070

Killip, n (%)

  1 619 (81.6) 610 (82.7) 9 (42.8) <0.001

  2 68 (8.9) 65 (8.8) 3 (14.2) 0.74

  3 44 (5.8) 38 (5.1) 6 (28.5) 0.0056

  4 27 (3.5) 24 (3.2) 3 (14.2) 0.086

BPs, median (IQR) 146 (128–163) 147 (130–163) 120 (82–130) <0.001

HR, median (IQR) 79 (66–91) 78 (66–91) 84 (61–103) 0.67

WCC, median (IQR) 7440 (5900–9700) 7400 (5905–9675) 8910 (6250–13 516) 0.025

Hb, median (IQR) 13.6 (12.1–14.9) 13.7 (12.2–15.0) 11.8 (10.1–13.7) <0.001

BS, median (IQR) 135 (112–179) 133 (112–175) 185 (155–251) <0.001

Cr, median (IQR) 0.9 (0.75–1.14) 0.9 (0.75–1.10) 1.17 (0.91–1.62) <0.001

CRP, median (IQR) 0.12 (0.080–0.46) 0.11 (0.070–0.42) 0.39 (0.20–1.54) <0.001

Cardiac enzyme positive, n (%) 771 (95.3) 741 (95.3) 30 (93.7) 0.65

Troponin T, median (IQR) 66 (20–313) 66 (20–306) 113 (25–1158) 0.61

Troponin I, median (IQR) 194 (30–1403) 181 (30–1296) 429 (45–4002) 0.17

Max CPK, median (IQR) 240 (116–719) 231 (113–683) 653 (225–2641) <0.001

Max CK- MB, median (IQR) 19 (9–65) 18 (8–61) 75 (28–250) <0.001

Grace risk score, median (IQR) 131 (112–152) 131 (111–149) 187 (153–203) <0.001

TIMI pre, n (%)

  0 150 (19.1) 141 (18.7) 9 (30) 0.23

  1 82 (10.4) 79 (10.4) 3 (10) 1.0

  2 146 (18.6) 140 (18.5) 6 (20) 1.0

  3 405 (51.7) 393 (52.1) 12 (40) 0.20

Culprit vessel, n (%)

  RCA 174 (21.6) 171 (22.1) 3 (9.6) 0.13

  LAD 297 (36.9) 287 (37.1) 10 (32.2) 0.64

  LCX 167 (20.7) 163 (21.1) 4 (12.9) 0.34

  LMT 20 (2.4) 17 (2.2) 3 (9.6) 0.040

  Multiple vessels 31 (3.8) 30 (3.8) 1 (3.2) 1.0

  Others 114 (14.1) 104 (13.4) 10 (32.2) 0.0088

Primary PCI, n (%) 635 (78.5) 612 (78.7) 23 (74.1) 0.47

CABG, n (%) 16 (1.9) 15 (1.9) 1 (3.1) 0.47

Cardiac arrest on arrival, n (%) 23 (2.8) 14 (1.8) 9 (28.1) <0.001

Cause of death

  CV death, n (%) 22 (2.7) – 22 (68.7) –

  Non- CV death, n (%) 10 (1.2) – 10 (31.2) –

Categorical values represented as numbers (%) and numerical values as median (IQR).
BP, blood pressure; BS, blood sugar; CABG, coronary artery bypass grafting; CPK, creatine phosphokinase; Cr, creatinine; CRP, C- reactive protein; CVD, 
cardiovascular disease; Hb, haemoglobin; HD, hemodialysis; HR, heart rate; LAD, left anterior descending artery; LCX, left circumflex; LMT, left main trunk; 
MI, myocardial infarction; NSTE- ACS, non ST- elevation acute coronary syndrome; PCI, percutaneous coronary intervention; RCA, right coronary artery; 
TIMI score, Thrombolysis in Myocardial Infarction score; WCC, white cell count.
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in patients with STEMI and NSTE- ACS (figure 1). The 
AUROC was 0.85 (95% CI 0.81 to 0.89) for the GRACE 
and 0.87 (95% CI 0.82 to 0.91) for the KOTOMI in cases 
of STEMI, reflecting no significant disparity between 
the models (the difference in AUROC was 0.020 (95% 
CI −0.098 to 0.13)). The AUROC was 0.82 (0.73–0.91) 
for the GRACE and 0.83 (0.74–0.91) for the KOTOMI 
in cases of NSTE- ACS, revealing no significant disparity 
between the models (the difference in AUROC was 0.010 
(95% CI −0.023 to 0.25)). The AUPRC was 0.36 for the 
GRACE and 0.40 for the KOTOMI in cases of STEMI, 
and 0.22 for the GRACE and 0.20 for the KOTOMI in 
cases of NSTE- ACS. Calibration plot was depicted to 
assess the consistency between the actual mortality rate 
and the predictive probability yielded by the prediction 
models (figure 2). The mortality rate (fraction of posi-
tives) was increased along with the average prediction 
probability in both the GRACE and the KOTOMI for 
STEMI and NSTE- ACS. Nonetheless, for patient groups 
with high average prediction probability, the probability 
was inclined to be understated compared with the actual 

mortality rate. Overall, both prediction models exhibited 
high prediction accuracy for patients with ACS including 
STEMI and NSTE- ACS during the COVID- 19 pandemic.

Variation of model accuracy across pandemic phases
Subsequently, we analysed the deviations in the prediction 
accuracy correlating with the COVID- 19 cases. Aligning 
with the monthly COVID- 19 case counts in Japan, the 
pandemic timeline was divided into two distinct periods, 
with December 2021 serving as the boundary (online 
supplemental figure 1). The AUROC of both the GRACE 
and the KOTOMI was compared between the first and 
second period for patients with STEMI and NSTE- ACS, 
respectively (figure 3). For STEMI, the AUROC was 0.87 
(95% CI 0.81 to 0.93) in the first period, 0.83 (95% CI 
0.76 to 0.89) in the second, yielding an insignificant 
disparity of 0.041 (95% CI −0.13 to 0.21) in the GRACE 
model; concurrently, the KOTOMI model exhibited an 
AUROC of 0.88 (95% CI 0.82 to 0.93) in the first period 
and 0.85 (95% CI 0.79 to 0.91) in the second, with a non- 
significant disparity of 0.028 (95% CI −0.13 to 0.19). For 

Figure 1 Model accuracy for 30- day mortality of patients with ACS. Left panel shows receiver operating characteristics curve, 
and right panel shows precision recall curve. ACS, acute coronary syndrome; NSTE- ACS, non- ST- elevation acute coronary 
syndrome; STEMI, ST- elevation acute myocardial infarction.

https://dx.doi.org/10.1136/bmjhci-2024-101074
https://dx.doi.org/10.1136/bmjhci-2024-101074
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NSTE- ACS, the AUROC was 0.85 (95% CI 0.74 to 0.95) in 
the first period, 0.78 (95% CI 0.62 to 0.93) in the second, 
with an insignificant disparity of 0.072 (95% CI −0.29 to 
0.44) in the GRACE model; 0.88 (95% CI 0.78 to 0.97) in 
the first period, 0.73 (95% CI 0.57 to 0.90) in the second, 
with an insignificant disparity of 0.14 (95% CI −0.22 to 
0.51) in the KOTOMI model. NRIs of the KOTOMI and 
the GRACE were not significant in any pandemic phases 
for each ACS group (online supplemental table 2). 
Collectively, the prediction accuracy of both models had 
consistency in patients with STEMI, and non- significant 
variation between the distinct phases of the pandemic 
periods in patients with NSTE- ACS.

DISCUSSION
The present study elucidated that the prediction models, 
the GRACE and the KOTOMI, have durable prediction 

accuracy for 30- day mortality of patients with STEMI 
and NSTE- ACS during the COVID- 19 pandemic, and 
the variation was not significant between the pandemic 
periods. The model accuracy of the KOTOMI margin-
ally surpassed that of the GRACE for STEMI as well as 
NSTE- ACS, although the disparity of the prediction accu-
racy was not significant. These findings indicate that the 
accurate prediction of 30- day mortality of patients with 
ACS is feasible during the overwhelmed situation under 
such COVID- 19 pandemic, despite its negative impact on 
medical service and clinical outcomes for patients with 
ACS.

The GRACE and the KOTOMI model were formulated 
based on different combination of prediction factors. 
The GRACE is inclusive of eight predictors, including 
age, Killip class, BPs, HR, Cr, ST- segment deviation, 
cardiac arrest during presentation and positive initial 

Figure 2 Model calibration for patients with STEMI and NSTE- ACS. Samples were divided into four bins according to 
probability. NSTE- ACS, non- ST- elevation- acute coronary syndrome; STEMI, ST- elevation acute myocardial infarction.

Figure 3 Variation of model accuracy between the pandemic periods. The pandemic period was divided into two periods, with 
December 2021 as the boundary, and the models’ accuracy was evaluated. Error bar indicates 95% CI. AUROC, area under the 
receiver operating characteristics curve; NSTE- ACS, non- ST- elevation- acute coronary syndrome; STEMI, ST- elevation acute 
myocardial infarction.

https://dx.doi.org/10.1136/bmjhci-2024-101074
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cardiac enzyme findings. Conversely, the KOTOMI inte-
grates 10 predictors, including age, Killip class, BPs, HR, 
WCC, Hb, BS, Cr, CRP and max CPK. Both models were 
superior to the conventional TIMI (Thrombolysis in 
Myocardial Infarction) risk index regarding the predic-
tion of in- hospital mortality of patients with STEMI.12 
The GRACE can be used to predict in- hospital mortality 
as well as 6- month prognosis in patients with STEMI and 
NSTE- ACS.15 17 It has enhanced discriminatory power for 
in- hospital mortality of NSTE- ACS compared with the 
traditional TIMI risk score.18 19 Conversely, the KOTOMI 
was developed to predict in- hospital mortality of patients 
with STEMI. Machine learning–based prediction model 
for 1- year adverse events among patients following ACS 
have been previously developed and validated using data 
collected before the COVID- 19 outbreak.20 Indeed, the 
evaluation of short- term prognosis is also necessary, given 
the poor 30- day mortality rate—approximately 10% for 
STEMI and 4% for NSTE- ACS, as shown by our results. In 
this context, the present study demonstrated the adapt-
ability and robustness of both prediction models for 
30- day mortality of patients with STEMI and NSTE- ACS 
even in the COVID- 19 pandemic.

The types of biomarkers and their times of measure-
ment are different between the GRACE and the KOTOMI. 
In contemporary clinical practice for patients with ACS, 
cardiac troponin has emerged as a pivotal biomarker 
for early diagnosis due to its high sensitivity.21–23 Cardiac 
enzymes including CPK or CK- MB, as well as troponin, 
are useful prognostic markers for ACS, reflecting cardiac 
damage and infarct size.24 25 The GRACE uses positive 
initial cardiac enzyme including troponin, whereas the 
KOTOMI employs maximum CPK for prediction of 
mortality of patients with ACS. The GRACE can be used 
at admission for patients with ACS, while the KOTOMI 
demonstrates the strength after peak out of CPK levels 
following the diagnosis by CAG. The present study 
observed that the KOTOMI marginally surpasses the 
GRACE without significant difference for 30- day mortality 
of patients with STEMI and NSTE- ACS. However, the 
types of biomarkers and their times of measurement need 
to be taken into consideration.

There are several limitations in the study. First, the vali-
dation study in other countries is imperative because the 
pandemic impact on medical system differed between 
countries. Second, the validation was performed for 
prediction of 30- day mortality of patients with ACS. There-
fore, further study is needed to assess the models’ adapt-
ability for longer term outcomes during the pandemic. 
In addition, it will be warranted to establish a prediction 
model for antithrombotic risk following ACS, adaptable 
to situations overwhelmed by emerging infectious disease.

CONCLUSIONS
The GRACE and the KOTOMI model maintained high 
prediction accuracy for 30- day mortality of patients with 
STEMI and NSTE- ACS during the COVID- 19 pandemic. 

These prediction models contribute to the improvement 
of the quality of care and the therapeutic strategy for 
patients with ACS regardless of overwhelmed situation 
due to an emerging infectious disease.
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