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Impact of COVID-19 on 
Primary Health Care 
Services
The onset of COVID-19 has poten-
tially created barriers to health care 
access through the implementation 
of nationwide lockdowns. Pillay et 
al. analyzed data from the District 
Health Information System from 
March to December 2020 and from 
March to December 2019 to gain 
insight into access to health services 
during the COVID-19 period in 
comparison to the pre–COVID-19 
period. The authors found that 
3.44 million fewer HIV tests were 
conducted in the COVID-19 period, 
which is a 22.3% decline from the 
pre–COVID-19 period. Diff erences 
exist across provinces, with one 
province (North West) reporting 
a 1.7% increase in the number of 
HIV tests conducted and another 
(Western Cape) reporting a 36.1% 
decrease in testing. Pillay et al. 
hypothesize that the decrease in HIV 
testing resulted from limitations to 
accessing health services because of 
lockdowns, creating a barrier for HIV 
treatment. They conclude that health 
care services need to be prioritized 
to prevent morbidity and mortality.
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on routine primary healthcare 
services in South Africa. S Afr Med 
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Childhood Asthma and 
Air Pollution
Childhood asthma prevalence in 
Australia is high, aff ecting 12% of 
boys and 8% of girls. Ewald et al. 
calculated the impact of a hypothet-
ical reduction of nitrogen dioxide 
(NO2) air pollution on childhood 
asthma in New South Wales. They 
based their estimates on the existing 
asthma prevalence and average 
annual NO2 concentrations across 
128 local government areas. They 
derived population-weighted NO2 
values from a satellite-based land 
use regression model and applied 
dose–response coeffi  cients from 
two meta-analyses and an Australian 
cross-sectional survey. They deter-
mined that a 25% reduction in NO2 
would lead to between 2597 and 
12 286 fewer children with asthma 
in New South Wales. NO2 reductions 
may be pursued through more strin-
gent ambient air quality standards 
and lower emission transportation 
strategies.
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Heavily Polluted Regions 
May Experience Higher 
COVID-19 Mortality
Pollution is a well-known risk factor 
of asthma and other diseases. 
However, little is known about how 
environmental pollutants aff ect 
COVID-19 mortality. Cabrera-Cano et 
al. explored the ecological association 
between air pollutant data and mor-
tality rates of 25 cities in Mexico. After 
considering the average concentra-
tion of each environmental pollutant 
in the past year, the authors found a 
signifi cant increase of 3.5% (2.3–4.7) 
in COVID-19 mortality rates for each 
microgram per cubic meter in annual 
concentration of NO2. Although not 
statistically signifi cant, COVID-19 
mortality rates increased 1.8% for 
each microgram per cubic meter of 
particulate matter 2.5. These results 
highlight the potential impact of 
environmental pollutants on the 
burden of deaths from COVID-19 and 
underscore the importance of envi-
ronmental interventions for reducing 
COVID-19 death rates.

Citation. Cabrera-Cano AA, Cruz-de 
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H. Asociación entre mortalidad por 
COVID-19 y contaminación atmos-
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Community Action for 
People With HIV and 
Sex Workers During the 
COVID-19 Pandemic in 
India
The COVID-19 lockdowns in 
India devastated the daily lives and 
functions of those labeled as being 
the most vulnerable, including the 
sex worker population. Before the 
COVID-19 pandemic, sex workers 
diagnosed with HIV were able to get 
care through the hospital systems. 
However, multiple hospital systems 
shifted to treating solely COVID-19 
patients during the pandemic and 
forced a halt on the treatment of 
other medical conditions. Ashodaya, 
a well-established sex worker organi-
zation in India, set out to determine 
the social protections allowed by the 
government and how they could be 
provided in a timely manner. Through 
their work, Ashodaya partnered with 
the community to ensure that sex 
workers diagnosed with HIV had 
access to antiretroviral therapy and 
to spread awareness about social 
protections being off ered by the 
government and how they could be 
accessed. Ashodaya’s activities pro-
vide a framework for how marginal-
ized populations can be reached and 
protected during public health crises.

Citation.  Reza-Paul S, Lazarus L, 
Haldar P, et al. Community action 
for people with HIV and sex workers 
during the COVID-19 pandemic in 
India. WHO South East Asia J Public 
Health. 2020;9(2):104–106. https://
doi.org/10.4103/2224-3151.294302
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COVER: The effects of COVID-19 are far more vast than a positive
diagnosis. The related recession and the negative effect on the economy
is responsible for an important amount of excess deaths (see Brenner
et al., p. 1950). People, especially communities of color, are drowning in a
sea of adjacent issues exacerbating and adding to the stress of
the pandemic.
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Choosing to Be Both:
Perspectives From a Researcher
About Early Motherhood
Over the past year, I have had the privi-

lege of adding a number of profes-

sional achievements to my curriculum vitae,

including becoming the student editor for

AJPH. There is no place on my curriculum

vitae, however, for the most important and

life-changing new role I have taken on this

year: mother.

I approached the process of becoming

a mother in the same way that I would

approach any new “project” I conjured up as

a doctoral student—I naturally fell into the

researcher mentality whereby I began analyz-

ing, studying, asking questions, and preparing

for everything I could possibly think of regard-

ing babies and becoming a newmother. I con-

ducted informal interviews with friends and

family members, created excel files to assess

daycare centers, reviewed the pros and cons

of different strollers, attended classes on

breast feeding, read scientific literature about

infant sleep, and made an infographic of my

birth plan for hospital staff. Even after my son

arrived, I continued to use this scientific pro-

cess—convinced that I could “research” my

way through anything that arose as part of

newmotherhood. Phone apps made it possi-

ble to collect data about my son’s feedings,

bowel movements, nap times, and growth,

just to name a few. With these data I devel-

oped hypotheses about almost everything.

Most notably, I focused on what might be

causing baby to be colicky at night and worked

to ensure that all possible confounding varia-

bles were controlled for to guarantee that the

baby would sleep through the night.

Turns out, approaching motherhood from

a purely scientific mindset was unsustain-

able. The approach I had chosen (one in

which I was in complete control) had failed me.

The rigid expectations of what my mother-

hood experience should be like—from labor

and delivery to how quickly my body andmind

would “bounce back”—were dismantled.

I sought to maintain control of the “researcher”

mentality whereby I was able to identify causal

pathways and test interventions to manipulate
the predictors related to my “participant’s”
(son’s) outcomes of interest. Slowly, I realized
that it was unachievable and downright miser-
able to try to hold on to control in this way.
The reality was that motherhood, especially
during a pandemic, required adaptation or
would lead very quickly to burnout. And so,
I gradually shifted from the comfortable role
I had always held as an outside observer and
inquisitive problem solver to an active partici-
pant of a live and ever-changing experiment.
The reality was that in this motherhood role,
I had to be “both . . . and”: both the prepared
and thoughtful investigator and the present
and active participant.

So, how has this new role, which is

completely unaccounted for as part of my

professional identity but simultaneously the

most life-changing and long-term position

I will ever hold, changed my approach to pub-

lic health and research? At the core, I think it

has provided an important gateway for me to

be open, honest, and vulnerable, even in pro-

fessional settings, which in turn gives others

permission to do the same. It also encourages

me to advocate institutionalized systems that

support and nurture the balance between the

two roles successfully. The messy nature of

early motherhood has helped me appreciate

the complex aspects of research, challenging

me to maintain high standards in my research

while also becoming more accepting of the

uncertainty that comes with studying human

behaviors. I have learned to ask new and bet-

ter questions, to think about things from both

the scientific and the practical side. I now

understand that it is possible to be ambitious

and flexible, determined and gentle, dedicated

to my career and my family. In short, a mother

and a researcher.

Caitlin G. Allen, PhD, MPH
Postdoctoral Fellow

Medical University of South Carolina,
Charleston

DOI: https://doi.org/10.2105/AJPH.2021.306528

10Years Ago

Impact of Business Cycles on US
Suicide Rates

Our findings suggest the importance of
population-level suicide-prevention strategies,
particularly during recessions. For example, dur-
ing recessions importance must be placed on
providing social support and counseling services
to those who lose jobs or home; promoting indi-
vidual, family, and community connectedness;
and providing adequate resources to crisis
call centers and other community services. . . .
We found that people in prime working ages
(25-64years) were more vulnerable to recession
than were others. This may be partly explained
by the fact that many of those people were
breadwinners in their homes, and their jobs sup-
ported mortgage payments, health insurance,
children’s education, and other expenses. . . .
The multifaceted nature of suicide indicates the
need to develop prevention efforts that use mul-
tiple settings where vulnerable people and indi-
viduals may be found.

From AJPH, June 2011, pp. 1143–1145 passim

50Years Ago

Economic Changes and Heart
Disease Mortality

Among the major social stresses that may
be involved in heart disease incidence or mor-
tality are those which originate in adverse
changes in the economic status of individuals. .
. . Periods of instability, particularly periods of
economic recession, force a sizable portion of
the population either out of the economy . . .
or into a situation of decreased income. . . . It is
. . . a reasonable speculation that heart disease
mortality might increase during an economic
downturn as a result of the decreased availabil-
ity, in economic terms, of medical care services.
. . . The findings of the present study clearly
indicate that economic downturns are associ-
ated with increased mortality from heart dis-
ease and that, conversely, heart disease mor-
tality decreases during economic upturns.

From AJPH, March 1971, pp. 606, 609 passim
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Warning: Don’t Let the
Beverage Industry Harm
Your Kids
Lori Dorfman, DrPH, MPH
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See also Krieger et al., p. 1997.

This issue of AJPH brings some good

news for everyone concerned

about childhood nutrition: in a rigorous,

randomized controlled trial—the first

study of its kind to my knowledge—

Krieger et al. (p. 1997) found that coun-

termarketing on social media could

reduce purchases and consumption of

sugary fruit drinks and increase con-

sumption of water among Latino/a/x1

parents and their children. The key to

understanding the significance of this

study is in the definition of

“countermarketing,” a technical term

that directs audiences’ attention to the

behavior of industry.

DENORMALIZING
INDUSTRY PRACTICES

Unlike general social marketing or

other communications campaigns,

countermarketing is designed “to

reduce the demand for unhealthy

products by exposing the motives of

their producers and portraying their

marketing activities as outside the

boundaries of civilized corporate

behavior.”2(p120) The spectrum of health

communications can stretch from

inspiring individual behavior change on

one end to campaigns that influence

policy, systems, and environmental

change on the other; countermarketing

sits at the systems end of the spec-

trum, with the intention of shining the

light on institutions with the power to

change environments.3 At scale, coun-

termarketing improves health by

denormalizing the marketing practi-

ces—the normal business

practices—of companies producing

products that harm health.2

The messages Krieger et al. tested

put the beverage industry’s manipula-

tive marketing front and center. For

example, one of their messages shows

a girl with severe tooth decay holding

a fruit drink pouch bearing an “all-

natural” claim and the text “Just

because a label states ‘all-natural’

doesn’t make a fruit drink healthy.

Don’t let the beverage industry harm

your kids.” (I encourage AJPH readers to

view the images in the supplemental

material to feel their, well, punch.) The

study demonstrated the strength of the

messages with statistically significant

reductions in parents selecting fruit

drinks in the virtual store and in their

reported consumption in real life later.

As Krieger et al. note, tobacco control

has had celebrated success with

countermarketing. Indeed, the study’s

message is reminiscent of a counter-

marketing message from California’s

storied campaign Warning: The

Tobacco Industry Is Not Your Friend, a

campaign credited with tripling the

decline in smoking in California.4 But

such campaigns are expensive.

California’s multimillion dollar tobacco

education campaign was funded by a

statewide tobacco tax, and a similarly

robust early effort, the original “truth”

campaign in Florida, was funded with

$200 million from Florida’s $11.3 billion

settlement with the tobacco industry.5

Krieger et al. suggest that their findings

will help local organizations without

such deep pockets reach parents with

successful countermarketing because

the messages were tested on social

media, in this case, Facebook.

QUESTIONS OF HEALTH
AND RACIAL EQUITY

Herein lies an irony: is Facebook the

solution or the problem? Krieger et al.

point out the affordability of social

media campaigns, but reach is still an

issue. Posts from alcohol, tobacco, and

food companies often generate mil-

lions of views, whereas community-

organized grassroots health-focused

social media might generate views that

number in the hundreds.6 Getting to

scale, even on social media, can be

expensive.

The social media platforms them-

selves, including Facebook, are now the

largest junk food marketers. Google

and Facebook alone account for the

majority (nearly 60%) of digital ad

spending worldwide,7 and social media

is where food and beverage companies

go to reach children.8 Facebook has

worked with Coca-Cola, PepsiCo, Unile-

ver, Nestl�e, and many other companies

to enable sophisticated marketing
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across its platform.8 Consider just one

example: in 2019, Pepsi partnered with

Facebook’s Instagram to produce 230

million bottles of soda imprinted with

mobile phone codes that triggered

“full-screen immersion” augmented

reality effects to stimulate purchases of

20-ounce bottles of Pepsi.8 Even with

the low entry fees to social media, it will

be hard for public health to compete

with immersive, enticing, and ever-

present digital campaigns.

Sugary beverage marketing is a

health equity issue because the food,

beverage, and digital marketing indus-

tries hold the power over what children

see. It is also a racial equity issue

because children of color are heavily

targeted with marketing for sugary bev-

erages and other junk food.9 Although

parents control the products they serve

their children, it is not fair to hold

parents solely responsible for the

effects of marketing they do not con-

trol. These power imbalances force us

to turn our attention not just to the

decisions individual parents make

about what they and their families con-

sume but also to the policies that

shape the environment in which those

decisions are made.

Countermarketing can help when the

messages are part of policy campaigns

to rein in industry behavior. Recent

research has demonstrated, for exam-

ple, that messages emphasizing the

intersections among industry behavior,

parental decisions, and community

efforts may be particularly effective in

moving diverse constituents to support

policy such as marketing restrictions,

and communities of color in particular

may be more attuned, perhaps through

lived experience with aggressive target

marketing, to the value of policy in

shaping industry behavior.10 Current

legislative and legal antitrust actions

against tech giants, including Facebook,

are an opportunity to restrict marketing

practices across digital platforms,

including marketing for sugary drinks.8

CONCLUSIONS

In the early 1990s, the task of the

tobacco control movement was “to

publicly identify the tobacco cartel as

the enemy, and to fight to dislodge it

from its positions of power.”11(p35)

Countermarketing was an important

tool in tobacco control. Krieger et al.

have shown that we can wield the

same tool to improve childhood nutri-

tion by making visible the actions of

food and beverage marketers targeting

children. Let’s put this good news to

use by placing responsibility at the feet

of the platforms and companies profit-

ing from directly and incessantly target-

ing children with marketing the food

and drink they should avoid.

CORRESPONDENCE
Correspondence should be sent to Lori Dorfman,
Berkeley Media Studies Group, 2130 Center St,
Suite 302, Berkeley, CA 94704 (e-mail: dorfman@
bmsg.org). Reprints can be ordered at http://
www.ajph.org by clicking the “Reprints” link.

PUBLICATION INFORMATION
Full Citation: Dorfman L. Warning: don’t let the
beverage industry harm your kids. Am J Public
Health. 2021;111(11):1905–1906.

Acceptance Date: August 15, 2021.

DOI: https://doi.org/10.2105/AJPH.2021.306522

CONFLICTS OF INTEREST
The author has no conflicts of interest to declare.

REFERENCES

1. del R�ıo-Gonz�alez AM. To Latinx or not to Latinx:
a question of gender inclusivity versus gender
neutrality. Am J Public Health. 2021;111(6):1018–
1021. https://doi.org/10.2105/AJPH.2021.306238

2. Palmedo PC, Dorfman L, Garza S, Murphy E,
Freudenberg N. Countermarketing alcohol and
unhealthy food: an effective strategy for prevent-
ing noncommunicable diseases? Lessons from
tobacco. Annu Rev Public Health. 2017;38:119–
144. https://doi.org/10.1146/annurev-publhealth-
031816-044303

3. Dorfman L, Wallack L. Advertising health: the
case for counter-ads. Public Health Rep. 1993;
108(6):716–726.

4. Parmley WW. The tobacco industry: blowing
smoke. J Am Coll Cardiol. 1995;25(7):1736–1737.
https://doi.org/10.1016/0735-1097(94)00535-x

5. Hicks JJ. The strategy behind Florida’s “truth”
campaign. Tob Control. 2001;10(1):3–5. https://
doi.org/10.1136/tc.10.1.3

6. Burton S, Dadich A, Soboleva A. Competing voi-
ces: marketing and counter-marketing alcohol on
Twitter. J Nonprofit Public Sect Mark. 2013;25(2):
186–209. https://doi.org/10.1080/10495142.
2013.787836

7. McDonald J. One in four ad dollars goes to the
Google/Facebook duopoly. March 2019. Available
at: https://www.warc.com/content/article/warc-
datapoints/one_in_four_ad_dollars_goes_to_the_
google_facebook_duopoly/117305. Accessed
August 27, 2021.

8. Chester J, Montgomery KC, Kopp K. Big Food, Big
Tech, and the global childhood obesity pan-
demic. May 2021. Available at: https://www.
democraticmedia.org/sites/default/files/field/
public-files/2021/full_report.pdf. Accessed August
12, 2021.

9. Harris JL. Targeted food marketing to Black and
Hispanic consumers: the tobacco playbook. Am J
Public Health. 2020;110(3):271–272. https://doi.
org/10.2105/AJPH.2019.305518

10. Cannon JS, Farkouh EK, Winett LB, et al. Percep-
tions of arguments in support of policies to
reduce sugary drink consumption among low-
income White, Black and Latinx parents of young
children. Am J Health Promot. 2021; Epub ahead
of print. https://doi.org/10.1177/08901171
211030849

11. Daynard RA. Tobacco policy. J Public Health Policy.
1991;12(1):34–36. https://doi.org/10.2307/
3342776

OPINIONS, IDEAS, & PRACTICE

1906 Editorial Dorfman

A
JP
H

N
ov

em
b
er

20
21

,V
ol

11
1,

N
o.

11

http://www.ajph.org
http://www.ajph.org
https://doi.org/10.2105/AJPH.2021.306522
https://doi.org/10.2105/AJPH.2021.306238
https://doi.org/10.1146/annurev-publhealth-031816-044303
https://doi.org/10.1146/annurev-publhealth-031816-044303
https://doi.org/10.1016/0735-1097(94)00535-x
https://doi.org/10.1136/tc.10.1.3
https://doi.org/10.1136/tc.10.1.3
https://doi.org/10.1080/10495142.2013.787836
https://doi.org/10.1080/10495142.2013.787836
https://www.warc.com/content/article/warc-datapoints/one_in_four_ad_dollars_goes_to_the_google_facebook_duopoly/117305
https://www.warc.com/content/article/warc-datapoints/one_in_four_ad_dollars_goes_to_the_google_facebook_duopoly/117305
https://www.warc.com/content/article/warc-datapoints/one_in_four_ad_dollars_goes_to_the_google_facebook_duopoly/117305
https://www.democraticmedia.org/sites/default/files/field/public-files/2021/full_report.pdf
https://www.democraticmedia.org/sites/default/files/field/public-files/2021/full_report.pdf
https://www.democraticmedia.org/sites/default/files/field/public-files/2021/full_report.pdf
https://doi.org/10.2105/AJPH.2019.305518
https://doi.org/10.2105/AJPH.2019.305518
https://doi.org/10.1177/08901171211030849
https://doi.org/10.1177/08901171211030849
https://doi.org/10.2307/3342776
https://doi.org/10.2307/3342776


Reproduced with permission of copyright owner. Further reproduction
prohibited without permission.



New Evidence on
Sweetened Beverage
Taxes Points the Way
for Future Policy
and Research
Melissa Knox, PhD

ABOUT THE AUTHOR

Melissa Knox is with the Department of Economics, University of Washington, Seattle.

See also Chrisinger, p. 1986.

In the six years since Berkeley, Cali-

fornia, enacted its sugar-sweetened

beverage (SSB) tax, seven other US

cities have followed suit, recognizing

these taxes as feasible policy both for

addressing public health challenges

related to excess sugar consumption

and for increasing revenues to invest

in food access and other social deter-

minants of health. The proposed

mechanism behind the taxes is

simple: as excise taxes, they lead to

increased prices for taxed beverages,

and higher prices cause consumers to

reduce their SSB purchases in favor of

healthier beverages. Ultimately, it is

hoped, taxes will reduce added sugar

intake, thus reducing obesity and

improving health, while revenues from

remaining sweetened beverage sales

are invested back into community

health efforts.

Although there is consistent evidence

that the prices of taxed beverages

increase after SSB taxes are imposed,

tax effects on household SSB pur-

chases and intake are less clear.1–3

Studies using retail scanner data con-

sistently find that purchases of taxed

beverages fall at retailers located in

taxed cities.4,5 But some of these stud-

ies have found contemporaneous

increases in purchases of SSBs at

retailers located outside the city’s bor-

ders,5 suggesting that residents may

simply be avoiding taxes without chang-

ing their intake.

Along with doubts about household-

level responses to SSB taxes come

questions about tax equity. As with

sales taxes, SSB taxes may impose

higher burdens on low-income house-

holds than they do on higher-income

households.6 Unlike a sales tax, how-

ever, low-income households can

reduce their SSB tax burden by reduc-

ing purchases of taxed products or by

traveling outside the jurisdiction to

purchase SSBs. Because SSB taxes in

the United States are city-level taxes,

avoiding taxes by crossing borders to

shop is relatively easy, but evidence of

cross-border shopping by income

group is thin.

Given the policy implications of ineq-

uitable tax burdens, and the tendency

of the beverage industry to use equity

arguments to speak out against SSB

taxes, it is important to fully understand

household responses to these taxes,

both overall and by income.7 There

is little evidence on this topic so far,

mainly because of the need for

researchers to collect primary survey

data to investigate household-level

behavior in a single city.8,9

NEW DATA SHINES A
NEW LIGHT ON THE ISSUE

In this issue of AJPH, Chrisinger (p. 1986)

uses a unique data source to

improve our knowledge about low-

income household responses to SSB

taxes. Using administrative data on

county-level redemptions of Supple-

mental Nutrition Assistance Program

(SNAP) benefits, Chrisinger investi-

gated SNAP redemption patterns in

Philadelphia, Pennsylvania, and its

neighbor counties before and after

the enactment of Philadelphia’s 2017

sweetened beverage tax. Chrisinger

found that total SNAP redemption

and SNAP redemption per participant

increased in several of Philadelphia’s

neighbor counties after Philadelphia

implemented its tax, even though

SNAP redemptions fell across the

United States during the same

period.

Chrisinger used the method of syn-

thetic controls to estimate the propor-

tion of these post-tax increases that

can be attributed to the tax. He found

that the tax was associated with up to

$6 million in increased redemptions in

Montgomery, Bucks, and Delaware

counties, the three Pennsylvania coun-

ties bordering Philadelphia. He was not

able to estimate the decline in total

redemptions in Philadelphia because of

the tax but found that per participant

SNAP redemption fell there by about

$10 per month. At the same time, per
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participant SNAP redemptions

increased by about $35 and $20 per

month in Montgomery and Delaware

counties, respectively.

These findings provide new and valu-

able evidence regarding the cross-

border shopping habits of low-income

Philadelphia residents. However, the

study had some limitations. Chrisinger’s

inability to estimate the post-tax

decline in SNAP redemptions in Phila-

delphia makes it difficult to assess the

importance of the cross-border

increases he measured. He did find

that per participant SNAP redemptions

increased more in Philadelphia’s neigh-

bors than they declined in Philadelphia.

However, with different numbers of

participants in each county, it is again

difficult to determine the relevance of

the relative quantities.

It is also possible that Chrisinger’s

findings are not generalizable to other

US sweetened beverage taxes. Phila-

delphia is unique in taxing beverages

sweetened with noncaloric sweeteners

along with SSBs. Nearly twice as many

ounces of taxed beverages were pur-

chased per capita in Philadelphia in

2020 than in Seattle, Washington, or San

Francisco, California, two other large cit-

ies with SSB taxes, suggesting a much

larger tax burden in Philadelphia.10

Finally, although the synthetic control

method is the standard for conducting

policy evaluation with a small number

of treated units, it suffers from the

usual limitations of causal inference

with observational data.11 So although

Chrisinger was able to conclude that

the patterns associated with Philadel-

phia’s sweetened beverage tax are not

attributable to random chance, it is

impossible to say that the changes

were caused by the tax and not by co-

occurring but unobserved economic or

behavioral factors.

Despite these concerns, Chrisinger’s

results offer important new insights

into behavioral responses to SSB taxes.

Future researchers can and should use

these data to replicate the work for the

other seven SSB taxed cities in the

United States. Doing so will produce

more robust and more generalizable

estimates of the impact of SSB taxes on

food purchasing behavior of the cities’

low-income residents.

IMPLICATIONS FOR
FUTURE POLICIES

Chrisinger’s findings supply the first evi-

dence, to my knowledge, that post-SSB

tax cross-border shopping trends can

be driven by low-income as well as

high-income consumers, although it is

difficult to determine the extent to

which low-income families are moving

their shopping trips outside the city.

Leaving the city to purchase groceries

imposes time, transportation, and con-

venience costs on consumers, though,

and these costs are likely to be signifi-

cant for low-income purchasers. That

cross-border shopping is costly can be

seen in previous estimates that sweet-

ened beverage purchases outside Phil-

adelphia only account for about 25% of

the sweetened beverage sales lost by

Philadelphia retailers.5 Still, greater

geographic spread of SSB taxes, partic-

ularly the introduction of statewide SSB

taxes, is likely to make tax avoidance

more costly and further reduce house-

hold SSB purchases.

These results also raise new ques-

tions about the broader impacts of

sweetened beverage tax policy and

whether cities should act to reduce

these effects. Chrisinger suggests that

some SNAP beneficiaries are moving

entire shopping trips outside Philadel-

phia city limits because of the tax. This

claim is worthy of further investigation

into whether SSB taxes cause negative

spillovers to the revenues of food

retailers. If these effects are found,

Philadelphia could consider using

sweetened beverage tax revenues to

subsidize healthy food purchases

made with SNAP dollars to promote

healthy diets while reducing incentives

to leave the city to purchase groceries.

Seattle has implemented a similar pol-

icy, using part of its sweetened bever-

age revenues to fund the Fresh Bucks

Match program, which is available at

supermarkets and neighborhood gro-

cers. Another way for Philadelphia to

increase the effectiveness of its tax and

discourage cross-border shopping is to

invest in public health information cam-

paigns to reduce demand for SSBs.10

In the end, pairing price increases with

these types of mitigation strategies

may do more than a price increase

alone to permanently change dietary

patterns and promote both equity and

public health in the long run.
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In 2017, approximately 10.5 million

undocumented immigrants lived in

the United States. Although the number

of undocumented immigrants has

declined over the past decade, this esti-

mate is triple that of the population size

in 1990, when there were 3.5 million

undocumented immigrants.1 According

to a recent population-based study of

California residents, undocumented

immigrants exbibit worse patterns of

health care access and use than

US-born residents or immigrants who

are naturalized or hold green cards.2

This is not necessarily surprising given

that undocumented immigrants have

largely been left out of policies aimed at

improving insurance coverage and

access to care.

Some states, including California, have

used state Medicaid programs or orga-

nized county indigent care programs to

care for undocumented youths and

young adults. However, most states

have excluded undocumented

immigrants from public insurance pro-

grams, and they are explicitly excluded

from the marketplace exchanges and

the federally funded Medicaid expan-

sions provided by the Patient Protection

and Affordable Care Act.3,4

In their article in this issue, Ro et al.

(p. 2019) used administrative data from

the Los Angeles County1 University of

Southern California Medical Center to

describe differences in illness severity,

length of hospital stays, and repeat

hospitalizations between undocu-

mented immigrant patients and full-

scope Medi-Cal (California’s Medicaid

program) patients. To classify undocu-

mented immigrants, they used as a

proxy restricted-scope Medi-Cal, which

is limited to emergency and pregnancy

care for low-income Los Angeles resi-

dents who meet the Medi-Cal income

threshold but do not meet immigration

status requirements (e.g., US national,

lawful permanent resident).

Their main findings were that youn-

ger (18–64 years) undocumented immi-

grant patients had less severe illness

and spent less time in the hospital than

younger Medi-Cal patients, whereas

older ($65 years) undocumented

patients also had less severe illness but

had lengths of stay that were similar to

those of older Medi-Cal patients. These

findings generally confirm previous

reports indicating that undocumented

immigrants are unlikely to burden the

safety net because of their healthy pro-

files and underuse of health services.2,5

This study is an important contribu-

tion to the growing literature on the

health and health care needs of undoc-

umented immigrants. It is also one of

the first studies in which administrative

data have been used to understand

patterns of hospital care use and illness

severity among undocumented immi-

grants requiring hospitalization. The

study, however, must be put into the

context of the broader empirical litera-

ture on the topic.

For example, the authors used data

from patients needing hospitalization

from a safety net hospital in Los Ange-

les that serves a very vulnerable popu-

lation with complex health needs,

including many low-income patients on

Medicaid or without insurance and a

large homeless population. Thus, the

observations are not necessarily repre-

sentative of the undocumented popu-

lation in Los Angeles County, the state

of California, or nationally. Also, the
strategy to identify undocumented
immigrant patients through restricted-
scope Medi-Cal creates potential selec-
tion bias among patients who are poor
and have high medical needs. The
authors attempted to account for this
problem by controlling for homeless
status and using an inverse probability
weighted regression adjustment;
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however, the unobserved differences
between the undocumented immigrant
and Medi-Cal populations are still likely
to mispresent the health advantages of
undocumented immigrants.

Public health researchers have long

observed a health advantage for recent

immigrants, an advantage commonly

referred to as the “healthy immigrant

effect.”6 This phenomenon is the notion

that recent immigrants are in better

health, on average, than US-born resi-

dents or immigrants who have been in

the country for a long period of time.

Because access to and use of health

care tend to be poor among undocu-

mented immigrants, it has been

assumed that in general they are at

high risk for poor health outcomes;

however, others have posited that they

are protected as a result of the healthy

immigrant effect.7

Indeed, Ro et al. concluded that despite

poor access to care, undocumented

immigrants had less severe illness than

theirMedi-Cal counterparts. It should be

noted, however, that theirmeasure of

health trendswas based on illness sever-

ity asmeasured by the relative risk of

mortality among hospitalized patients.

Most researchers assessing the health

advantages of immigrants have used

measures such as self-rated health sta-

tus, physician-diagnosed chronic dis-

eases, and health behaviors.2,8,9

In 2017, it was estimated that 66% of

undocumented immigrant adults in the

United States had been in the country

for more than 10 years, as compared

with 41% in 2007. With acculturation

and more time spent in the United

States, it has been observed that the

advantages of the healthy immigrant

effect decline.10 Undocumented immi-

grants, particularly those who have

been in the country for many years,

would in theory benefit less from the

healthy immigrant effect. A recent Cali-

fornia study showed that the immigrant

health advantage with respect to car-

diovascular behavioral health risk did

not apply to undocumented immigrant

Latino men whose health behaviors

were similar to those of US-born Latino

men; however, health patterns were

better among undocumented immi-

grant Latinas.8 Similarly, a study of Lati-

nos in Los Angeles County revealed

that undocumented immigrants who

had been in the United States for short

durations had worse self-reported

health than the US-born individuals.9

In 2018, it was estimated that

880000 undocumented immigrants

lived in Los Angeles County and that

680000 (78%) of them were Latino.11 In

a study of California Latino immigrants,

only 25% of undocumented immigrants

reported being in excellent or very

good health, as compared with 49% of

US-born Latinos and 36% of naturalized

Latino immigrants, even though undoc-

umented immigrants were less likely to

report physical health problems such as

obesity, high blood pressure, asthma,

and diabetes.2 The lower odds of

undocumented immigrants ever having

been told by a provider that they had a

physical health condition were a func-

tion of their having significantly worse

access to care than other groups.3 Fur-

thermore, some of the discrepancy, at

least with respect to self-rated health,

might be attributed to the measure’s

response categories and the Spanish

translation of “fair.”12

Immigrants have long been under-

served in the US health care system, par-

ticularly those who are uninsured or do

not have legal authorization status. The

recent expansion of Medicaid coverage

to undocumented immigrants up to the

age of 26 years in California and new

indigent care programs such as

MyHealthLA are examples of initiatives at

the state and local levels that can partly

address health care inequities among

immigrants. Policy efforts to expand

health insurance coverage to the grow-

ing aging undocumented immigrant

population should include assessments

of the situation in California, where the

state legislature recently decided to

expand Medi-Cal coverage to low-

income undocumented immigrants 50

years or older. Undocumented immi-

grants 26 to 49 years old without insur-

ance will continue to have some level of

access to primary, specialty, and inpa-

tient care through California’s indigent

care programs, although these programs

do not offer the same financial protec-

tion as private insurance or Medi-Cal.

Public health research on the health

and health care of undocumented

immigrants in the United States is

quickly evolving. The Ro et al. article

augments what has been observed in

population-based studies, and it raises

some interesting areas of inquiry for

the field. The extent to which the

healthy immigrant effect applies to

undocumented immigrants, especially

as they live in the country for longer

durations and a growing proportion of

them are aging, is still open for debate

and discovery.7 We also need a better

understanding of the health care needs

of undocumented immigrants to

inform policies and programs aimed at

addressing health inequities. As the

demography of the immigrant popula-

tion continues to shift, it is imperative

that public health research, practice,

and advocacy focus on ways to engage

all immigrants, especially those who are

undocumented.
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Poor diet is known to increase can-

cer risk and mortality, both directly

and mediated by excess body fat-

ness.1,2 Characterized by higher intakes

of red and processed meat and sugar

sweetened beverages (SSBs) and a

lower intake of whole grains, vegeta-

bles, and fruit, poor diet is associated

with the risk of multiple cancers, espe-

cially colorectal cancer.1,2 The most

recent estimates of the proportion of

new cancer cases attributable to sub-

optimal diet range from 4.2%3 to 5.2%,4

equating to approximately 67000 to

80000 total cases per year in the

United States. Disparities in cancer out-

comes among racial and ethnic groups

and by socioeconomic status are well

documented.5,6 For example, colorectal

cancer death rates among Black males

is more than 44% higher than among

White males.5 Few studies, however,

have quantified the impact of poor diet

on cancer outcomes in these

subgroups.

In this issue of AJPH, Wang et al. (p.

2008) estimate the lifetime health and

economic costs of cancer attributable

to poor diet among US subpopulations

defined by age, sex, race/ethnicity,

education, income, and Supplemental

Nutrition Assistance Program (SNAP)

participation. The authors projected

both direct and indirect effects of poor

diet, the latter derived from a pooled

analysis of three prospective cohorts,

to obtain diet–body mass index associ-

ations. Additionally, using publicly avail-

able data and modeling techniques, the

authors estimated that the impact of

suboptimal intakes of seven dietary fac-

tors (whole grains, dairy products,

fruits, vegetables, red meat, processed

meat, and SSBs) accounted for 3.04

million new cancer cases (7.4%) and

1.74 million cancer deaths (7.7%)

among US adults over a lifetime. These

percentages are higher than previous

estimates, likely because of the authors’

use of lifetime modeling, whereas esti-

mates from previous studies were for a

specific year (i.e., 20143 or 20154). The

authors also estimated $254 billion in

medical costs attributable to poor diet

(7.8% of direct medical costs of 15 diet-

related cancers in the United States).

A valuable contribution by Wang et al.

is the quantification of disparities in the

diet-attributable burden of cancer in

subpopulations by cancer type and by

dietary factor. For example, the authors

estimated that non-Hispanic Black per-

sons would experience more diet-

attributed incident cancers and cancer

deaths than would non-Hispanic White

persons, with a difference of 110 cases

and 214 deaths per 100000. With the

exception of diet-attributed oral, pha-

ryngeal, and laryngeal cancers, which

was highest among White persons, this

disparity applied to all cancers studied,

but particularly colorectal cancer. This

higher burden was greatest for low

consumption of dairy and whole grains

and for excess consumption of proc-

essed meats and SSBs.

Having attained less than a college

education was also associated with a

higher number of diet-attributable can-

cer cases and deaths compared with

adults with a college degree (excess

cases and deaths of 180 and 132 per

100000, respectively). The largest dif-

ferences were seen for colorectal can-

cer and applied to all dietary factors,

most notably SSBs. Low family income

and SNAP participation were associ-

ated with higher diet-attributable can-

cer cases and deaths, with the largest

disparities related to consumption of

SSBs and low consumption of whole

grains. Approximately 72% of the cases

associated with poor diet were attrib-

uted to direct diet–cancer etiologic

effects, with the remainder mediated

by body mass index.

ORIGINS OF DISPARITIES

The reasons for disparities in diet-

related health outcomes are multifacto-

rial and complex, with major aspects

rooted in structural and social margin-

alization and discrimination, which

result in poorer living environments,

limited educational and occupational

opportunities, and lower incomes
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among people of color and other his-

torically marginalized populations.7

Consequently, these populations often

experience higher levels of unhealthy

food marketing and lower access to

healthy foods because of a lack of

financial and other resources, including

transportation insecurity. This is com-

pounded by limited access to super-

markets with healthy, affordable, high-

quality choices but high availability of

low-cost, poor quality “fast foods” and

less healthy foods from convenience

stores.1 Even when supermarkets are

available, healthier foods are often

more expensive.8 Disconcerting trends

of widening gaps in diet quality have

been documented by education and

income.9

PUBLIC HEALTH
IMPLICATIONS

Eliminating health inequities through

addressing structural racism and

improving social determinants of

health, which influence factors such

as education, wages, housing security,

and access to medical care, will need

greater societal efforts to address

these fundamental causes of poor

health. However, some nutrition inter-

ventions may help reduce disparities in

ensuring food and nutrition security so

that individuals have a fair chance at a

healthy diet pattern. Several policy

implications and approaches are enu-

merated by Wang et al. For example,

the authors suggest priority targets for

behavior change and policy strategies

to reduce these disparities, including

incentives and disincentives to steer

SNAP food purchases and improving

access to whole grains, fruits, and vege-

tables, as well as disincentives, such as

taxation or labeling, to discourage SSB

and processed meat consumption. SSB

consumption emerged as a key target in

this work; various policy approaches—

including taxation—have proven suc-

cessful in several countries, regions,

and cities,10 although few places in

the United States have made pro-

gress in adopting these policies in

the past few years.

Improving availability of drinking

water and affordable, healthy, culturally

appropriate foods in low-income and

racial/ethnic minority communities are

other approaches to addressing these

gaps. Produce prescription programs

and financial incentives for purchasing

fruits and vegetables among SNAP

participants are showing promise in

US-based studies.11 In these programs,

when a person purchases produce

with SNAP funds, they receive addi-

tional funds to spend on fruits and veg-

etables. Medically tailored meals are

emerging as a way to support risk

reduction and disease self-

management. Reducing the marketing

of unhealthy foods and beverages has

also shown promise as a strategy.

Finally, to inform policy and program

efforts, there is a need for more imple-

mentation research on interventions

that aim to reduce disparities.

STUDY STRENGTHS
AND WEAKNESSES

The study by Wang et al. provides

important evidence on diet-related can-

cer and economic disparities that can

be used to inform future efforts to

improve health equity. Despite its many

strengths, this study also has limita-

tions, some of which are acknowledged

by the authors. For example, they used

data on diet in people aged 20 years

and older from surveys conducted in

2015 to 2018 to estimate diet across

the life course, not taking into account

any potential changes in diet over dif-

ferent periods or the effects of early life

diet on cancer outcomes, although the

latter has not been extensively investi-

gated in other similar studies either. In

addition, more research is needed on

indirect effects of diet on cancer

through body mass index and on any

differences in associations between

diet and cancer risk by race/ethnicity; in

this study, the authors used the same

estimates for all racial/ethnic groups.

STUDY TAKEAWAYS

Food insecurity, at high levels in the

United States because of the COVID-19

pandemic, is likely to exacerbate already

existing racial and economic health

inequalities. If left unaddressed, the dis-

parities in diet quality, the disparities in

the proportion of diet-preventable can-

cers, and the high economic costs iden-

tified by Wang et al. will continue or

worsen. Innovative and societal solu-

tions are required at national, state, ter-

ritorial, tribal, and local levels to make it

possible for all individuals to have the

ability to follow dietary recommenda-

tions and cancer-prevention guidelines

for optimal health and quality of life.
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Sexually transmitted infections

(STIs), a longstanding problem for

Americans, were characterized as a hid-

den epidemic in a 1997 Institute of

Medicine report.1 More than two deca-

des later, the National Academies of

Sciences, Engineering, and Medicine

(National Academies) have revisited the

topic and released Sexually Transmitted

Infections: Adopting a Sexual Health Para-

digm,2 a consensus study report with

recommendations for responding to

persistently high, increasing, and now

record-level rates of reported STIs.3

Despite more than two decades of sep-

aration, the two reports discuss sur-

prisingly similar key problems. STIs

remain a major cause of morbidity, dis-

proportionately affecting younger per-

sons and having lifelong consequen-

ces.1,2 Reportable STI rates have

increased since 1997, and the latest

data reflect an all-time high.3 Estimates

suggest that approximately one in five

people in the United States had an STI

on any given day in 2018.4 Although

the STI burden is increasing across all

population groups, adolescents and

young adults, women, men who have

sex with men, and other groups under-

served by mainstream health and

public health systems remain dispro-

portionately affected. Therefore, the

dire need for increased public health

attention and resources for addressing

the “hidden epidemic” of STIs persists

today.1,2

The lack of progress in STI prevention

and control is owing to longstanding

underinvestment in the broader public

health system and its workforce, as

highlighted during the COVID-19

pandemic. For example, the Centers for

Disease Control and Prevention’s

(CDC’s) inflation-adjusted budget for STI

prevention decreased by 40% since

2003.5 This underinvestment has con-

tributed to the deterioration of the STI-

focused public health infrastructure,

programming, and workforce, including

unmet staffing needs in state and local

STI programs and declining availability

of public health STI specialty clinics, an

important safety net for individuals

without health insurance.2,5

We draw on the National Academies’

new report to outline a roadmap for

rebuilding and expanding a workforce

that is equipped for effective STI pre-

vention and control, thereby address-

ing a missed opportunity from more

than two decades ago: investing in STIs

and sexual health as a public health

priority.

ADOPTING A SEXUAL
HEALTH PARADIGM

As a guiding paradigm for STI preven-

tion and control, the National Acade-

mies committee that wrote the report

recommends adopting a holistic per-

spective on sexual health as a key

dimension of healthy living.2 Wider rec-

ognition of this concept is reflected in

calls from Congress to establish a Fede-

ral Office of Sexual and Reproductive

Health and Wellbeing.6 Importantly, this

new paradigm requires consideration

of the sociostructural determinants of

sexual health and STI risk beyond indi-

vidual behavior. A holistic sexual health

paradigm is supported by empirical evi-

dence, which suggests that sociostruc-

tural factors are central in determining

individual STI risk and in producing STI

disparities, rendering health inequity a

driving force in STI epidemiology.2
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The proposed sexual health para-

digm for STI prevention and control is

more than a change in terminology and

is a twofold opportunity for moving

beyond enduring stigma and chronic

underresourcing. First, adoption of a

health-centered perspective moves

toward the abandonment of the

disease-focused, stigma-loaded fram-

ing of STIs that had persisted across

previous nomenclature changes (i.e.,

“venereal disease” to “sexually transmit-

ted disease” to “sexually transmitted

infection”). Second, recognition of sex-

ual health as an integral component of

broader health and well-being creates

opportunities for using additional

resources and partnerships (e.g., in

education, family services, community

health) to supplement STI-specific

funding and infrastructure and a STI-

specific workforce. Notably, the COVID-

19 response demonstrated the

benefits of braiding and blending funds

to facilitate cross-agency collaboration

in improving health-related services.7

In relation to the workforce, the

adoption of a sexual health paradigm

has implications for (1) broadening

ownership and accountability for STI

prevention and control, (2) redefining

STI specialists from a public health per-

spective, and (3) creating new sexual

health–focused workforce opportuni-

ties across the public health system.

BROADENING
OWNERSHIP AND
ACCOUNTABILITY

There is a longstanding misperception

by too many primary care practitioners

that addressing sexual health and STIs is

not their job, narrowly vesting responsi-

bility for sexual health promotion and

STI services in STI clinics or among a rela-

tively small number of STI and sexual

and reproductive health specialists.

However, additional practitioners across

clinical health care and public health,

most notably primary care providers,

can be used if a well-being–focused sex-

ual health paradigm is adopted and

applied to workforce development.

Therefore, the committee identifies a

wide range of professionals and stake-

holders as part of the sexual health

workforce.

Although primary care providers (i.e.,

primary care physicians, nurse practi-

tioners, and physician assistants),

nurses, and many clinical behavioral

health professionals are well positioned

to deliver or facilitate sexual histories,

STI vaccination, routine testing, and

treatment, clinical health care general-

ists often do not sufficiently prioritize

sexual health services.2 Recognition of

the important role of general practi-

tioners in sexual health and STI services

is required. The committee therefore

recommends that clinical practice

guidelines and training curricula for

health care generalists define a mini-

mum set of sexual health competen-

cies, more heavily emphasizing the

importance of the consistent delivery of

recommended sexual health services,

such as sexual histories, STI screening,

and vaccination.2

As first-line providers trained to

deliver most aspects of sexual health

promotion, STI prevention, and STI

management and as the largest seg-

ment of the health care workforce,

nurses are particularly well positioned

to increase the reach of sexual health

services.2 The committee encourages a

broader scope of nursing practice in

sexual health services as meaningful for

strengthening the sexual health work-

force and reducing STI disparities—

guidance aligned with the vision out-

lined in the National Academy of

Medicine’s The Future of Nursing

2020–2030 report to use nurses for

addressing social determinants of

health and population health in the

United States.8

Given that about 90% of the US pop-

ulation lives within two miles of a com-

munity pharmacy, pharmacists can

serve as convenient entry points into

the health care system, including for

sexual health services.2 The committee

therefore highlights the utility of incor-

porating pharmacists into the sexual

health workforce, particularly for STI

testing using point-of-care tests.

Research to develop and improve

biomedical tools, behavioral interven-

tions, and sexual health service delivery

models and implementation strategies

to adopt existing evidence-based

programs are essential for improving

the response to STIs.2 The report

emphasizes the need for increased

investments in sexual health research,

including training programs and incen-

tives for researchers to take up sexual

health–focused work.

Research demonstrates that parents,

health educators, community health

workers, and civic and religious lead-

ers can be influential in family- and

community-based sexual health educa-

tion and promotion.2 It is essential to

recognize these stakeholders as an

important segment of the sexual health

workforce and to mobilize the public

health system to provide them with

resources, training, and support.

Disease intervention specialists

reduce the transmission of STIs by pro-

viding ground-level STI education and

partner services, including counseling,

testing, and referrals.2 The committee

reaffirms the importance of disease

intervention specialists in promoting

sexual health and addressing STIs,

especially syphilis, and highlights their
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utility for responding to outbreaks of

other communicable diseases, for

example through contact tracing for

COVID-19.2 The recently announced

governmental investment of $1.13 bil-

lion from the American Rescue Plan Act

to strengthen the disease intervention

specialist workforce to address COVID-

19 and other infectious diseases is an

important step in the right direction.9

REDEFINING SPECIALISTS

Beyond broadening ownership and

accountability for sexual health, the

development of sexual health and STI

specialty expertise in all sectors of the

public health system is integral. Tradi-

tionally, professionals considered as STI

specialists have been mainly limited to

clinical STI specialty providers and dis-

ease intervention specialists. Yet exper-

tise across clinical, epidemiological,

sociobehavioral, pharmaceutical, diag-

nostic, programmatic, and policy

domains of public health is necessary

to develop and implement a compre-

hensive strategy for sexual health pro-

motion and STI control.2

For example, clinical sexual health

specialty providers are needed to man-

age complicated STI cases and to pro-

vide technical assistance for health

care generalists. Epidemiologists with

sexual health specialty expertise are

required to design and improve sexual

health surveillance systems and to

identify risk and protective factors to be

used for behavioral, biomedical, diag-

nostic, and structural interventions.

Practitioners and researchers with

sexual health specialty expertise can

implement existing and develop new

interventions and advance the accuracy,

timeliness, and practical utility of diag-

nostics. Public health administrators

and public officials with sexual health

specialty expertise are crucial for

designing and implementing public

health programs and federal, state, and

local regulations that facilitate, rather

than obstruct, sexual health promotion

and STI prevention and control. The

group of professionals considered sex-

ual health specialists should therefore

be redefined by considering each rele-

vant sector of the public health system.

CREATING
OPPORTUNITIES

Given that professionals with sexual

health specialty expertise remain

scarce in many sectors of the public

health system, efforts to attract and

sustain such a workforce are needed,

for example, through investments in

sexual health–focused training oppor-

tunities and subsequent career paths.

Various partners can be engaged to

improve sexual health–focused training

and career opportunities, including the

CDC, state and local health depart-

ments, federally qualified health cen-

ters, the National Coalition of STD

Directors, the National Network of STD

Clinical Prevention Training Centers,

disease intervention specialists training

centers, universities (e.g., schools and

departments of medicine, nursing, the

biomedical sciences, public health, and

social work), and commercial pharma-

ceutical businesses through public–

private partnerships.2,10

Both the existing workforce and the

next generation of professionals

require opportunities for the develop-

ment of sexual health and STI specialty

expertise. For this workforce, sexual

health and STI-focused continuing edu-

cation is scarce, and additional oppor-

tunities should be offered by the CDC,

state and local health departments, STI

and HIV expert providers, and STI

prevention training centers.2 For future

professionals, sexual health–focused

electives offered as part of professional

education for physicians, nurses, physi-

cian assistants, and other health and

social service professionals (e.g., phar-

macists, behavioral health practitioners,

social workers, public health professio-

nals) are important (e.g., as sexual

health certificate programs as exten-

sions to professional degrees).2 In addi-

tion, the expansion of fellowship-based

sexual health specialty training pro-

grams could strengthen the pipeline

for future clinical, epidemiological, pro-

grammatic, and policy leaders.2

The committee emphasizes that the

Department of Health and Human

Services, especially through the CDC

Division of STD Prevention, has particu-

lar responsibility for leadership in ele-

vating STIs on the national public

health agenda by promoting sexual

health–focused training and career

opportunities. To this end, the involve-

ment of and support for local stake-

holders in planning and coordinating

sexual health promotion and the

responses to STIs at the jurisdiction

level is crucial. To develop effective local

sexual health workforces around the

country, the report envisions a formal

infrastructure for training and technical

assistance that draws on existing sex-

ual health and STI expertise from STI

and HIV expert providers; for example,

through local or regional STI resource

centers.

CONCLUSIONS

The 1997 Hidden Epidemic report was a

missed opportunity to invest in STIs as

a national public health priority. The

new National Academies’ report on

STIs provides another opportunity to

address this continuing challenge,
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particularly given that the release of the

first National STI Strategic Plan for the

years 2021 through 2025 indicated

renewed interest in STIs at the federal

level.11 The National Academies’ report

defines sexual health as an integral

component of healthy living and as a

guiding paradigm for future STI preven-

tion and control efforts. This new sex-

ual health paradigm necessitates

broadening ownership and account-

ability for STI prevention and manage-

ment to include practitioners and

stakeholders not traditionally consid-

ered part of the sexual health work-

force, redefining STI specialists from a

public health perspective, and creating

opportunities for sexual health spe-

cialty training and careers across the

public health system.

Decades of underinvestment in the

broader US public health system have

contributed to record levels of report-

able STIs. The COVID-19 pandemic

has increased momentum for greater

prioritization of the public health infra-

structure and workforce.2,12 Too often,

however, past calls to strengthen

infrastructure and the workforce in

response to contemporary public

health priorities have yielded only inad-

equate and short-lived action, such as

the response to the 1997 Hidden Epi-

demic report. Using the renewed focus

on public health to address one of

the leading cause of morbidity in the

United States—namely STIs—through

targeted workforce development is an

opportunity that should not be wasted.
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About 4.6 million older adults (aged

60 years and older) in the United

States are foreign born, and Asian

Americans are projected to become

the largest immigrant group in the

United States by 2055.1 Older Asian

immigrants have to navigate new socio-

cultural contexts, including relation-

ships with health care providers, dietary

recommendations and adjustments,

and care-seeking norms.2 They may

also experience structural challenges,

such as discrimination in the health

care system because of race, ancestry,

and language.3 These adults often

require assistance from unpaid family

caregivers (e.g., adult children)—with

whom they are also likely to reside—to

navigate these sociocultural complexi-

ties and barriers in the health care sys-

tem.4 Yet, our understanding of the

experiences and challenges of family

caregivers of older Asian immigrants

remains limited despite their unique

circumstances as children of

immigrants who are simultaneously

balancing and navigating multiple cul-

tural identities of their own while often

being viewed as perpetual foreigners

or outsiders to US culture.5

Immigration history and experiences

likely also influence the use of formal

services. Minority family caregivers are

less likely than White caregivers to use

formal support services (e.g., mental

health treatment), suggesting that they

may face additional burdens and bar-

riers in the process of supporting their

older relative in the health care sys-

tem.6 Identifying ways to better support

family caregivers as they care for their

immigrant older relatives is critical for

promoting inclusion in the health care

system. This requires concerted

research on Asian American caregivers

and their experiences and challenges

in their role supporting older relatives

with household, daily functioning, and

health care activities as well as navigat-

ing sociocultural aspects of care.7

It also requires recognition and consid-

eration of the diversity of experiences

and challenges faced by Asian Ameri-

can families, including heterogenous

Asian ethnic subgroups with distinct

cultures, languages, needs, and

preferences.

We have identified four priority areas

to advance research, practice, and pol-

icy on the role of family caregivers of

older Asian immigrants as informed by

our ongoing qualitative research with

30 caregivers of older immigrants from

Asian subgroups, including those iden-

tifying as South Asian, Chinese, Korean,

and Vietnamese: (1) caregivers as

sociocultural navigators in the health

care system, (2) caregivers’ role in

detecting and protecting against dis-

crimination, (3) addressing the mental

health needs of caregivers and their

relatives, and (4) recognizing the het-

erogeneity of experiences by cultural

background.

SOCIOCULTURAL
CONTEXT OF
CARE DELIVERY

Family caregivers of older immigrants

play a critical role in navigating the

social and cultural context of health

care delivery in the United States on

behalf of, or with, their older relatives.

This role may be mediated by the care-

giver’s own identity as an immigrant; for

instance, caregivers who are them-

selves first- or 1.5-generation (i.e.,

immigrated in childhood) immigrants

may have responsibilities with linguistic

translation or interpretation of medical

terminology, procedures, and paper-

work in the absence of professional

interpreters in the health care setting.8

However, second-generation (i.e., US-

born) immigrants may struggle with
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translating cultural phrases or idioms in

the health care context. For example,

one participant explained that the clos-

est translation for herbal medicine in

Hmong is the word for wood chips,

which resulted in confusion during a

health care visit. Caregivers also dis-

cussed their role in navigating the link

between dietary practices in health

care settings and culture and tradition

(e.g., the impact of the Vietnam War on

concerns about food security in long-

term care). Caregivers may be tasked

with interpreting their older relative’s

customs and practices to their relative’s

health care provider or helping their

relatives reconcile US health care and

health care–seeking norms (e.g., use of

primary care services rather than emer-

gency departments).

PROTECTING AGAINST
DISCRIMINATION

In our study, family caregivers reported

detecting discrimination or unfair prac-

tices experienced by their older rela-

tive, even if their relative normalized or

did not recognize those incidents as

being discriminatory. They are also

attuned to the possibility of discrimina-

tion occurring at the intersection of

race and ancestry, language profi-

ciency, and gender. For instance, multi-

ple caregivers recalled experiences in

which their relative was ignored for

hours despite going in with an urgent

care need while other patients received

care. In instances of observing discrimi-

nation, caregivers in our study felt

responsible for finding their relative a

new provider, and although only a few

caregivers felt comfortable speaking up

about an incident, many expressed

subsequent discouragement and dis-

trust of the health care system.

MENTAL HEALTH NEEDS

Family caregivers in our study dis-

cussed challenges with loneliness and

isolation as they became increasingly

responsible for serving the daily func-

tioning, social, and mental health needs

of their older relatives. Several did not

recognize that they were a caregiver as

a result of complex cultural circumstan-

ces, such as norms around filial piety,

consequently limiting their use of sup-

port services.9 They also discussed

observing and supporting their relative

through mental health challenges that

were undiagnosed because of a lack of

culturally and linguistically appropriate

screening tools. Asian Americans, for

example, exhibit cultural variations in

the way distress is expressed—called

“idioms of distress” in the Diagnostic

and Statistical Manual of Mental Disor-

ders, Fourth Edition. These idioms of dis-

tress affect the likelihood and type of

service utilization and the way mental

health symptoms are reported in

research. For example, an extensive

line of research has found that East

and Southeast Asians are more likely to

experience mental health symptoms in

somatic rather than psychological

terms.10 However, somatic symptoms,

which include headache and fatigue,

are not included in most depression

and anxiety screenings.

DISAGGREGATING DATA

Improving the quality of research and

subsequent implications for health care

and supports for family caregivers and

their older Asian immigrant relatives

requires disaggregation of data on

Asian Americans from research con-

ceptualization to analysis and interpre-

tation.11–13 For example, many South

Asian family caregivers of Indian origin

in our study discussed how they and

their older relative follow a strict vege-

tarian diet, limiting dietary options in

health care facilities. A Hmong care-

giver explained that in Hmong culture

meat is a symbol of wealth, and modify-

ing her relative’s diet at home to meet

clinical recommendations to manage

cardiometabolic health conflicts with

this cultural norm. Policies and practi-

ces—such as dietary guidelines—that

assume that needs and preferences of

all Asian immigrants and their care-

givers are uniform ultimately reinforce

a lack of inclusion in the system.

RECOMMENDATIONS

Our ongoing work informs several rec-

ommendations. First, diversifying the

health care workforce (e.g., social work-

ers, community health workers, medical

interpreters, and dietitians) and build-

ing cultural literacy across care teams is

critical to supporting family caregivers

in their responsibilities as a sociocul-

tural navigator. Further, health systems

should facilitate early relationships and

rapport building between patients, fam-

ily caregivers, and these health profes-

sionals to promote trust.

And yet, although representation in

the workforce is a promising avenue for

promoting cultural sensitivity, health

care institutions must also recognize

and address the fact that seeking care

from the health care system does not

necessarily mean that patients are truly

included in the system.14 Maintaining

these cultural barriers will only perpet-

uate a health system that lacks

inclusion, thereby exacerbating health

disparities. For instance, health care

facilities could offer foods that cater to

multicultural dietary preferences, and

clinicians could recommend dietary

modifications that are culturally
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relevant. Consistently, there is a need

to include multiple Asian American

communities in research and to disag-

gregate their data to compare across

communities. Further, racial and ethnic

differences in outcomes should not be

attributed merely to cultural identity

but, again, to the sociocultural context

in which older adults and family care-

givers live as well.

Future research should also consider

diverse methodologies (i.e., quantitative

and qualitative), approaches (e.g., indi-

vidual and dyadic interviews; longitudi-

nal surveys), and tools (i.e., translation

of surveys, interviews, and clinical tri-

als—e.g., for dementia—in multiple

languages). These considerations are

crucial for enhancing the quality of

research and the applicability of find-

ings to practice and policy so that the

distinct needs of different Asian Ameri-

can communities are considered rather

than a having a “one size fits all”

approach to policy. For instance, intake

forms for adding prospective partici-

pants to registries should be available

in multiple languages to ensure the

availability of research opportunities for

Asian immigrants and their family care-

givers and the accessibility of study

components. Scales used in clinical set-

tings to assess psychological distress

should be translated not only in a

breadth of languages but also in a reli-

able and valid way that is considerate

of the cultural context in which lan-

guage operates.15 Support groups and

interventions for older adults and fam-

ily caregivers should recognize that cul-

tural and associated social barriers may

limit the inferences drawn from previ-

ous literature. These limitations should

be acknowledged and considered

when developing subsequent

interventions.

CONCLUSIONS

Supporting Asian immigrants and their

family caregivers is a health system

imperative and requires further insight

into the caregiving role, caregiver and

immigrant mental health needs,

cultural sensitivity and relevance of pro-

grams and research, and disaggrega-

tion of data to illuminate the varied

experiences and associated challenges

and needs of distinct Asian American

communities.
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When the US Food and Drug

Administration (FDA) approved

remdesivir in October 2020 for the

treatment of COVID-19, it awarded the

manufacturer, Gilead Sciences, an addi-

tional prize: a medical countermeasure

priority review voucher. Upon full FDA

approval, COVID-19 vaccine manufac-

turers may also be awarded this regula-

tory incentive. These vouchers are

meant to motivate manufacturers to

develop medical countermeasures

(MCMs), which are defined as medical

products that treat or prevent harm

owing to a biological, chemical, radio-

logical, or nuclear agent identified as a

material threat, or a condition caused

by administering a drug against such

an agent.1 However, given the signifi-

cant public funding already invested in

these products before approval for

both their development and procure-

ment, we believe these vouchers offer

little additional incentive and are

unnecessary. As manufacturers

of COVID-19 vaccines and other

therapeutics seek full approval and

become eligible for MCM priority review

vouchers, their use should be

reconsidered.

WHAT ARE THEY?

Priority review vouchers were originally

introduced through the FDA Amend-

ments Act of 2007 (Pub L No. 110-85)

to incentivize pharmaceutical manufac-

turers to develop drugs or biologics for

tropical diseases, which are largely

concentrated in developing nations

and offer limited profit potential, in

exchange for expedited review of a

future new drug application.2 In 2012,

priority review vouchers were extended

to sponsors of FDA-approved drugs

treating rare pediatric diseases. When

a priority review voucher is redeemed

by a manufacturer, it allows a product

that would have otherwise received a

“standard review” of 10 months to

instead receive a “priority review” of six

months, allowing earlier market entry.

This designation directs the FDA to

ensure sufficient attention and resources

to the product’s application so that the

hastened regulatory review deadline of

six months is met. Companies awarded

this voucher can use it for a product in

their portfolio or sell it to another com-

pany. Recent vouchers have sold for

about $80 to $130 million.3

In 2016, the 21st Century Cures Act

(Pub L No. 114-255) broadened priority

review vouchers to sponsors of MCMs.1

To be eligible for an MCM priority

review voucher, the Department of

Homeland Security (DHS) together with

the Department of Health and Human

Services (HHS) must issue a determina-

tion that a potential public health emer-

gency, such as the COVID-19 pandemic,

is a material threat.1,4 Although a list of

material threats that informs the issu-

ance of MCM priority review vouchers

must be updated annually, no such list

has been made publicly available since

2017.5 Remdesivir was the fourth medi-

cal product for which an MCM priority

review voucher was awarded since the

program’s inception in 2016 (Table 1).

Although COVID-19 has not been pub-

licly listed as a material threat, congres-

sional committees and manufacturers

have been notified of this designation,

allowing manufacturers to apply for this

additional incentive when seeking FDA

approval for treatments and vaccines.

ARE THEY NECESSARY?

An examination of the existing limited

literature by the Government Account-

ability Office reviewing each of the

three available priority review vouchers

(tropical diseases, rare pediatric dis-

eases, and MCMs) generally did not

find any effect of priority review vouch-

ers on innovation, although several

sponsors claimed the program affected
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their development decisions.3 Moreover,

one analysis found that 25 of the 26

MCMs in clinical trials received public

funding for their development, prompt-

ing the study’s authors to suggest that

alternatives to the priority review

voucher programmight better motivate

the development of these products.

It is difficult to determine whether a

voucher is cost-effective, as develop-

ment cost data are not publicly available.

However, the fact that MCMs already

receive significant public investment,

regulatory incentives, and federal pro-

curement contracts (Table 1) suggests

that a voucher may be unnecessary. For

current devastating threats like COVID-

19 for which there is a high demand and

therefore a viable market, granting a pri-

ority review voucher as an additional

incentive may not be needed at all.

The original discovery of all five MCM

products was publicly funded—the

innovation of four products was under-

written by the US government and one

by the German government. The US

government also sponsored the late-

stage clinical trials supporting FDA

approval of all five products. For three

products, US federal agencies designed

and ran these trials.

Ahead of approval, the FDA also

granted these MCM products addi-

tional regulatory incentives, including

designations that allowed these drugs

and vaccines to receive expedited

review. Additionally, these MCM prod-

ucts received further intellectual prop-

erty protections through issuance of

exclusivity periods upon FDA approval,

barring generic competition for 5 (for

new chemical entities), 7 (for orphan

drugs), or 12 (for newly approved bio-

logics) years.

Besides funding their development,

the federal government ensured manu-

facturers a market for these MCMs
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through the purchase of large volumes

of each product. Each advance pur-

chasing agreement for these MCM

products, valued at several hundreds

of millions of dollars, was often secured

before their approval. Effectively, the

federal government paid twice for

these products: first through direct

funds for their development and then

again for their procurement.

When applied, priority review vouch-

ers also create an undue burden for

patients by forcing the FDA to rapidly

assess the safety and efficacy of future

therapies that would not have received

an expedited review designation other-

wise. Moreover, an analysis of FDA

approvals for drugs that have received

such an expedited review designation

found they involved fewer pivotal trials,

enrolled fewer patients in their trials,

and, more often, used surrogate end-

points in lieu of more clinically relevant

ones.21 For example, in March 2018,

Novartis redeemed a priority review

voucher to expedite approval of siponi-

mod for relapsing forms of multiple

sclerosis.3 Although FDA reviewers

questioned whether the pivotal clinical

trial had “sufficient evidence to support

the approval of siponimod with an indi-

cation for relapsing forms of MS”(p13)

and although the drug had a “relatively

modest”(p12) treatment effect, the drug

was approved in less than six

months.22

POLICY
RECOMMENDATIONS

Of course, addressing pandemics like

COVID-19 requires rapid development

of medical products. But at the onset of

this pandemic, manufacturers quickly

shifted focus to COVID-19 to develop

novel drugs and vaccines, catalyzed by

both immense research and financial

investments from the federal govern-

ment and by extraordinary public

health need, which ensured a viable

market for these technologies. Addi-

tional regulatory incentives were cre-

ated for these products, including

expedited review through the Corona-

virus Treatment Acceleration Program,

a newly created special emergency FDA

program.

Congress could allow the MCM prior-

ity review voucher program to expire

on its scheduled date of October 1,

2023. However, ahead of this, the FDA

will likely award full approval to COVID-

19 vaccines and therapeutics eligible

for an MCM priority review voucher

despite having already received signifi-

cant federal funding for the develop-

ment, manufacturing, and procurement

of these products.

Before the MCM priority review

voucher program expiration, the DHS

and the HHS should remove the

“material threat” determination for

COVID-19, preventing indicated vac-

cines and therapeutics such as those

for COVID-19 from receiving the

voucher upon approval. Pfizer and

BioNTech, manufacturers of the only

fully approved COVID-19 vaccine to

date (Comirnaty),23 did not receive an

MCM priority review voucher, perhaps

in acknowledgment that the voucher

was unnecessary given significant pub-

lic funding support for the vaccine’s

development and procurement,24,25 as

well as record profit due to high

demand.26 More broadly, Congress

should amend the current statute to

further narrow the eligibility criteria for

medical countermeasures to ensure

more judicious granting of the MCM

priority review voucher. This could

include the product having already

received substantial public investment

or other regulatory incentives for its

development or procurement or, if the

product is indicated for an ongoing

threat with high demand, making such

a voucher unnecessary. Additionally, as

with the five MCM products that

received priority review vouchers, the

federal government should instead

ensure sustained funding for the devel-

opment of other MCMs in exchange for

adequate supply and reasonable pric-

ing in lieu of vouchers.

Moving forward, Congress should

reconsider the MCM priority review

voucher program altogether, acknowl-

edging that there is no evidence that it

promotes the development of such

products. For example, in the next iter-

ation of the 21st Century Cures Act

(Cures 2.0) or upcoming reauthoriza-

tion of the Prescription Drug User Fee

Act (Pub L No. 102-571) in 2022, legisla-

tors should sunset the MCM priority

review voucher ahead of its expiration.

Although intended to spur necessary

innovation, there is no clear evidence of

any added value from these vouchers in

the face of substantial government

investment for research, development,

and procurement of treatments and

vaccines to combat these serious

threats.
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On June 22, 2021, Connecticut

became the newest state to

legalize recreational cannabis, raising

the total number of US states allowing

recreational cannabis to 18. One of

the promissory notes of state-led

legalization is that it will bring canna-

bis out of an illicit market and into a

more transparent one with better

safety standards. Meeting this chal-

lenge will require properly defining a

group of compounds that fall into the

category of tetrahydrocannabinol

(THC) but can have different

structures and origins. Here I discuss

loopholes that allow for legal hemp

production to yield a THC compound

that has escaped state and federal

regulation because of its hemp, rather

than cannabis, origins. I make the

case that the loopholes that allow THC

compounds to be sold as hemp ought

to be closed and provide a brief case

study of one state that has done an

exceptional job in closing such

loopholes.

WHERE DO THC
COMPOUNDS
COME FROM?

The label THC refers to a group of com-

pounds that in chemistry are called

isomers. THC isomers have the same

formula and structure but a different

arrangement of atoms and potentially

different pharmacological properties.

The most abundant naturally occurring

THC isomer is D9-tetrahydrocannabinol

(delta-9-THC). Delta-9-THC is the main

cannabis-specific compound (called a

cannabinoid) responsible for mediating

the psychotropic effects of cannabis.

Because of delta-9-THC’s ubiquity in

most cannabis strains, it is often

referred to universally as “THC,” but

other THC isomers can also naturally

occur, just usually in smaller amounts.

One other THC isomer that naturally

occurs in cannabis plants is D8-

tetrahydrocannabinol (delta-8-THC).

Delta-8-THC is nearly identical in chemi-

cal structure to delta-9-THC, differing

only by the location of a carbon–carbon

double bond.1 Because the structure of

delta-8-THC is slightly different from

that of delta-9-THC, it interacts with the

human body in ways that can differ

from delta-9-THC. For example, at the

same dose, delta-8-THC produces a

psychotropic effect that is similar to but

slightly reduced from delta-9-THC. The

pharmacological profile of delta-8-THC

also suggests it has antiemetic, anxio-

lytic, appetite-stimulating, analgesic,

and neuroprotective properties, indi-

cating that it may have therapeutic

applications and that some of these

applications may differ from delta-9-

THC.

Both delta-8-THC and delta-9-THC

naturally occur in cannabis, but they

can also be synthesized. One means of

synthesis is conversion from another

group of naturally occurring cannabis

isomers called cannabidiol (CBD).

Because CBD isomers are similar in

structure to THC isomers, they can be

converted to THC isomers through a

relatively simple series of chemical

reactions. The main method of convert-

ing CBD to delta-8-THC yields a solution

containing delta-8-THC and delta-9-

THC as well as other byproducts from

the associated reactions. This solution

can be further processed to remove

delta-9-THC and then added to various

consumer goods for consumption or

application.

LOOPHOLES ALLOW
SOME THC COMPOUNDS
TO BE SOLD NATIONWIDE

Many manufacturers in the United

States have made the argument that

delta-8-THC products are “hemp

products” and not “cannabis products,”

which, if true, affords them legal rights

and privileges. Hemp is a variety of the
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cannabis plant species in which 0.3% or

less of its mass contains delta-9-THC

when measured after it is dried. In the

past three years, hemp and derivatives

extracted from hemp have become

widely available in the United States

after a US congressional law called the

2018 Farm Bill removed hemp from the

definition of marijuana in the Con-

trolled Substances Act.2 This has

allowed hemp to be legally cultivated

for its commercial and industrial pur-

poses (e.g., to make paper, rope, and

clothing) while retaining the schedule I

classification of cannabis strains con-

taining concentrations of delta-9-THC

above 0.3%.

Because hemp contains very little

delta-9-THC, it is not generally consid-

ered psychotropic; however, because it

contains an abundance of CBD, it is

possible to synthesize THC isomers

from hemp. The processes used to

convert CBD or other cannabinoids

found in hemp to THC isomers were

not explicitly prohibited in the 2018

Farm Bill or in most state laws govern-

ing hemp. One interpretation of the

omissions of a broader definition of

THC and the processes of synthesizing

THC isomers from hemp laws is that

this implies that THC isomers can be

produced and sold legally under hemp

laws so long as hemp and hemp

derivatives are legally obtained and the

final products contain 0.3% or less

delta-9-THC.

These “hemp loopholes” have cre-

ated a new marketplace for delta-8-

THC products that uses sophisticated

sourcing and distribution strategies

designed to evade cannabis and hemp

laws and appeal to consumers but also

resemble a legitimate business. For

example, one of the largest delta-8-THC

manufacturers is based in Indiana,

where both medicinal and recreational

cannabis products containing delta-9-

THC remain prohibited.3 The manufac-

turer claims to obtain hemp and hemp

extracts that are legally sourced from

California, Colorado, and Oregon and

then convert the extracts to other can-

nabinoids including delta-8-THC. The

manufacturer sells bulk quantities of

delta-8-THC solutions and an array of

premixed delta-8-THC products that

resemble traditional cannabis products

(e.g., brownies, cookies, dabbing con-

centrates, gummies, vape cartridges)

through its Web site and claims to have

had these products featured in major

news outlets such as ESPN, ABC News,

and Rolling Stone.

The manufacturer also has a pro-

gram to ship its products wholesale to

retailers that resell them, as well as

individually to consumers across the

United States. To help guide purchas-

ing decisions, the manufacturer pro-

vides a tool on its Web site to educate

retailers and consumers on how it

interprets federal cannabis and hemp

laws and comparable laws in the 50 US

states (Table 1). Nowhere on this manu-

facturer’s Web site does it suggest that

it restricts shipments to specific places;

on its “shipping” page, however, the

manufacturer claims that “if, after

ordering, we discover an item is illegal

in your state we reserve the right to

cancel and refund the order.”

CANNABIS CONTROL
SYSTEMS PROMISE A
SAFER MARKETPLACE

Hemp loopholes have created a mar-

ketplace in which delta-8-THC products

are being widely sold outside of most

of the cannabis control systems devel-

oped by states that have legalized rec-

reational cannabis products. Although

the marketplaces regulated by state-

run cannabis control systems remain

unambiguously illegal at the federal

level and have faced many challenges

from the still-thriving illicit cannabis

market, in theory they are designed to

bring cannabis out of an illicit market-

place and into ones with more effective

means for oversight and better safe-

guards that ensure consumer safety.

Examples of some of the requirements

in these systems provide a perspective

on how they are intended to protect

the public’s health in ways that the cur-

rent marketplace for delta-8-THC does

not.

First, most cannabis control systems

have established a minimum purchas-

ing age and require age verification to

purchase cannabis products. Age

requirements are designed to limit

youth access to cannabis given that

developing brains are more susceptible

to addiction, exposure among youths

potentially results in a greater number

of heavy users, and heavy cannabis use

among young people may have distinct

health effects (e.g., cognitive impair-

ments).4 For now, delta-8-THC retailers

are setting their own minimum pur-

chasing age (if any) and creating their

own method of verifying the ages of

their consumers.

Second, most cannabis control sys-

tems require cannabis products to be

submitted to a certifying agency that

tests them for potency, consistency,

and a wide range of potential contami-

nants that are known to be used in illicit

cannabis cultivation and processing.

Without such requirements, adulter-

ated products can enter the supply

chain and harm consumers. For exam-

ple, illicit cannabis vaping products

containing the cutting agent vitamin E

acetate were determined to be the pri-

mary cause of the 2019 outbreak of

lung injury known as EVALI that led to
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2668 hospitalizations and 68 deaths.5

Delta-8-THC products have not been

linked to EVALI, but such events expose

the potential dangers of certain

manufacturing processes that, if left

unchecked, could harm consumers.

Although some delta-8-THC manufac-

turers claim to test their products, the

methods used to convert CBD to delta-

8-THC have not been well studied with

respect to quality assurance, and there

are currently no established standards

for testing delta-8-THC products for

potentially toxic or otherwise harmful

substances that could be byproducts of

these processes.

Finally, most cannabis control sys-

tems have established detailed packag-

ing and labeling standards including

requirements for legible supplement

information, warnings regarding the

presence of psychotropic compounds,

and restrictions on design features that

could be attractive to youths (e.g., car-

toons and names such as “kandyz”).

Delta-8-THC products do not have such

packaging and labeling requirements,

and this could increase the risk of unin-

tended use or overdose. The West Vir-

ginia Poison Center has already issued

a warning after adults mistakenly con-

sumed delta-8-THC products believing

them to be CBD products and youths

were hospitalized after consuming

delta-8-THC gummies believing them to

be candy.6

CLOSING
HEMP LOOPHOLES

Precedent exists to incorporate delta-

8-THC into federal regulations govern-

ing cannabis. According to the 1986

amendment to the Controlled Substan-

ces Act,7 a controlled substance ana-

logue is a substance where “the chemi-

cal structure of which is substantially

TABLE 1— Recreational Cannabis Laws and the Legal Status of
Delta-8-THC Claimed by One Delta-8-THC Manufacturer as of July
22, 2021: United States

State
Recreational Cannabis

Permitted Delta-8-THC Permitteda

Alabama Yes

Alaska Yes

Arizona Yes

Arkansas

California Yes Yes

Colorado Yes

Connecticut Yes Yes

Delaware

Florida Yes

Georgia Yes

Hawaii Yes

Idaho

Illinois Yes Yes

Indiana Yes

Iowa

Kansas Yes

Kentucky Yes

Louisiana Yes

Maine Yes Yes

Maryland Yes

Massachusetts Yes Yes

Michigan Yes Yes

Minnesota Yes

Mississippi Yes

Missouri Yes

Montana Yes

Nebraska Yes

Nevada Yes Yes

New Hampshire Yes

New Jersey Yes Yes

New Mexico Yes Yes

New York Yes Yes

North Carolina Yes

North Dakota

Ohio Yes

Oklahoma Yes

Oregon Yes Yes

Pennsylvania Yes

Rhode Island

South Carolina Yes

South Dakota Yes

Tennessee Yes

(continued)
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similar to the chemical structure of a

controlled substance in schedule I or

II.” The act also states that “a controlled

substance analogue shall, to the extent

intended for human consumption, be

treated, for the purposes of any Federal

law, as a controlled substance in sched-

ule I.” Given that the chemical structure

of delta-8-THC is nearly identical to that

of delta-9-THC, it could certainly be

considered a controlled substance ana-

logue of delta-9-THC and enforced as

such. The Drug Enforcement Agency

has also promulgated that the use of

any process that creates delta-9-THC

as a byproduct at any point—as is the

case during the conversion of CBD to

delta-8-THC—is in violation of federal

law.8 Although these rulings have been

made, it is unclear whether the Drug

Enforcement Agency has acted or will

act on them.

In the current political landscape,

federal enforcement of cannabis laws

rarely occurs and will likely be inade-

quate to have any meaningful public

health impact. Thus, state-by-state

amendments to cannabis control laws

are probably the best course of action

to close hemp loopholes in a meaning-

ful manner. Few states have anticipated

the potential for psychotropic compo-

unds to be produced under hemp laws,

but some have already taken actions to

close their hemp loopholes in ways that

put the public’s health first and serve as

an example for other states.

The actions taken by Colorado repre-

sent an excellent model for closing a

hemp loophole. First, Colorado’s con-

trolled substance laws9 provide a clear

definition of THC that broadly applies

to isomers other than delta-9-THC,

eliminating any ambiguity about

whether delta-8-THC is considered an

analogue to delta-9-THC. Second, the

Colorado Department of Public

Health10 and the Marijuana Enforce-

ment Division11 have made it clear to

their stakeholders that the state con-

siders the process of chemically modi-

fying or converting naturally occurring

cannabinoids from industrial hemp as

noncompliant with the statutory defini-

tion of an “industrial hemp product,”

clarifying that industrial hemp and

hemp derivatives should not be used

as precursors.

Third, the Marijuana Enforcement

Division has also clarified the specific

solvent and extract methods it allows

and specified that the current

methods of converting cannabinoids

do not fall in this category.11 Finally,

the Colorado Department of Public

Health has explained that it is disal-

lowing THC isomers produced by

methods of converting cannabidiol or

other cannabinoids from being added

to food, dietary supplements, or cos-

metics because there is insufficient

evidence to determine whether any

toxic or otherwise harmful substances

are produced during the process of

creating or converting THC isomers

and may remain in the products

ingested, applied, or used by

consumers.

At present, these actions essentially

ban manufacturers from producing or

selling delta-8-THC or other THC iso-

mers if they are converted from other

cannabinoids in hemp or cannabis.

However, Colorado’s Marijuana

Enforcement Division has left open the

possibility for stakeholders to work with

regulators to examine potentially com-

pliant methods to produce THCs by

converting cannabis-derived cannabi-

noids.11 Colorado’s policies also do not

appear to prohibit strains of cannabis

that contain THCs other than delta-9-

THC or any compliant methods of

extracting those compounds. This sug-

gests that compliant delta-8-THC prod-

ucts could be sold within Colorado’s

cannabis control system and that

methods of converting cannabinoids

could be used once their safety can be

assured.

The actions taken by Colorado are

commendable because they prioritize

the public’s health while also acknowl-

edging a potentially legitimate con-

sumer demand for delta-8-THC and the

potential value of safe methods of con-

verting naturally occurring cannabi-

noids. For this reason, I believe that

more states should follow in Colorado’s

TABLE 1— Continued

State
Recreational Cannabis

Permitted Delta-8-THC Permitteda

Texas Yes

Utah

Vermont Yes

Virginia Yes Yes

Washington Yes Yes

West Virginia Yes

Wisconsin Yes

Wyoming Yes

Note. Blank spaces indicate that recreational cannabis or delta-8-THC is not permitted.

aLegal status of delta-8-THC claimed by one delta-8-THC manufacturer.3
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footsteps and close their own hemp

loopholes.
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Our health is of immediate con-

cern to all of us. Indeed, it is diffi-

cult to think of much that is of more

immediate concern. Our health makes

it possible for us to make choices about

how we wish to live our lives. Clearly

this statement is complicated by the

many and varied expressions of health,

and we recognize that many of us can

live rich, fulfilled lives, even if in imper-

fect health. But fundamentally good

health affords us the means to live

however we wish, serving as a key ele-

ment of our individual dreams and

aspirations.1

It is, then, not at all surprising that we

tend to focus on health in the present.

If we are unhealthy in the moment, it

inhibits our capacity to do what we

wish in the moment and compels us to

seek a cure. This is when there is a syn-

ergy between our individual perception

of health and the aspirations of medi-

cine. Medicine is fundamentally con-

cerned with restoring us to health,

overcoming sickness in the short term

so that we can return to living our lives

as we choose to. That is a powerful and

compelling aspiration and explains, in

no small part, why we as a country

spend more on health care, by far, than

any other comparable high-income

country.2 A health concern is an urgent

concern, and we, as a country, have long

judged it worth it to spend as much

money as we can to ameliorate that

concern, resulting in extraordinary

spending on our health care.

And yet, as readers of this series of

commentaries well realize, despite our

spending on health care, our health as

a country lags substantially behind our

peer nations. Central to the reason for

this mismatch between health spend-

ing and health outcomes is our under-

spending on preventing illness and,

commensurately, on lessening the

structural forces that contribute to ill-

ness throughout the life course.3 We

underspend on lessening these struc-

tural forces for many reasons, but per-

haps first among those is that it is often

difficult to see the direct link between

those forces and our health. Although

we may be able to recognize logically

that, for example, spending on parks

and recreation facilities will lead to

opportunities for exercise and healthier

populations in decades to come, that

concern is readily drowned out by con-

cerns with individual cardiac disease in

the present, even if that cardiac disease

could have been prevented with invest-

ment in structural forces in previous

decades.

This, then, makes work that highlights

the full scope of the life course a conse-

quence of societal decisions that much

more important. By documenting the

health impacts of decisions in the pre-

sent throughout our lives, such work

builds on the scholarship of life course

thinking4,5 and bears witness to the

forces that generate the sum of health

over many decades and may help us

focus on structural causes of health.

HEALTH CONSEQUENCES

Three articles in this issue of AJPH do

just that. The first article, by Wang et al.

(p. 2008), documents the long-term

health burden of suboptimal diets,

focusing on cancer. Starting in 2017,

they studied a closed cohort of US

adults aged 20 years or older, modeling

events across the lifespan. They found

that suboptimal diets contribute to 3.0

million new cancer cases, 1.7 million

cancer deaths, and more than $250 bil-

lion in economic costs. The sheer scope

of the consequences of suboptimal

diets this study suggests is staggering,

even more so when noting that many of

the cancers studied were attributable to

high consumption of sugar-sweetened

beverages and low consumption of

whole grains. Importantly, both sugar-

sweetened beverages and diet composi-

tion are linked, relatively directly, to

policy decisions that we make as a soci-

ety.6 This means, in essence, that we are

choosing foods available to us and thus
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choosing to incur the long-term burden

of cancer over the life course. When

stated in such stark terms, these

choices may seem inexplicable but per-

haps are less so in the broader under-

standing of our focus on the immediate

in health and our challenge, as dis-

cussed here, with thinking of the long-

term consequences of actions today for

our health tomorrow.

Our challenge with thinking about,

and working to prevent, untoward

health consequences in future decades

is illustrated well in the current COVID-

19 moment and is shown in two other

articles. COVID-19 gripped the country

and the world starting in 2019. Efforts

to mitigate the spread of COVID-19

have included a wholesale limitation of

population mobility, limiting employ-

ment for many, and limiting access to

routine health care services for many

more. An analysis by Brenner (p. 1950)

shows how the economic consequen-

ces brought about by mobility restric-

tions related to slowing the spread of

COVID-19 in the United States are

associated with nearly 200000 com-

bined deaths in the long term as a

result of unemployment and

bankruptcies.

An article by Shen et al. (p. 2027) con-

siders the interruption to regular

health care services brought about by

COVID-19. Using data from the Michi-

gan immunization registry, this article

shows overall declines in non–COVID-

19 vaccination across the life course,

including both pediatric and adult

vaccinations. It will of course require

substantial effort to catch up on vacci-

nations for all age groups to mitigate

the health harms that can come from

persons not being vaccinated. The

potential long-term health challenges

that have emerged from our dealing

with COVID-19 do not suggest, of

course, that we should not have imple-

mented the efforts needed to limit the

spread of a novel, highly contagious

pathogen, but they reinforce, with

forceful clarity, the costs of such inac-

tion over the life course. That should

give us both pause and perspective

and should inspire us to balance our

actions in the immediate present with

an awareness of their health costs in

the coming decades.

ATTENDING TO FUTURE
HEALTH

It is our job to focus on how we may

improve population health over the life

course. This requires an unyielding

focus on what is difficult to keep in

mind—the future—and a near constant

reminder to those who are in a position

to make policy decisions that will influ-

ence the long-term health consequen-

ces of our actions today. Articles such

as the ones in this issue of AJPH do an

invaluable job of building the evidence

base that can help to this end.
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During the COVID-19 pandemic, the Virtual Training Academy (VTA) was established to rapidly develop a

contact-tracing workforce for California. Through June 2021, more than 10000 trainees enrolled in a

contact-tracing or case investigation course at the VTA. To evaluate program effectiveness, we analyzed

trainee pre- and postassessment results using the Wilcoxon signed-rank test. There was a statistically

significant (P, .001) improvement in knowledge and self-perceived skills after course completion,

indicating success in training a competent contact-tracing workforce. (Am J Public Health. 2021;111(11):

1934–1938. https://doi.org/10.2105/AJPH.2021.306468)

Early in the COVID-19 pandemic,

contact tracing and case investiga-

tion were identified as key strategies to

help decrease the spread of disease.

To support this public health need, it

was necessary to rapidly build a work-

force of contact tracers (CTs) and case

investigators (CIs).

INTERVENTION

The goal of the Virtual Training Acad-

emy (VTA) is to train a skilled workforce

of CTs and CIs to effectively combat the

spread of COVID-19 in the state of

California.

PLACE AND TIME

The VTA offered its first course in May

2020 and has held 35 weeks of intro-

ductory CT and CI training as of June

2021. Because the VTA is a virtual

training program, trainees and staff

participate remotely.

PERSON

VTA trainees are prospective CTs and

CIs. Although some are public health

professionals, many are local or state

government staff who have been redir-

ected to support California’s contact-

tracing efforts during the pandemic.

Most trainees have a non–health career

background (Table A, available as a sup-

plement to the online version of this

article at http://www.ajph.org). VTA par-

ticipants came from 56 of California’s

61 local health jurisdictions and more

than 100 different state departments.

PURPOSE

After he issued the March 19, 2020, stay-

at-home order in California,1 Governor

Gavin Newsom required statewide

expansion of contact-tracing capacity to

proceed with staged reopening.2 The

workforce is composed of two comple-

mentary roles. CIs contact individuals

who have tested positive for COVID-19,

provide instructions and resources for

isolation, and elicit a list of contacts who

may have been exposed to the virus.3

CTs then reach out to the identified con-

tacts and instruct them to quarantine to

prevent further disease transmission.3

With a population of nearly 40 million,4

California requires a large workforce of

CTs and CIs to help contain outbreaks

early at a local level. This need for rapid

workforce development led to the estab-

lishment of the VTA.

IMPLEMENTATION

The VTA is implemented by subject

matter experts from the University of
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California, San Francisco and the Uni-

versity of California, Los Angeles in part-

nership with the California Department

of Public Health. The flagship program

of the VTA is a week-long introductory

CT and CI training course, which the

California Department of Public Health

promotes to California’s local health

jurisdictions. Originally, trainees could

enroll in either a 14-hour CT track or an

18-hour CI track, depending on their

anticipated job assignment. Both tracks

covered the same core information,

with the CI track including additional

information critical for the case investi-

gation role. Given the demand for CIs

throughout the state, the CT-only

course was discontinued in December

2020.

During the course, trainees attend

live didactic webinars covering topics

that include the epidemiology of

COVID-19, interviewing techniques,

determining quarantine and isolation

dates, and socioeconomic and racial

disparities in COVID-19 cases and

deaths (Figure 1).5 Case reporting is

covered briefly, although more

in-depth training is provided outside

the VTA through other trainings.

The VTA places a strong emphasis on

active learning and skill building. Thus,

to complement the webinars, all train-

ees participate in three hours (CT

course) or six hours (CI course) of “skills

lab” sessions. The skills labs are held in

virtual breakout rooms and allow train-

ees to role-play interviews and discuss

challenging scenarios with a small

Topic 
CT 
Course 

CI 
Course 

Corresponding 
Knowledge 
Questions 

Corresponding 
Self-Assessment
Questions

Epidemiology of 

COVID-19 
K1, K2 S1, S2, S3 

Overview of CT/CI 

roles, responsibilities, 

and confidentiality 

K3, K4, K5 S4, S5, S6 

Principles of 

Containment 
 K7, K8

Determining 

quarantine dates 
K6 S7 

Determining isolation 

dates 
K17 S12 

Conducting a CT 

Interview 
K9, K10 S8 

Interviewing Skills & 

Building Rapport 
K11, K12 S9 

Conducting a CI 

Interview 
K16 S13, S14 

Health Coaching 

Techniques 
K13, K14 S11 (CT) or S15 (CI) 

Cultural Humility K15 S10 

FIGURE 1— Overview of Virtual Training Academy Contact Tracing and Case Investigation Course Topics

Note. CI = case investigator; CT= contact tracer. See Tables B and D (available as supplements to the online version of this article at http://www.ajph.org) for
specific knowledge check and self-assessment items.
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group of peers under the guidance of

trained course facilitators. The sessions

are designed to develop skills and to

raise trainee confidence. Optional skills

labs are also offered, including a ses-

sion to practice conducting interviews

in Spanish.

To supplement synchronous course

components, the course Web page

offers resources to support trainees.

Webinar recordings, presentation

slides, and handouts are posted for

trainees to review. Additionally, demon-

stration videos for the state’s main case

investigation and contact-tracing data

management platform are provided.

EVALUATION

It is vital to California’s COVID-19

response that the VTA successfully pre-

pare trainees for the job. To evaluate

this, pre- and postcourse assessments

are administered.

The “knowledge check” contains true/

false and multiple-choice questions that

measure understanding of key course

concepts (Figure 1; Table B, available as

a supplement to the online version of

this article at http://www.ajph.org).

Those passing the postcourse knowl-

edge check within two tries are eligible

to begin work as a CT or CI.

The skills “self-assessment” measures

self-perceived ability to perform key job

skills (Figure 1; Table D, available as a

supplement to the online version of

this article at http://www.ajph.org). Self-

perceived ability to perform each skill is

rated on a scale from 1 (not at all) to 5

(very well). The ratings on all items are

averaged to obtain a composite score

of self-perceived skills for each trainee

before and after the course.

We analyzed assessment results

from the weeks of June 29, 2020 to

March 22, 2021, during which time

1445 unique trainees completed the

CT course and 3352 unique trainees

completed the CI course. We did not

include previous cohorts, as assess-

ment instruments were not yet final-

ized. We included only trainees who

completed all questions on both the

pre- and postassessment in the analy-

sis for that assessment so that the

individual-level change in performance

could be measured. We used a one-

tailed Wilcoxon signed-rank test and

found that the improvement in perfor-

mance on the knowledge check was

statistically significant (P, .001) for the

CT and CI tracks, as well as for the sub-

set of trainees with non–health career

backgrounds in each track. A majority

of trainees (76.9% in the CT track and

72.6% in the CI track) received a perfect

score or missed only one question on

the postcourse knowledge check, com-

pared with 25.8% and 18.5% on the

respective preassessments. The

improvement in performance on the

self-assessment was also statistically

significant (P, .001) for both tracks

and for the trainees who reported

non–health career backgrounds. Over-

all results are shown in Table 1, and

question-level results are shown in

Tables C and D (available as supple-

ments to the online version of this arti-

cle at http://www.ajph.org).

These results indicate that VTA train-

ees left the VTA with a strong founda-

tion in the knowledge required to be a

CT or CI. Furthermore, they greatly

improved their self-perceived ability to

perform key job skills. The significant

improvements extended to trainees

without a health-related career back-

ground, who had lower mean pre-

course scores than the other trainees

but showed a larger percentage

improvement. These results point to

the effectiveness of the VTA at training

participants, regardless of career

background.

ADVERSE EFFECTS

No adverse effects of the training pro-

gram are known.

SUSTAINABILITY

Once an online training platform is

established, courses can be deployed

to fill gaps in the public health work-

force and respond to emerging chal-

lenges. At the VTA, course offerings

have evolved in response to the chang-

ing needs of health departments, with

newer programs including specialized

training courses for staff who are desig-

nated to assist schools with reopening

or to manage outbreaks in congregate

settings. The VTA has also recently

launched a vaccine communication

course intended to provide CTs and CIs

with the skills necessary to address vac-

cine hesitancy. Although the frequency

of program delivery may decline after

the pandemic eases, virtual programs

such as the VTA can be a centralized

and sustainable way to train an effec-

tive public health workforce.

PUBLIC HEALTH
SIGNIFICANCE

Based on these results, the VTA has

succeeded in its goal of quickly and

effectively training CTs and CIs who

have a strong foundation in the knowl-

edge and skills required for the job and

will help to protect public health by

reducing the spread of COVID-19.

Even once in-person trainings can

safely resume, there are benefits to vir-

tual training programs, including the

ability to simultaneously train workfor-

ces in multiple geographic locations
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without requiring travel and to share

lessons learned across local health

jurisdictions. The success of the VTA

should encourage the further develop-

ment and use of online training pro-

grams, both during the COVID-19 pan-

demic and for future public health

needs that arise.
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TABLE 1— Summary of Assessment Results by Course Track and Career Background

No. Mean (Pre) Mean (Post) % Change P

Knowledge check

Contact tracing

Overall 1404 12.17 14.03 15.4 , .001

Nonhealth 1054 12.03 13.98 16.2 , .001

Health 336 12.58 14.18 12.7 , .001

Case investigation

Overall 3262 13.90 15.92 14.6 , .001

Nonhealth 1930 13.70 15.86 15.7 , .001

Health 1230 14.20 16.04 12.9 , .001

Self-assessment

Contact tracing

Overall 1327 3.19 4.33 35.6 , .001

Nonhealth 991 3.10 4.25 37.3 , .001

Health 321 3.48 4.56 31.2 , .001

Case investigation

Overall 3079 3.33 4.45 33.9 , .001

Nonhealth 1827 3.24 4.40 35.9 , .001

Health 1157 3.46 4.54 31.3 , .001

Note. Analyses include trainees who answered all questions on the pre- and postassessment between June 29, 2020 and March 22, 2021. Knowledge check
scores are out of 15 for the contact-tracing (CT) course and are out of 17 for the case investigation (CI) course. The self-assessment score is out of 5 for both
tracks and is the average of 11 (CT) or 14 (CI) questions. See Tables B and D (available as supplements to the online version of this article at http://www.ajph.
org) for specific questions. P values were obtained using a 1-tailed Wilcoxon signed-rank test comparing paired pre- and postassessment scores. “Overall”
results contain all trainees. “Nonhealth” results include only the subset of trainees who indicate a “nonpublic health-related” pre–COVID-19 job classification,
whereas “health” results include the subset of trainees who indicated having a pre–COVID-19 job as a disease investigator, in public health, or in an allied
health field. Occasionally, trainees did not have career information available so are only included in the overall analysis; this applies to 14 trainees for the CT
knowledge check, 15 for the CT self-assessment analysis, 102 for the CI knowledge check, and 95 for the CI self-assessment.
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HUMAN PARTICIPANT
PROTECTION
The University of California, Los Angeles, Office of
Human Research Protection Program determined
that this project did not meet the definition of
human participants research, so did not require
institutional review board approval.
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High-Risk Outreach for COVID-19
Mortality Reduction in an
Indigenous Community
Myles J. Stone, MD, MPH, Ryan M. Close, MD, MPH, Christopher K. Jentoft, MD, Katherine Pocock, MHS, PA-C,
Gwendena Lee-Gatewood, BS, Brooke I. Grow, Kristen H. Parker, PharmD, BCPS, April Twarkins, BSN, RN, J. T. Nashio,
and James B. McAuley, MD, MPH

Indigenous populations have been disproportionally affected by COVID-19, particularly those in rural and

remote locations. Their unique environments and risk factors demand an equally unique public health

response. Our rural Native American community experienced one of the highest prevalence outbreaks in

the world, and we developed an aggressive management strategy that appears to have had a considerable

effect on mortality reduction. The results have implications far beyond pandemic response, and have

reframed how our community addresses several complicated health challenges. (Am J Public Health. 2021;

111(11):1939–1941. https://doi.org/10.2105/AJPH.2021.306472)

More than 22% of our rural Native

American community was diag-

nosed with COVID-19 between April 1,

2020 and February 15, 2021, an inci-

dence nearly three times higher than

that reported for the rest of the United

States.1 Medical care is provided by a

single 22-bed hospital covering an area

approximately the size of Delaware. The

unique environment and scale of the

outbreak necessitated an efficient and

creative response to the pandemic.

INTERVENTION

We developed an early outreach and

field medicine program to augment

contact tracing and act as a bridge

between community surveillance and

hospital care.

PLACE AND TIME

Our program is based out of Whiteriver,

Arizona, and serves approximately

18000 people living on and around the

White Mountain Apache Reservation.

Outreach began in March 2020, and

remains ongoing.

PERSON

Community members infected with or

exposed to SARS-CoV-2 (severe acute

respiratory syndrome coronavirus 2,

the causative agent of COVID-19).

PURPOSE

The high transmissibility and evasive

clinical presentation of SARS-CoV-2

often leads to patients being infected

for days before they are traced and

tested. Many people then enter medi-

cal care late in the disease process,

when medical therapeutics are far less

effective. Our goal was to quickly iden-

tify, monitor, and support those at high-

est risk of death.

IMPLEMENTATION

COVID-19 was first diagnosed in our

community on April 1, 2020. Within

weeks, our Indian Health Service facility

was identifying more than 250 new

cases per 100000 persons daily. Quickly

outpaced, we focused our efforts on

finding the highest-risk contacts of each

person and testing them immediately.

Our community’s low phone owner-

ship necessitated that most tracing

activities be performed in the field.

Testing was performed in contacts’

homes at the time of tracing, which

often meant that newly discovered

cases were still in the asymptomatic

period. As tracers returned to deliver

test results or drop off isolation sup-

plies, they noticed a concerning pattern

among patients in the earliest stages of

COVID-19. It was clear that the window

of time between asymptomatic infec-

tion and critical illness was small for

many, and particularly so for elders.
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Short-interval follow-up was needed,

but the usual methods of health care

delivery would have overwhelmed local

resources. Our facility was already

operating near capacity, seeing about

1000 primary care encounters, 500

emergency department visits, and 50

admissions or transfers each week. We

therefore partnered with tribal govern-

ment to integrate public health out-

reach and direct medical care.

We built a High-Risk COVIDOutreach

Program to conduct repeated home vis-

its for every person older than 60 years

(andmost older than 40 years) with

known or suspected to have COVID-19.

Hospital staff were pairedwith commu-

nity health workers, and each team typi-

cally saw about 10 to 20 patients a day.

Depending on the case volume, we

would dispatch up to four teams each

morning. The field physician would pro-

vide remotemedical supervision for

each teamwhile also directly visiting

patients withmore complicated health

needs. Visits for all patients continued

until symptoms improved or the patient

met criteria for hospital admission

(most often ambulatory hypoxia).

Hospitalized patients would also

receive a visit from the field team within

24 hours of discharge. This was criti-

cally important for patients who had

been hospitalized at lower-elevation

facilities. Blood oxygen levels often

dropped considerably when patients

returned home to our mountainous

region. Patients could then be rehospi-

talized locally or set up with home

oxygen and close follow-up depending

on their risk of further decompensa-

tion. The latter option not only

allowed patients to remain in a more

comfortable environment, but also

freed up scarce hospital beds for sicker

patients.

EVALUATION

Integrating public health outreach and

direct medical care appears to have

had a considerable impact on our com-

munitywide case fatality rate (CFR). It

was 1.3% as of February 15, 2021,

lower than Arizona’s general population

CFR of 1.9%, and just over a third of

that for all other Native Americans

statewide (3.2%).2

Our community had 3904 cases of

COVID-19 by February 15, 2021. Of

these, 1348 (34.5%) with a test date of

January 15, 2021 or earlier were identi-

fied through contact tracing and fol-

lowed in our program. The median age

was 55 years (interquartile range5

41–64). This group is among those at

highest risk of death from COVID-19,3

yet the CFR for all 1348 patients was

1.3%. This is lower than some

reported general-population

estimates.4

We wondered if we had simply identi-

fied more mild cases relative to other

communities, but this does not seem

to be the case. The COVID-19 hospitali-

zation rate in our community was

24.7% (n5966), markedly higher than

that reported for the rest of the coun-

try (6.2%).1 The CFR for patients in our

program aged older than 60 years who

were eventually hospitalized was 5.2%

(n510). A major study reported a CFR

of 25.7% in a general hospitalized pop-

ulation with similar age distribution.5

Within our own community, the CFR for

hospitalized individuals aged older than

60 years who self-presented for medi-

cal care outside of the high-risk pro-

gram was 14.3% (n518). The relative

risk of death for those in the program

was 0.36 (95% confidence inter-

val50.17, 0.76; P, .01) despite having

the same geographic distribution and

similar average age (70 vs 72 years for

program participants and those self-

presenting, respectively), average body

mass index (31.1 vs 29.6 kg/m2), diabe-

tes rate (58.1% vs 58.8%), and hyper-

tension rate (70.1% vs 76.5%).

ADVERSE EFFECTS

No patients reported adverse effects.

Staff members encountered impass-

able roads, wild animals, and the occa-

sional patient who declined home visits

(, 1%). By traveling during daylight

hours in teams of at least two, the

effects of these hazards were minimal.

SUSTAINABILITY

The partnership between our hospital,

tribal leaders, and community mem-

bers created a strong sense of unity

and purpose that has strengthened

other multidisciplinary partnerships

addressing mental health and noncom-

municable diseases unrelated to

COVID-19. In fact, it led to the forma-

tion of a new Preventive Medicine

Department that aims to apply the les-

sons learned from this program to

other health conditions that have been

challenging to address through usual

care delivery models.

Staff members were initially recruited

from departments that became less

active during the pandemic. The full-

time equivalents of one physician and

one physician assistant were assigned

to the program (of a total medical staff

of about 30), along with one nurse and

three medical assistants. Partial salary

reimbursement came from billing for

home visits and telehealth services,

with additional investment from our

hospital’s operating budget to offset

the difference. The benefits from
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improved survival rates, reduced

admissions, and enhanced community

partnerships are difficult to quantify in

purely financial terms, but we feel they

are worth the modest cost of our

program.

PUBLIC HEALTH
SIGNIFICANCE

COVID-19 remains disproportionately

hazardous to rural Indigenous commu-

nities. Our experience has shown that

brief, frequent evaluations of people at

risk for severe COVID-19 can extend

the capacity of limited health care

resources and have considerable

impact on communitywide mortality. As

a stand-alone intervention, this pro-

gram had a better mortality risk reduc-

tion than commonly used medical

treatments.5–7 But early outreach alone

does not save lives, it simply allows

therapeutics and health professionals

to work more effectively when there is

a scarcity of both.

The dichotomy between public health

and medicine has always been artificial.

Integrating the two saves lives, and our

experience has been a striking

reminder of this. As we rebuild our

postpandemic health systems, the pop-

ulations we serve will benefit from

expanded coordination between public

health agencies and traditional health

care facilities. The shared goals have

never been more apparent or more

necessary.
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See also Brenner, p. 1950, Pag�an, p. 1947, and Nguyen et al., p. 1944.

The strong relationship between

socioeconomic contexts and the

health of individuals and populations has

long been settled science and a core

tenet of public health.1 Measuring effects

and examining possible causal pathways,

however, is an ongoing challenge for

researchers and policymakers alike.2,3

Brenner’s article (p. 1950) discusses,

based on innovative methods, possible

effects of the COVID-19–related eco-

nomic downturn on economic and

health indicators in the United States,

focusing on excess deaths as a result of

economic strife. Putting those effects

into perspective, he also analyzes the

health repercussions of the long reces-

sion that has afflicted the United States

through much of the past decades,

which also helps to demonstrate that

some of the bad repercussions can hap-

pen in the short term.

The two accompanying editorials, by

Pag�an (p. 1947) and Nguyen et al. (p.

1944), both stress key issues raised by

Brenner: (1) The pandemic had a clear

negative effect on the economy that

was responsible for an important

amount of excess deaths. (2) The reces-

sion disproportionately affected com-

munities of color and was independent

of the implementation of social distanc-

ing measures. (3) Increases in the

health care workforce can attenuate

some of the repercussions of the debili-

tated economy on the population’s

health.

The role of health care and prevention

in softening the blow of economic haz-

ards has been observed elsewhere; for

instance, during one of the worst peri-

ods of the Brazilian economy through-

out the 1980s, infant mortality, which

has always been closely associated with

general living conditions, kept steadily

declining.4 This has been interpreted as

a result of the expansion of the country’s

immunization program combined with

specific measures addressing low-weight

infants in the poorer regions. Commu-

nity health workers tracked children’s

development to detect early signs of

malnutrition, and oral rehydration ther-

apy was implemented at the onset of

cases of diarrhea.

The articles by Brenner, Pag�an, and

Nguyen et al. correctly point to the

need to expand the public health work-

force and provide wider access to

health care as urgent measures to

counter the broad negative repercus-

sions of the pandemic, including its

economic consequences. Nguyen et al.

further emphasizes the need to incor-

porate research from other disciplinary

fields, such as economics and labor

markets, to better understand causal

relationships in the economic system

as well as its intersections with people’s

health and possible pathways to allevi-

ate the impact of economic downturns

in socioeconomic inequalities and their

repercussions on health.

There is, however, a limit to what

public health interventions can achieve

without addressing what many social

epidemiologists have dubbed “the

causes of causes,” that is, the overall

structural social and economic issues

that push entire populations into

heightened vulnerability to poor health.

Economic programs that reduce

wages and public spending to restore

balanced state budgets5 have been

shown to slow down economic recov-

ery and further penalize the already

fragile segments of the population.6

Discrimination based on race, gender,

and sexual orientation further com-

pounds the problem.

To achieve the long-sought aim of

“health for all,” overarching political, eco-

nomic, and social change is necessary to

address the fundamental drivers of poor

health and inequality.7 Without ensuring

that everyone has adequate housing,

good jobs, proper education, food secu-

rity, and protection against all forms of

discrimination—in summary, the bare

minimum for a decent life—public health

personnel will still be compensating for

the damage and not building on fair

foundations.
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See also Brenner, p. 1950.

COVID-19 has had profound health,

social, and economic effects glob-

ally. Its impact and our understanding

of it will continue to evolve as issues—

related, for example, to delayed diagno-

ses, social isolation, increased public

sector borrowing, and health care

worker burnout—emerge. Short-term

effects, such as COVID-19–related

deaths, are significant; in the United

States these are estimated to have

exceeded 630000.1 The longer-term

effects will take time to evolve but are

already sources of concern to decision

makers and their consultants, including

those in academia. In April 2020, the

US unemployment rate reached

14.8%—the highest rate observed

since data collection began in 1948.2 In

this issue of AJPH, Brenner (p. 1950)

examines how this and other economic

indicators of the effects of COVID-19 on

the economy affect health. Brenner

examines the relationship of unemploy-

ment and bankruptcy rates with excess

deaths during the COVID-19 recession,

contextualizing these with reference to

the Great Recession of 2000 to 2018 in

the United States.

CONTINUING
RECESSIONAL EFFECTS

Unemployment rates and gross domes-

tic product (GDP) per capita have been

long considered two major indicators of

recession. Studies have shown rising

unemployment and falling GDP per cap-

ita to be associated with higher mortal-

ity.3,4 Brenner used separate pooled

cross-sectional time series analysis of

state-aggregated mortality, per capita

GDP, unemployment, and bankruptcy

data for the Great Recession period

(2000–2018) and the COVID-19 reces-

sion period (February–November 2020).

The author found a strong positive rela-

tionship of unemployment, bankruptcy,

and GDP per capita with excess deaths,

controlling for COVID-19 cases, age, and

race/ethnicity. Unemployment was also

strongly correlated with major cause-

specific mortality from 2000 to 2018.

With these findings, it seems that the

recessional effect persists over the

studied periods; that is, the COVID-19

era recessional mortality continues the

consequences of prepandemic reces-

sions (2000–2018) on multiple causes

of mortality.

Brenner also examined the relation-

ship between the recession and mental

health disturbances. At the beginning of

the COVID-19 pandemic, there were

calls to focus on mental health services,

as high rates of unemployment were

predicted, potentially leading to

increased suicide rates.5 Nevertheless,

a recently published article has

reported unchanged or decreased

numbers of suicides across developed

countries in the early months of the

pandemic.6 These interesting findings

could be because of early warnings of

mental health issues during the pan-

demic, timely health care programs

focusing on potentially susceptible peo-

ple with both physical and mental ill-

nesses, and fiscal policies enacted to

support national economies.6 Equally, it

could be that a rise in suicide is yet to

emerge, mental health operating as a

mediator.7 Indeed the relationship with

mental health is complex. In a recent

meta-analysis, Fond et al. reported a

significant association between mental

health disorders (e.g., major depression,

anxiety, schizophrenia) and COVID-19–

related mortality.7 Patients with mental

health disorders may be prone to

engage in behaviors (e.g., smoking, sub-

stance abuse) that made themmore

susceptible to COVID-19 compared with

otherwise healthy people.

THE LONG-STANDING
DISPARITY ISSUES

Communities left vulnerable by socio-

economic status, including Black and

Hispanic communities as noted by

1944 Editorial Nguyen et al.
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Brenner, could suffer disproportion-

ately from both the Great Recession

and the COVID-19 pandemic. This may

be exacerbated in the case of COVID-

19 because of these communities’

greater representation as employees in

personal services and hard-hit indus-

tries.8 A combination of psychological

distress, inadequate access to health

care insurance (arising from loss of

employment), and social support dur-

ing social distancing as well as insecur-

ities in housing could place these com-

munities in a relatively disadvantaged

position for obtaining a job following

the pandemic recession.

Systemic and mutually reinforcing

sources of disadvantage were accentu-

ated during both examined recessions

and contributed to a widening gap

between vulnerable communities and

those who are better off in terms of

their mortality experience. Brenner’s

study provides further evidence of this

in the pandemic’s impact on these

communities. It also, though, highlights

the positive contribution of health care

in attenuating the mortality impact of

both COVID-19 and broader economic

shocks, offering hope and a warning.

WHERE DO WE GO
FROM HERE?

As we noted, the effects of COVID-19 on

health, health care, the economy, and

society will take time to evolve. The

effects may well be greater than those

Brenner estimated, depending on how

measurements are made, for example,

whether we examine potential years of

life lost rather than mortality and

whether we include stillbirths in our

analyses. Moreover, overall mortality

picks up violence-related deaths, which

may be an outcome of COVID-19–

related recession and act as a mediator

in the relationship between unemploy-

ment and suicide. These are an impor-

tant future area of research.

The moderating effect of the size of

the health care workforce observed in

Brenner’s study and previous literature

needs to be better understood as

potentially related to countercyclical

spending and the service actually deliv-

ered. This is in line with the perception

that the health care system in the

United States is “recession proof”

based on economic evidence during

the Great Recession.9 The fundamental

principle for the inelasticity of health

care demand in part is related to com-

prehensive insurance coverage with

affordable deductible health plans.10

However, COVID-19 changed the situa-

tion and may lead to a shift from more

generous private to public insurance as

well as increased cost-averse behaviors

by the privately insured.10 The COVID-

19 crisis also led to a peak of 10.3%

unemployment among those previ-

ously employed in the health care

sector in April 2020.11 Additionally, the

increased stress level accentuated

by fear of virus transmission and

overwhelming workload because of

COVID-19 also led to an estimated 49%

of US health care workers experiencing

burnout.12 Therefore, timely invest-

ment to enlarge the health care work-

force could be a priority to offset the

adverse effects of COVID-19 on the

health care system, which consequently

contributes to save lives.

It is estimated that 10% unemploy-

ment is associated with approximately

48149 excess deaths (35700 excess

deaths while being jointly analyzed with

bankruptcies). Equipped with evidence

such as that presented by Brenner,

decision makers can plan to mitigate

the effects. Importantly, Brenner high-

lights the importance of economists,

labor market specialists, and public

health researchers working more

closely to better understand causal

relationships, the impact on inequal-

ities, and how these inequalities might

be mitigated. As Brenner says, these

are potentially avoidable deaths requir-

ing urgent action that prioritizes popu-

lations of low socioeconomic status

and communities of color.
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More than 700000 people have

died from COVID-19 in the

United States over the last year and

a half since the pandemic began.1

Measures to stop the spread of

COVID-19, such as stay-at-home

orders and business closures,

together with severe disruptions in

overall economic activity brought

about a short but deep economic

recession. The Bureau of Economic

Analysis of the US Department of

Commerce estimates that real gross

domestic product in the United

States decreased at an annual rate

of 19.2% from the fourth quarter of

2019 through the second quarter

of 2020.2

In this issue of AJPH, Brenner (p.

1950) investigates excess deaths

associated with unemployment and

bankruptcies during the COVID-19

recession. The sharp economic down-

turn experienced by the United

States last year is likely to lead to

higher mortality over the next five to

10 years.3 The key question Brenner

answers is whether higher unemploy-

ment and business closures due to

the pandemic have a more immedi-

ate, same-year effect on excess

deaths.

EXCESS DEATHS BEYOND
COVID-19

Brenner uses data for the 50 US states

from prepandemic years (2000–2018)

and pandemic months (February

2020–November 2020), together with

regression analysis, to study how the

unemployment rate, GDP per capita

with a 5-year lag, health care workforce

size per 1000 total employment, and

bankruptcies are related to excess

deaths. His statistical approach con-

trols for the number of COVID-19 cases

and other key demographic and behav-

ioral risk variables. The results of his

study show that unemployment and

bankruptcies during COVID-19 are

significantly related to excess deaths.

For example, 10% additional unemploy-

ment (i.e., unemployment rate as a

proportion of the total labor force) is

associated with 35700 excess deaths,

and a rate of 120 total bankruptcies

per 100000 people is associated with

144483 excess deaths (Brenner,

Table 2). Interestingly, his study finds

that the size of the health care work-

force also has a strong inverse relation-

ship to excess deaths. This may have

implications on the role of public

health and health care delivery system

investments in mitigating the negative

population health consequences of

economic downturns.

There is no question that the COVID-19

pandemic has had a disproportionate

impact on communities of color, par-

ticularly Blacks and Hispanics/Latinos.

Survey data from April 2020 to March

2021 from the Understanding Coro-

navirus in America Tracking Study

show that 89% of Latinos and 86% of

Blacks experienced at least one seri-

ous economic, psychological, or

health-related hardship compared

with 76% of Whites.4 Brenner’s study

suggests that the impact of the pan-

demic will be even larger than

expected for these two racial/ethnic

groups given their high unemploy-

ment rates and their high presence in

business sectors highly affected by

the pandemic, such as the hospitality

industry and retail and food services.

In other words, not only are Blacks

and Hispanics/Latinos at relatively

high risk for COVID-19 because of

where they live and work, but the

population health and equity conse-

quences of the pandemic are likely to

be dramatic for them given the inde-

pendent impact of unemployment

and bankruptcies on excess deaths.

What we are seeing now is just the tip

of the iceberg in the sense that these

economic effects take a few years to

fully manifest themselves (i.e., they

occur with a lag).

THE TIME TO ACT IS NOW

Brenner’s study highlights the need to

implement measures to address issues

directly related to a specific event, such

as a pandemic or a natural disaster. In

addition, it points out that it is essential

to immediately and swiftly confront
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related challenges such as job loss and

disruptions in economic activity in eco-

nomic sectors and communities

affected by a catastrophic event. Policy

conversations often tend to focus on

dealing with what may seem like the

most critical, immediate needs (e.g.,

vaccine distribution in a pandemic,

food distribution after a hurricane), but

it is never too early to start the conver-

sation and, more importantly, to act to

meet other needs that become evident

much later, when it could be too late

(e.g., avoiding business closures or pro-

viding adequate unemployment assis-

tance). The main consequence of not

doing something in the face of a sharp

economic downturn is a more pro-

nounced impact on the most vulnera-

ble. The experience from the COVID-19

recession and other economic down-

turns and natural disasters suggests

that this will certainly be the case.

INVESTMENTS IN
PUBLIC HEALTH
INFRASTRUCTURE

An interesting finding of Brenner’s

study is that the size of the health care

workforce seems to have partially

suppressed the harmful effects of

economic downturns during the

2000–2018 period. Although this find-

ing may be difficult to interpret, it is

consistent with the idea that a strong

public health and health care infra-

structure can help everyone to weather

the negative effects of economic down-

turns on population health. The

Affordable Care Act led to substantial

investments in the health care infra-

structure of the United States and

expanded health insurance cover-

age.5 Perhaps these types of invest-

ments have had the unintended ben-

efit of making it easier to address

COVID-19 challenges for public health

and health care delivery systems. For

example, the largest municipal health

care system in the United States

(New York City Health 1 Hospitals)

reports that its ability to effectively

serve COVID-19 patients, and all

other patients, resulted from invest-

ments in an integrated electronic

health system for its multiple safety

net clinics and hospitals shortly

before the pandemic began.6

THE FUTURE IS SOMEWHAT
PREDICTABLE

Highly transmissible variants of the

SARS-CoV-2 virus (the virus that causes

COVID-19) have surfaced already and

are likely to continue emerging without

the adoption of strong mitigation meas-

ures.7 A more transmissible virus

threatens to partially reverse the pro-

gress made to contain COVID-19

through vaccination and other preven-

tive efforts. A virus resurgence and a

subsequent economic slowdown will

certainly have a disproportionate

impact on the same populations that

have experienced the worse effects of

what feels like a never-ending

pandemic.

Brenner’s study provides important

insights on what to expect in the imme-

diate and near future in terms of mor-

tality. The most recent life expectancy

estimates from the National Vital Statis-

tics System show that between 2019

and 2020, life expectancy at birth in the

United States declined by 3.0 years for

the Hispanic population, 2.9 years for

the non-Hispanic Black population, and

1.2 years for the non-Hispanic White

population.8 These sharp declines in

life expectancy and the differences

across racial/ethnic groups highlight

the need to continue to delve deeper

into how recessions, pandemics, and

natural disasters are related to popula-

tion health and health disparities.
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Unemployment, Bankruptcies, and
Deaths From Multiple Causes in the
COVID-19 Recession Compared With
the 2000–2018 Great Recession Impact
M. Harvey Brenner, PhD

Objectives. To determine whether unemployment and bankruptcy rates are related to increased

excess deaths during the COVID-19 recession and to examine whether the current recession-based

mortality rate not only is dependent on COVID-19 but also continues the pattern of recessions,

especially the Great Recession, in relation to chronic disease mortality rates and mental health

disturbances (e.g., including suicide) from 2000 to 2018.

Methods. This study used pooled cross-sectional time series analysis to determine the impact of

unemployment and bankruptcy rates on excess deaths from February to November 2020 for US states.

The study used a second pooled cross-sectional time series analysis to determine whether the COVID-19–

era recessional mortality continues the impact of prepandemic recessions (2000–2018) on multiple causes

of mortality.

Results. Ten percent unemployment was associated with approximately 48[thin space]149 excess

deaths, while, jointly with bankruptcies, their combined effect produced 35700 and 144483 excess

deaths, for unemployment and bankruptcies, respectively. These health-damaging COVID-

19–recessional findings suggest a reiteration of the significantly increased major cause–specific mortality

during 2000 to 2018, mitigated by the size of the health care workforce.

Conclusions.Minimization of deaths attributable to the COVID-19 recession requires ample funding for

the unemployed and underemployed, especially Black and Hispanic communities, along with significant

investments in the health workforce. (Am J Public Health. 2021;111(11):1950–1959. https://doi.org/

10.2105/AJPH.2021.306490)

The United States continues to

experience an unpredictable

COVID-19 pandemic, during which

deaths have been accelerating since

November 2020, and the national toll

has reached 4000 persons per day.

Overall, deaths have exceeded 595000

as of June 9, 2021. The Centers for Dis-

ease Control and Prevention has esti-

mated a reduction, in the first half of

2020, in years of life expectancy—with

2.7 years lost by African Americans,

1.9 years lost by Hispanic populations,

and 0.8 years lost by Whites.1 The cur-

rent COVID-19 pandemic is exacer-

bated by the appearance of newer

variants originating in the United King-

dom, South Africa, and Brazil, which

bring further uncertainty to the death

rate. The loss of life expectancy raises

the question whether—or to what

degree—the estimated deaths are

partly the result of the abrupt national

recession, which caused extraordinarily

high unemployment rates and business

closures in the onset of the COVID-19

pandemic. Is the accompanying reces-

sion a source of additionally increased

excess deaths?2 If the COVID-19–based

recession has, in itself, produced

higher-than-expected mortality, is this a

unique feature of the COVID-19 pan-

demic—increased mortality would thus
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be the result of a natural disaster—or is

it a continuing effect of heightened

unemployment and loss of income that,

as evidenced during the Great Reces-

sion, may have increased national and

state mortality during the first 2 deca-

des of the 21st century?

The impact of COVID-19 on reces-

sion, especially unemployment, is clear

from reports by economists.3,4 But

does COVID-19–based unemployment

by itself produce additional mortality

beyond that initiated directly through

the COVID-19 infection? Literature over

40 years, consistent with epidemiology

at the individual level,5–9 shows, using a

variety of methods, medium- to long-

term (5- to 10-year) effects of reces-

sions on elevated mortality (especially

cardiovascular causes).10–15

But are there short-term effects

within the same year of increased

unemployment and bankruptcies on

excess deaths during the COVID-19

period of February to November 2020?

And, if so, are these effects predictable

resumptions of the impact of prepan-

demic recessions on mortality during

the first 2 decades of the 21st century,

which includes the Great Recession

and its aftermath? The evidence so far

shows conflicting findings.16 The pre-

sent single-year analysis of the health

damage of unemployment supports

the relationship between recessional

factors and mortality rates; it approxi-

mates the types of calculations typical

of business cycle analysis (although

unemployment is understood to be a

“lagging” business cycle indicator).17

To answer these questions, I

explored the potential impact of unem-

ployment and bankruptcies on total

excess deaths over the COVID-19 pan-

demic period of February to November

2020. I furthermore examined the rela-

tionship between employment status

and gross domestic product (GDP)

declines during the prepandemic

2000–2018 period as potentially linked

to mortality. Proximate causes of mor-

tality include heart disease, cancer,

stroke, diabetes, chronic lower respira-

tory disease, and suicide.

METHODS

In many observational studies, observa-

tions are available over a sequence of

points in time (e.g., states and years as

in our case). Examination of only 1

dimension (i.e., space or time) would

limit us to perform classical cross-

sectional or time-series regression

analysis. Drawing on more advanced

techniques18,19 (i.e., pooled cross-

sectional time series analysis [PCSTS]),

allows us to model simultaneously both

space and time components as dis-

cussed by Reibling.20

Pooled Cross-Sectional
Time Series Analysis

The PCSTS method combines 2

approaches. First, the more familiar

one is cross-sectional analysis, where,

in this case, US states were the units of

analysis. I examined multiple cross-

sectional analyses corresponding to

the 19-year period of 2000 to 2018 for

which all of the data representing the

individual variables were available with

respect to all 50 US states. Second, the

same is true for the PCSTS analysis of

the monthly period of February to

November 2020, which I analyzed by

state. I based all variables used in these

PCSTS analyses on aggregated data

(i.e., population rates rather than

individual-level data).21 In addition to

the cross-sectionality of this procedure

in both periods (2000–2018 and Febru-

ary–November 2020), the technique

simultaneously entails time-series anal-

ysis, involving variations over time in

the individual predicted variables and

the outcome variables—age-adjusted

rates of overall mortality and those for

major chronic diseases (apart from

dementia) and suicide.22

A more detailed discussion of the

PCSTS approach is provided in Appen-

dix A (available as a supplement to the

online version of this article at http://

www.ajph.org). References to the data

sources for each of the variables are

provided in Appendix B (available as a

supplement to the online version of

this article at http://www.ajph.org).

Major Variables in the
Predictive Models

Three central variables, acting together,

hypothetically promoted or harmed (in

the case of the unemployment rate)

overall population health during 2000

to 2018. These variables were the

unemployment rate, GDP per capita

with 5-year lag, and the size of the

health care workforce. The lagged

measure of GDP per capita was, hypo-

thetically, the principal source of

medium- and long-term national eco-

nomic and population health gain.

Following GDP per capita with a

5-year lag, a key predictive variable was

the very short-term impact of the

unemployment rate, representing the

immediacy of economic recession, dur-

ing a single year (i.e., without lag). The

third variable was the availability of

health care represented by the size of

the US health care workforce per 1000

of total employment. This variable is a

potential central moderator of the

effects of unemployment and GDP per

capita with a 5-year lag. In this

3-variable overall hypothesis, all 3 varia-

bles act jointly to influence the overall
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mortality rate. The study ’s argument

required the modeling of all 3 variables

simultaneously. Additional control vari-

ables (including severe poverty,

tobacco, opioid and extensive alcohol

consumption, and environmental pollu-

tion) are listed in detail in the section

on control variables, including ration-

ales, operationalization, and references

for each control variable.

Components of the
National Economy

Journalistically, the unemployment rate

has been the principally used indicator

measuring the presence of recessions.

Despite alternative measures for which

there are plausible arguments, this rate

is nevertheless the metric that is most

commonly used in policy discussions of

the implications of recession, both

short- and long-term.

While past researchers have typically

either concentrated on the medium-

term or lengthy effects of unemploy-

ment on damaged health, recent liter-

ature at the macroeconomic level

has tended to focus on the near-

simultaneous relation between unem-

ployment and mortality. Such refocus-

ing assumed that both unemployment

and mortality could potentially behave

like typical business cycle indicators,

the effects of which are often seen

within a single year. However, in the

case of unemployment, it is under-

stood by the National Bureau of Eco-

nomic Research to be a lagging indica-

tor, the maximum effect of which can

remain high at least a year or 2 follow-

ing the end of economic recessions.23

Thus, to capture the health implica-

tions of unemployment within the

same year that unemployment comes

to its peak, it was necessary to treat

the unemployment without any lag

(i.e., contemporaneously) from Febru-

ary to November 2020, thus capturing

only very short-term effects. At the

same time, I used estimates of GDP

per capita with a 5-year lag to capture

medium-term effects of recession and

growth on mortality from 2000 to

2018.

Log Gross Domestic
Product per Capita

The most comprehensive hypothesized

variable benefiting population health is

log GDP per capita with a 5-year lag for

the period 2000 to 2018. This variable

is as yet unavailable for February to

November 2020. The GDP measure,

with a 5-year lag, expresses the stan-

dard of living for the general society

over the medium term within a full 5-

to 6-year business cycle.23 In the pre-

sent study, I expressed GDP per capita

in terms of a 5-year lag to take account

of the cyclical implications of invest-

ments that require several years to

result in health improvements (espe-

cially in health care technology and

pharmaceuticals), in occupational–

environmental health, and poverty

minimization via social welfare expendi-

tures affecting many categories of living

conditions and elevated consumption

of necessary goods and services (e.g.,

nutrition, clothing, shelter, electricity,

transportation, rent).

Long-term GDP per capita has pre-

dominant importance for improved

public health even though it includes

elements of substantial economic

inequality,24 especially by US region,

income group, educational status, and

race/ethnicity. The economic inequality

issue, in conjunction with long-term

economic growth (for the general pop-

ulation and especially high-income

groups) should not be underestimated.

In the United States, rural, Midwestern,

and Rust-Belt areas have fallen behind

in economic growth and life span. It has

been argued that these aspects of lag-

ging development have been at least

partly responsible for the emergent

trends of the opioid crisis among youn-

ger populations and long-term loss in

life expectancy (i.e., “deaths of

despair”).25

Health care workforce (2000–2018). The

size of the health care workforce over

long periods in US history reflects a

sustained upward trend. At the same

time, the short-term and long-term

effects of recessions have decreased

the size of the health care workforce

because of a loss of health insurance

related to unemployment during reces-

sions and a recessional loss of income

to the population more generally, thus

inhibiting investment in an expanded

workforce. Thus, I separately investi-

gated the trend in the size of the health

care system, highly contingent on scien-

tific and technological advances and

long-term health policy, as to its long-

term implications for societal health.

Total bankruptcies (February–Novem-
ber 2020). In the February to Novem-

ber 2020 analysis, in addition to unem-

ployment, I also used bankruptcies

(private and commercial) as a COVID-

19 recessional predictor of excess

deaths. In the 2020 monthly analyses

of the impact of recession, it was

important to take into account a some-

what broader set of measures—espe-

cially those that influence business as

a whole. A prominent and traditional

business cycle indicator is total bank-

ruptcies,26 which provides a more

widespread sense of the extensiveness

and depth of the COVID-19– initiated

recession. The total bankruptcy rate
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provides an indication of losses to

small and large businesses.

Control variables. I introduced behav-

ioral risk factors as variables into the

predictive models to distinguish them

from the more direct effects of income

change or unemployment.

The behavioral risk factors from 2000

to 2018 were as follows:

1. Major depressive episodes: The

intention was to discriminate

between depressive episodes that

were clearly linked to recession

and those that were not necessar-

ily associated with recession, but

rather emanated from major life

events27 and daily hassles,28

including those that occurred at

the workplace, in family life, and

especially resulting from the loss

and grief related to damaged

health and mortality. Nevertheless,

depression is a significant risk fac-

tor for poor health, low life satisfac-

tion, and early mortality.

2. Smoking: Smoking, a basic behav-

ioral risk factor, was measured at a

3-year lag because the long-term

trend in industrialized societies

(especially the United States) has

involved major declines in smoking

prevalence, greatly curtailing mor-

tality from cardiovascular illnesses,

malignancies, and chronic obstruc-

tive pulmonary disease. The 3-year

lag was hypothesized because

there is evidence that several years

are often required after smoking

cessation for the former smokers’

health to improve to a point that it

returns to previous nonsmoker

cardiopulmonary functioning.

3. Participation in physical activities: It
is now widely accepted that partici-
pation in physical activities is a
major source of health mainte-
nance and improvement.

4. Alcohol-induced death rate: The

literature is complicated regarding

the health impact of the overall

population consumption of alco-

hol. Especially for the cardiovascu-

lar illnesses, very high as well as

virtually zero consumption are

associated with elevated mortality,

whereas moderate consumption

appears to enhance longevity.29

To specifically indicate chronically

higher alcohol consumption, which

elevates mortality for many chronic

and mental health causes, I used

age-adjusted alcohol-related

deaths as a behavioral risk factor

for mortality.

5. Tuberculosis: Tuberculosis incidence

is especially high in low-income

developing countries, but modest in

industrialized countries. I used it as

a predictive behavioral risk factor

because of its intense association

with chronic poverty, but not neces-

sarily with trends in GDP or

recession.

For references and further discussion

of control variables, see Appendix C

(available as a supplement to the online

version of this article at http://www.

ajph.org).

RESULTS

In the COVID-19 period of February to

November 2020, unemployment was a

significant predictor of excess deaths

controlling for the number of COVID-19

cases, age, and Black and Hispanic

racial/ethnic groups (Table 1). Using the

same model, with identical controls, the

combination of both recessional factors

of unemployment and bankruptcies

yielded an impact of further increased

excess deaths (Table 2). In the analysis

presented in Table 2, which combines

unemployment and bankruptcies, the

numerical effect on excess deaths

related to unemployment slightly

decreased because of the relationship

between unemployment and bankrupt-

cies that typically would occur in a

recession. In the model that presents

10% unemployment (as currently esti-

mated by the Federal Reserve and

Department of the Treasury30) as the

only recessional variable, an additional

48149 deaths were estimated (Table 1).

In the recessional model that included

both unemployment and bankruptcies,

the estimates of 10% additional unem-

ployment led to 35700 excess deaths,

and a 120-unit increase per 100000 in

bankruptcies led to approximately

144483 deaths.

Is this finding a unique, natural con-

sequence of a recession related to a

world pandemic or a partial reinstantia-

tion of the effects of recessions during

the 21st century, specifically 2000 to

2018? Like total mortality, all major

chronic disease causes of death

showed significant beneficial effects of

log GDP per capita with a 5-year

lag and mortality increases related

to unemployment without lag (Table 3).

The principal recessional variable,

unemployment, showed evidence of

elevated mortality during 2000 to 2018

(total mortality) and major chronic

causes of death and suicide and contin-

ued to do so in the period February to

November 2020 for total excess death.

This indicates a continuous relationship

of recession (especially indicated by

unemployment rates) through the 2

research sample periods elevating

mortality. The principal control variables

showed strong positive relations to total

mortality and mortality by major cause.

However, the health care workforce

with inverse relations to mortality fea-

tured as the strongest coefficient
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among predictive variables except GDP

per capita with a 5-year lag (Table 3).

The impact of recessions during 2000

to 2018 on suicide was clear, while the

predictive model and, therefore, the

findings, were somewhat different

from those of total mortality and that

for major chronic diseases. For suicide,

the unemployment rate proved to be a

robust and significant related predictive

factor. GDP per capita, the major indi-

cator of national economic change,

TABLE 1— Cumulated Excess Deaths Rate per 100000, All Causes, Pooled Cross-Sectional Time Series
Analysis: 50 US States, February–November 2020

Variables
Cumulated Excess
Deaths, All Causesa Coefficient (P)

Cumulated incident cases rate/100000 0.02 (, .001)

2000-unit increase 150 537

4000-unit increase 301 074

6000-unit increase 451 612

8000-unit increase 602 149

10 000-unit increase 752 686

Unemployment rate as proportion (%) of total labor force aged $16 years, seasonally adjusted 1.47 (, .001)

5-unit increase 24074

10-unit increase 48149

15-unit increase 72223

20-unit increase 96297

25-unit increase 120 372

Percentage of population aged $75 years, July 1, 2019, estimate 7.62 (.018)

1-unit increase 24997

2-unit increase 49994

3-unit increase 74991

4-unit increase 99988

5-unit increase 124 985

Percentage of Black or African not Hispanic or Latino, July 1, 2019, estimate 1.03 (.001)

5-unit increase 16927

10-unit increase 33855

20-unit increase 67709

30-unit increase 101 564

40-unit increase 135 418

Percentage of White Hispanic or Latino, July 1, 2019, estimate 0.28 (.35)

5-unit increase 4517

10-unit increase 9034

20-unit increase 18067

30-unit increase 27101

40-unit increase 36135

Constant 259.78 (.014)

Note. Data show expected additional excess deaths, all causes, when the independent variable increases by the specified units. The estimated
coefficients from the excess deaths model were used to calculate the associated change of the cumulated excess deaths rate, all causes. Based on the
total US population from the year 2019, the change of the cumulated excess deaths rate was converted to expected additional excess deaths numbers
(e.g., a change of the unemployment rate by absolute 10% resulted in 48149 additional excess deaths). The potential changes of the independent
variables were derived by inspection of the descriptive statistics for each variable. Data and their sources of control variables are listed in Appendix B
(available as a supplement to the online version of this article at http://www.ajph.org). For all key variables, a summary of descriptive statistics is
provided in Appendix E (available as a supplement to the online version of this article at http://www.ajph.org).

aEstimates for excess deaths were based on a 2019 US population of 328239 523. The number of observations for the analysis was n5500; R25 .65;
Wald x2(5) (Prob.x2)51434.06 (P,.001).
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TABLE 2— Cumulated Excess Deaths Rate per 100000, All Causes, Pooled Cross-Sectional Time Series
Analysis: 50 US States, February–November 2020

Variables
Cumulated Excess
Deaths, All Causesa Coefficient (P)

Cumulated incident cases rate/100000 0.01 (, .001)

2000-unit increase 98141

4000-unit increase 196282

6000-unit increase 294423

8000-unit increase 392564

10000-unit increase 490705

Unemployment rate as proportion (%) of total labor force aged $16 years, seasonally adjusted 1.09 (, .001)

5-unit increase 17850

10-unit increase 35700

15-unit increase 53549

20-unit increase 71399

25-unit increase 89249

Cumulated total bankruptcies rate/100000 0.37 (, .001)

60-unit increase 72242

120-unit increase 144483

180-unit increase 216725

240-unit increase 288967

300-unit increase 361208

Percentage of population aged $ 75 years, July 1, 2019, estimate 7.99 (.015)

1-unit increase 26243

2-unit increase 52485

3-unit increase 78728

4-unit increase 104971

5-unit increase 131213

Percentage of Black or African not Hispanic or Latino, July 1, 2019, estimate 0.48 (.14)

5-unit increase 7 911

10-unit increase 15822

20-unit increase 31643

30-unit increase 47465

40-unit increase 63286

Percentage of White Hispanic or Latino, July 1, 2019, estimate 0.42 (.16)

5-unit increase 6 846

10-unit increase 13692

20-unit increase 27385

30-unit increase 41077

40-unit increase 54770

Constant 273.19 (.003)

Note. Data show expected additional excess deaths, all causes, when the independent variable increases by the specified units. The estimated
coefficients from the excess deaths model were used to calculate the associated change of the cumulated excess deaths rate, all causes. Based on the
total US population from the year 2019, the change of the cumulated excess death rate was converted to expected additional excess deaths numbers
(e.g., a change of the unemployment rate by absolute 10% results in 35700 additional excess deaths). Analogously, when the cumulated bankruptcies
rate per 100000 changes by 120 units, then this will result in 144483 additional excess deaths. The potential changes of the independent variables were
derived by inspection of the descriptive statistics for each variable. Data and their sources of control variables are listed in Appendix B (available as a
supplement to the online version of this article at http://www.ajph.org). For all key variables, a summary of descriptive statistics is provided in Appendix E
(available as a supplement to the online version of this article at http://www.ajph.org).

aEstimates for excess deaths were based on a 2019 US population of 328239 523. The number of observations for the analysis was n5500; R25 .62;
Wald x2(5) (Prob.x2)52053.66 (P, .001).
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was not predictive for suicide, while,
when instead median household
income for GDP with 5-year lag (which
de-emphasizes income inequality) was
included, the model showed the
hypothesized relationship. However,
the control variables, expressing stress
relationships and coping mechanisms,
were positively related to and consti-
tuted significant risk factors in the
occurrence of suicide (Table 4).

DISCUSSION

In the COVID-19 recession, both unem-

ployment and bankruptcies exerted a

substantial damaging impact on excess

deaths. COVID-19 incidence, age, and

race/ethnicity were controlled. This

means that the ethnic/racial factors,

which have been widely reported as

being especially important,31 were

adjusted for in these 2 models covering

the COVID-19 recession era. In these

models, the potential importance of

race/ethnicity in the COVID-19 reces-

sion was further highlighted by the fact

that unemployment rates in 2020 were

considerably higher for Hispanic and

Black populations than for the White

population32 and, for the same period,

bankruptcies were especially high for

TABLE 3— Six Causes of Death, Rates per 100000, Pooled Cross-Sectional Time-Series Models: 50 US
States, 2000–2018

Variables

Total (ICD-10:
A00–Y89),

Coefficient (P)

Cancer (ICD-10:
C00–D48),

Coefficient (P)

Diabetes (ICD-
10: E10–E14),
Coefficient (P)

Heart Diseases
(ICD-10:
I05–I52),

Coefficient (P)

Stroke (ICD-10:
I60–I69),

Coefficient (P)

CLRD (ICD-10:
J40–J47),

Coefficient (P)

Log normal of 5-y lag of
real GDP in thousands
of chained 2012 $ per
capita

2173.66 (, .001) 243.02 (, .001) 210.65 (, .001) 2116.02 (, .001) 238.19 (, .001) 25.65 (, .001)

Unemployment rate as
proportion (%) of total
labor force aged $16 y

1.72 (, .001) 1.70 (, .001) 0.14 (, .006) 1.06 (, .001) 0.18 (.052) 0.26 (, .001)

Employment in health
care support per 1000
of total employment

235.69 (, .001) 28.07 (, .001) 22.00 (, .001) 220.26 (, .001) 25.24 (, .001) 20.77 (.12)

Tuberculosis incidence
rate per 100 000 of total
population

12.69 (, .001) 3.21 (, .001) 0.26 (.005) 8.62 (, .001) 2.06 (, .001) 20.71 (, .001)

Major depressive episode
in the past year (%) in
total population aged
$ 18 y

7.25 (, .001) 1.11 (, .001) 0.62 (, .001) 4.91 (, .001) 1.31 (, .001) 20.40 (.013)

5-y lag of daily smoker
prevalence in total
population aged $18 y

5.85 (, .001) 2.50 (, .001) 0.15 (.002) 2.90 (, .001) 0.77 (, .001) 0.54 (, .001)

Age-adjusted alcohol-
induced death rate per
100 000 of total
population

1.03 (.01) 20.97 (, .001) 0.19 (, .001) 20.35 (.12) 20.39 (, .001) 0.11 (.08)

Prevalence of not
participated in any
physical activities in
population aged $18 y

2.46 (, .001) 0.09 (.29) 20.01 (.78) 0.94 (, .001) 0.07 (.27) 0.4 (, .001)

Constant 1313.05 (, .001) 300.19 (, .001) 60.11 (, .001) 554.51 (, .001) 177.65 (, .001 54.29 (, .001)

R2 overall 0.86 0.89 0.63 0.85 0.78 0.75

Wald x2 (23) (Prob.x2) 5504.14 (, .001) 6102.29 (, .001) 676.04 (, .001) 6488.50 (, .001) 4133.83 (, .001) 452.07 (, .001)

Note. CLRD5 chronic lower respiratory diseases; GDP5 gross domestic product; ICD-105 International Classification of Diseases, 10th Revision (Geneva,
Switzerland: World Health Organization; 1992). The number of observations was 950. All models have been adjusted with 15 regional dummies for
New England, Mideast, Great Lakes, Southwest, Rocky Mountains, Far West, Alaska, Arizona, California, Florida, Hawaii, Louisiana, Nevada, Oklahoma,
and Wyoming. Data and their sources of control variables are listed in Appendix B (available as a supplement to the online version of this article at
http://www.ajph.org). For a detailed discussion of each of the control variables, see Appendix C (available as a supplement to the online version of this
article at http://www.ajph.org). For all key variables, a summary of descriptive statistics is provided in Appendix E (available as a supplement to the
online version of this article at http://www.ajph.org).
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the African American population, espe-

cially Black women.33

However, the Federal Reserve and

Department of the Treasury

announced on February 22, 2021, that

the official unemployment rate of 3.6%

should really be taken as close to

10.0% because of many unemployed

persons completely leaving the labor

force.30 If that is correct, then our esti-

mates of the impact of unemployment

could be underestimated.

Comorbidities of
COVID-19 Mortality

In addition, the recessional effects of

COVID-19 could also extend to the

chronic disease comorbidities of

COVID-19 mortality, as was the case for

elevated chronic disease mortality in

the 2000–2018 period. Main contribut-

ing factors in the COVID-19 pandemic

could include the influence of psycho-

logical stress, loss of access to health

care because of pressure on the

health care system, and loss of

financial resources. In such cases,

because the Black population has been

more susceptible to many chronic dis-

eases, their relatively low economic and

occupational status may well put them

at greater risk for recessional losses.

The important implication is that far

more extensive work is required to

understand how key elements of eco-

nomic recession intersect with race/

ethnicity to produce much higher-than-

expected mortality rates.

Support for the long-term relation-

ship between unemployment and

increased mortality has been found at

the national level9,12–15 and extensively

tested for at the individual level in epi-

demiological studies over 40

years.5–8,10,11 A principal contribution

of this article is the demonstration that

short-term, intense, and abrupt

increases in unemployment have led to

elevated excess deaths during the

COVID-19 recession as well as

expanded total and chronic disease

mortality during the 2000–2018 period.

Despite the fact that the

unemployment-to-mortality relation-

ship has been established for medium-

and long-term relationships,5,6,14 it is

only recently that economists have

begun to study this relationship at the

macro level within a single year (i.e., the

same year) in the attempt to use tem-

porally coincident (i.e., contemporane-

ous) indicators in the technical busi-

ness cycle terminology.

At first sight, it would seem that

examining only the very-short-term

mortality impact of unemployment

would be counterintuitive with respect

to the epidemiological tradition of

research, which stipulates that the

development of chronic diseases

occurs over much of the life span. Pre-

vious research using this short-term

approach has produced contradictory

findings.16 Nevertheless, in keeping

with the style of research that is specific

to short-term business cycle analysis, I

analyzed the measures of the effects of

recession, unemployment over 2020

and 2000 to 2018, and bankruptcy

rates during 2020 (over a single year) in

TABLE 4— Suicide Death Rate per 100000, Pooled Cross-Sectional Time Series Model: 50 US States,
2000–2018

Variables
Suicide (ICD-10: U03, X60–X84, Y87.0),

Coefficient (P)

Log normal of 5-y lag of median household income in chained 2018 $ 21.28 (.043)

Unemployment rate as % of total labor force aged $16 y 0.09 (, .001)

Illicit drug use in the past month (%) in population aged $ 26 y 0.14 (,.001)

Gallons of alcohol per capita aged 14 y and older 1.87 (, .001)

Age-adjusted alcohol-induced death rate per 100000 of total population 0.38 (, .001)

Age-adjusted nontransport accidents (W00–X59, Y86) death rate per 100000 of total population 0.08 (, .001)

Nonmedical use of pain relievers in past year (%) in population aged $26 y 0.11 (.1)

Major depressive episode in the past year (%) in population aged $18 y 0.16 (.007)

Constant 15.37 (.024)

Note. ICD-105 International Classification of Diseases, 10th Revision (Geneva, Switzerland: World Health Organization; 1992). The model has been adjusted
with 6 regional dummies for New England, Mideast, Great Lakes, Rocky Mountains, Alaska, and California. The number of observations was 950; overall
R25 .79; Wald x2 (23) (Prob.x2)51936.32 (P, .001). Data and their sources of control variables are listed in Appendix B (available as a supplement to
the online version of this article at http://www.ajph.org). For a detailed discussion of each of the control variables, see Appendix C (available as a
supplement to the online version of this article at http://www.ajph.org). For all key variables, a summary of descriptive statistics is provided in Appendix
E (available as a supplement to the online version of this article at http://www.ajph.org).
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this article. At the same time, longer-

term analysis by economists have

emphasized the effects, after a first

year of peak unemployment, of hyster-

esis, or scarring.34 Hysteresis refers to

the multiple effects lagging high reces-

sional unemployment during which

employment and income losses persist.

Nevertheless, the mortality-inducing

effects of long-term and severe eco-

nomic loss are supported by the most

prominent and ubiquitous findings in

epidemiology, in industrialized coun-

tries and globally. This finding has

become known as the “social gradient”

or “health gradient.”35 It specifies that

the higher the level of socioeconomic

status of a person or population, the

lower will be the mortality rate. The

direct inference is that elevation of

socioeconomic status decreases popu-

lation and individual mortality, while

declines in socioeconomic status pro-

duce increases in mortality. This study

is apparently one of the first that deals

with the importance of GDP per capita,

on both an annual and long-term basis,

in the reduction of mortality for major

causes during 2000 to 2018. In this arti-

cle, the value added is that statistical

tests were used to examine this

hypothesis on a US state basis. The

analysis over 2000 to 2018 provides

the extensive statistical degrees of free-

dom necessary to examine the impact

of the size of the health care work force

on multiple causes of mortality, holding

constant overall GDP per capita. The

resulting significant impact of the

health care workforce is one of the

major sources of mortality reduction

during 2000 to 2018. It is clear that

investment in the health workforce,

including public health, has been a

major factor leading to improvement in

the public’s health. Indeed, it is possible

that, absent the mortality-reducing

effects of the health care workforce

during 2000 to 2018, the impacts of

recession on increased mortality may

have been greatly enlarged.

Public Health Implications

The COVID-19–induced unemployment

and bankruptcy rates are robustly

related to increased excess mortality

from February to November 2020.

Economists and labor market special-

ists should therefore join public health

researchers to formulate policies that

reduce mortality. Rapid policy interven-

tion is especially required for popula-

tions of low socioeconomic status and

communities of color who have suf-

fered inordinately from COVID-19 in

terms of morbidity and mortality. The

vulnerability of these groups is attribut-

able not only to occupations that more

frequently involve interpersonal contact

but also to low socioeconomic position,

with considerably higher unemploy-

ment, income loss, and bankruptcy

occurring to these populations in

recession. We need to reconsider the

epidemiology–public health disciplines

involving natural disasters—epidemics,

heatwaves, floods, hurricanes, etc. The

typical approach in public health disas-

ter relief has been to concentrate on

mitigating the immediate disaster. But

the corollary economic and social impli-

cations of natural disasters could have

medium- and long-term implications

for substantially expanded illness and

mortality if these corollary effects are

not attended to.

Although the COVID-19 recession is

unique in being caused by a natural

disaster, it follows a pattern of reces-

sions during the 21st century, including

the Great Recession, of increasing the

total mortality rate and mortality specif-

ically attributable to major chronic

diseases, such as heart disease, cancer,

stroke, diabetes, and chronic lower

respiratory disease, as well as mental

health consequences, such as sui-

cide.36 It is clearly important for Con-

gress to provide sufficient funds to aid

in vaccine distribution and COVID-19

treatment of the full population. At the

same time, the minimization of deaths

attributable to the COVID-19 recession

requires ample funding for the unem-

ployed and underemployed, and to

individuals and businesses who have

experienced and are experiencing

major economic losses. Also, it is espe-

cially important for funding to mitigate

the maximum effect of recession to

communities of color, rural popula-

tions, and those “left behind” in previ-

ous governmental support efforts

during the Great Recession era. Given

the vulnerabilities of communities of

color to the pandemic and its economic

consequences, it would be important

to investigate more precisely how dif-

ferent racial/ethnic groups’ health vul-

nerabilities interact with economic

losses imposed by recessions of the

21st century. Furthermore, the prepan-

demic 2000–2018 analysis makes clear

that the absolute size of the health

workforce is a highly significant factor

in mitigating the results of economic

recession, low socioeconomic status,

and poverty. Investments into enlarging

the size of the health workforce, and

more generally into public health, is an

important priority for reducing overall

health inequalities in American society,

in both the short and long term.
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The Social Survey, the Metropolitan
Life Insurance Company, and the
Beginnings of the US Public Health
Service’s Sickness Surveys
M�onica Garc�ıa, MD, PhD

The earliest sickness survey of the US Public Health Service, which started in 1915, was the Service’s first

socioeconomic study of an industrial community. It was also the first to define illness as a person’s

inability to work. The survey incorporated the Metropolitan Life Insurance Company’s definition of illness,

which, instead of sickness rates, focused on duration of illness as a proxy of time lost from work. This

kind of survey took place in the broader context of the reform movements of the Progressive Era and

the social surveys conducted in the United States, which led to the creation of the Federal Commission

on Industrial Relations, where the Service’s sickness survey originated. The Service’s focus on the

socioeconomic classification of families and definition of illness as the inability to work enabled it to

show the strong link between poverty and illness among industrial workers. The leader of the survey,

Edgar Sydenstricker, and the Metropolitan Life Insurance Company came up with new ways to measure

the health of the population, which also influenced the Service’s studies of the effects of the Great

Depression on public health and the National Health Survey of 1935–1936. (Am J Public Health. 2021;

111(11):1960–1968. https://doi.org/10.2105/AJPH.2021.306454)

This is a study of the pioneering

socioeconomic sickness survey in

the United States, undertaken by the

US Public Health Service (hereafter

referred to as “Service”) in the 1910s.

The Service was created in 1912 to

assist the public health work of the

states. Between 1912 and World War II,

the Service carried out socioeconomic

investigations, which had an enormous

influence on the scientific and public

understanding of inequalities in health.1

These investigations also provided the

basis for innovative epidemiological

designs.2 The Service’s early socioeco-

nomic studies were also an adaptation

of the social surveys that expanded

after Charles Booth’s work on poverty,

Life and Labor of the People in London

(1899 and 1903), and Benjamin See-

bohm Rowntree’s study of poverty in

York, England, A Study of Town Life

(1901).3 The social survey in England

studied the urban working classes to

formulate programs to ameliorate the

harsh conditions of their lives.4 The

term refers to a number of investiga-

tions that, contrary to previous ones,

entailed the first-hand collection of data

about individuals, families, and house-

holds on a local rather than a national

level and developed in tandem with the

evolution of public policy and social

reform.5 Among the most notable were

those undertaken by the settlement

house movement in England and the

United States (i.e., the Hull House Maps

and Papers about Chicago, Illinois,

1890), the work of W.E.B. Du Bois

(1889), and the surveys sponsored by

the Russell Sage Foundation (the Pitts-

burgh Survey, 1907–1908).6 However,

historians have largely ignored the social

surveys devoted to public health. The

bibliography of social surveys by Allan

Eaton and Shelby M. Harrison of the

Russell Sage Foundation (1930) shows

that public health was indeed at the

core of the social survey.7 By focusing

on the work of the first economist-

statistician of the Service, Edgar Syden-

stricker,8 I will show how the Service’s

investigations were a continuance of the

Victorian and Progressive tradition.

One aim of the social surveys in the

United States was to be objective and

scientific, which, in the period in
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question, was synonymous with quanti-

tative methods. Indeed, the Progressive

reformers increasingly relied on statis-

tics, economics, and the emerging

social sciences: the Service’s early sur-

veys adopted the quantitative analyses

typical of the social survey.9 Of course,

neither quantification nor the effort to

measure the relation between social

conditions and health was a novelty at

that time. In the 19th century, public

health advanced in close connection

with the development of statistics and

the rationalization of government

administration. Starting in 1830, a

French doctor, Louis Ren�e Villerm�e, pio-

neered quantitative investigations that

established links between poverty and

the poor health of the working classes

in Paris, France,10 while in England, the

General Register Office, created in

1837, developed an institutional struc-

ture for the study of the relationship

between mortality, causes of death,

and occupation that became the basis

of the British public health move-

ment.11 In the United States, during

roughly the same period, the decentral-

ization of its government and the lack

of a comprehensive compilation of vital

statistics meant that there were no sys-

tematic studies of mortality patterns in

the whole population before the 1930s.

However, as Krieger and Fee have

pointed out, investigations of the links

between socioeconomic conditions

and health by federal agencies and

nongovernmental bodies were crucial

in revealing the socioeconomic factors

responsible for inequalities in health in

the first half of the 20th century.12

One novel feature of the Service’s

surveys, led by Sydenstricker, which

quantified the relation between socio-

economic conditions and health, was

the employment of the methods pio-

neered by the Metropolitan Life

Insurance Company. As some histori-

ans have noted, the insurance compa-

nies were responsible for some of the

most thorough mortality studies in that

period.13 In Britain, the statistician Wil-

liam Farr of the General Register Office

used the life tables technique of actuar-

ies to calculate life expectancy, age-

specific mortality rates, and standard-

ized mortality rates to determine which

districts of the country were healthy or

not and improve the conditions of pub-

lic health, which became the basis of

the 20th century British classification of

health conditions in terms of occupa-

tion.14 To throw further light on the

links between US life insurance compa-

nies and public health surveys, this arti-

cle shows how the Service’s investiga-

tions implemented the measurements

the Metropolitan Life Insurance Com-

pany used to investigate the health of

its policyholders. The company’s

approach not only influenced the Serv-

ice’s earliest survey but also continued

to be used up to the 1930s.

SOCIAL SURVEY AND
THE SERVICE

Soon after its creation, the Service

came up with a research agenda that

would eventually make poverty the

main focus of its analyses of the effect

of socioeconomic differences on

health.15 Sydenstricker was a graduate

of Washington and Lee University

(1902) and Fellow of Political Economy

at the University of Chicago

(1907–1908).16 His previous work in

labor economics for the Immigration

Commission (1907–1909)17 but, most

importantly, for the Commission on

Industrial Relations (1912–1915), con-

nects Sydenstricker’s work in the Ser-

vice with the social survey movement

initiated in Britain.

The term social survey was derived

from Booth’s work. Alarmed by the situ-

ation of the poor, certain sectors of

the middle and upper classes drafted

policies for social reform based on a

systematic accumulation of data.18

Quantification was a significant aspect

of the approach of Booth and his fol-

lowers. Rowntree’s work on poverty in

York (1901), for example, sought “the

true measure of the poverty in the

city . . . how much of it was due to insuf-

ficiency of income and how much to

improvidence.”19 Booth specifically set

out to show “the numerical relation

which poverty, misery, and depravity

bear to regular earnings and compara-

tive comfort” and measure the number

of people above and below the poverty

line.20 Instead of relying on official sta-

tistics, Booth innovatively compiled

first-hand data about the household cir-

cumstances of poor families gathered

by school board visitors. His findings

not only had a direct impact on public

policies and led to movements for social

reform in England, but they also

inspired pioneering social researchers

in the United States, including Jane

Addams and W. E. B. Du Bois.21

The social survey flourished in the

United States in the early decades of

the 20th century, thanks to the work of

the philanthropist Margaret Olivia Sage

and the magazine Charities and the

Commons (renamed Survey in 1909), a

leading national outlet for the reform

movement.22 The magazine’s editors,

Edward T. Devine and Paul U. Kellogg,

with financial support from the Russell

Sage Foundation, undertook the Pitts-

burgh Survey in 1907–1908, which

studied how industrial capitalism (the

steel industry) shaped urban develop-

ment.23 After the bombing of the Los

Angeles Times building in 1910 and the

subsequent conviction and
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imprisonment of those held responsi-

ble for it— John J. McNamara (the sec-

retary of the International Association

of Bridge and Structural Iron Workers)

and his brother, James McNamara—

these editors called on President Taft

to create a commission for the investi-

gation of social unrest. The bombing

was the culmination of two decades of

conflict between capital and labor

caused by demands for better working

conditions and the right to form trade

unions. Along with leaders of the social

survey movement, like Addams, the edi-

tors argued that the growing power of

capitalism in American life was creating

unrest in the working class, and

because this problem was beyond the

capacity of the country’s legal system, a

thorough investigation of trade unions

and the cost of strikes would be

needed to deal with it.24

Thus, pressured by the Progressive

reformers and leaders of the US social

survey movement, the US Congress

created the Commission on Industrial

Relations in 1912 to ascertain the

causes of industrial strife and ensure

decent working and living conditions.25

William Jett Lauck,26 who had studied

industrial communities for the Immigra-

tion Commission of 1907–1909,27 was

appointed director of research. Syden-

stricker assisted the sanitary adviser

of the Commission on Industrial Rela-

tions, the Surgeon General of the Ser-

vice, Benjamin S. Warren, in the investi-

gation of health insurance for wage

earners and the living conditions of

industrial workers and communities.28

A staff of more than 50 persons was

assembled for the Commission, most

of them young economists.29 Chiefly

concerned with the strikes and violent

protests that took place between 1910

and 1915, they interviewed more than

700 persons all over the country,

from businessmen to miners, farmers,

garment workers, lumberjacks, silk wea-

vers, and mechanics.30 The Commis-

sion served as a training ground for a

new generation of labor economists

and social investigators who came into

prominence during the 1920s and the

New Deal.31

Sydenstricker also surveyed commu-

nity welfare for the Commission and

studied the public hearings on the

building trades of New York City, collec-

tive bargaining in the anthracite coal

industry in Pennsylvania, and the condi-

tions of industrial workers.32 In his

study of Pennsylvania coal miners, he

argued that the causes of industrial

unrest were the irregularity of employ-

ment, the fall of the real income of the

miners, and “the manner of living, stan-

dard of home, the real value of the

worker’s wages as expressed in com-

modities and enjoyment”; the wage

earner lacked incentives to become a

“stable citizen.”33 The unrestrained

growth of industrial centers had

brought about poverty, physical degen-

eration, and moral deterioration, he

argued.34 Municipal governments, not

social workers—with their “taint of

charity”—should be responsible for

community welfare, in his view.35 His

findings supported the Progressive

reformers, who wanted the authorities

to guarantee the rights of the poor to

employment and insurance.36

The Commission believed that the

responsibility for the worsening condi-

tions of workers and industrial violence

lay with the big corporations: their

enormous profits were not fairly shared

with their workers or consumers.

Instead of tracking real earnings over

time, Sydenstricke�rs report, Conditions

of Labor in the Principal Industries, ana-

lyzed the extent to which a worker’s

income would support a decent

standard of life: the average wage-

earner’s family spent from three

fourths to four fifths of its income on

subsistence, leaving little or nothing for

unemployment or old age.37 According

to Sydenstricker’s report, “Fully one-half

of the wage-earners’ families in the

United States do not have any income

sufficient for adequate subsistence and

health.”38

While the Commission had not been

formed to investigate the health of

workers, in 1915, Warren asked Lauck

to help the Service to determine the

causes of sickness and mortality among

wage earners in a typical industrial

community. It rested on Warren’s idea

that such problems had complemen-

tary “hygienic and economic” causes

and, thus, the “economic and hygienic

facts should be obtained at the same

time and for the same conditions.”39

A one-year study of “a fair type of the

American industrial town” of 20000 to

30000 inhabitants, with 4000 workers

in a single predominant industry and a

complete range of wages, would be

ideal, argued Warren: the community

should be as average as possible,40 and

the study should focus on a cross-

section of national conditions (although

African Americans were excluded).41

The main value of that study, never

made before, would be to show “the

real” relation of economic and hygienic

conditions in a typical industrial

community.42

Lauck fully agreed with the

“determination in a scientific manner of

the relation of sickness and mortality to

poverty and all that the term poverty

means.” In his opinion, although Row-

ntree’s study of poverty in York was

groundbreaking, it was out of date and

only applied to England; because “there

is nothing in America of its kind,” it

would be “the first survey in the field.”43
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Warren claimed that Sydenstricker’s

study for the Commission on the cost

of living would have a direct bearing on

the question of health, a study that

“has never been made before;”

because the whole subject “so closely

involves economic facts and questions,”

Sydenstricker was hired by the

Service.44

THE SERVICE'S EARLIEST
SICKNESS SURVEY

With Sydenstricker on board, Warren

carried out his investigation of the

causes of sickness and mortality among

the wage earners of a typical industrial

community. This plan drew on the Serv-

ice’s studies of pellagra in South Caro-

lina, starting in 1914, under physician

Joseph Goldberger. Goldberger sought

to determine whether there was a

causal relationship between diet and

the disease with the use of clinical and

experimental methods.45 Warren and

Sydenstricker planned to complement

Goldberger’s investigations with a study

of the economic and sanitary factors

responsible for pellagra, not just the

dietary ones. For the 1915–1916 study,

they chose seven cotton mill villages in

northwestern South Carolina, with 500

to 800 inhabitants each, where pellagra

was prevalent. A house-to-house can-

vass was supervised by physician

George A. Wheeler, and the assembling

of data on the families’ diet and income

by Sydenstricker. This field work (which

continued until 1919 at least) also

investigated the links between income

and illness in general, not just with

pellagra.

It was the first study of the close cor-

relation of “hygienic” and “economic”

conditions in an industrial community46

and drew on the methods of Booth

and Rowntree: the first-hand collection,

by a trained investigator, of data about

individuals, families, and households on

a local level, and an attempt to quantify

the phenomena and pressure public

policy to make social reforms.47 Lauck

believed that the Service’s sickness sur-

vey would provide a “solid foundation

for more intelligent and constructive

remedial measures,”48 while Warren

and Sydenstricker urged the federal

government to implement a system of

sickness insurance, arguing that a study

of the causes of sickness among wage

earners would throw light on the

responsibilities of employers, employ-

ees, and the public for these

conditions.49

Instead of the “indefinite terms” like

“poor,” “fair,” and “well-to-do” commonly

used to classify the population’s living

conditions, Sydenstricker and his asso-

ciates used quantitative methods and,

“for the purpose of accuracy and con-

venience,” an index of living conditions

was expressed in a numerical form.50

They took into account the income and

food requirements of the family when

classifying the sample population,

about 4160 people in about 750

households.51 The resulting groups—

half-month income of less than $6.00,

$6.00 to $7.99, $8.00 to $9.99, $10.00

to $13.99, and $14.00 or more—

showed a crude case rate of pellagra

per 1000 of 42.7, 26.0, 12.8, 4.1, and

3.4 for the year 1916, respectively.

According to the authors, “It is the first

reported study in which the degree of

the long-recognized association

between poverty and pellagra inci-

dence is measured in a definite, purely

objective manner.”52

Similarly, for the analysis of the possi-

ble association between family income

and sickness in general, the same

investigators used the term “disabling

illness” as a proxy for sickness to make

their results as comparable as possible

with the contemporary sickness sur-

veys by insurance companies.53 “Sick”

persons were those who were “unable

to work” on account of sickness or acci-

dent, including those “up and about but

unable to work” and those confined to

bed.54 The community sickness surveys

in question had been made by the Met-

ropolitan Life Insurance Company in

1915. The definition of sickness as dis-

ability and the instructions to the field

agents of the Service’s survey were

exactly those of the insurance com-

pany.55 The unemployment surveys the

insurance company made in conjunc-

tion with the US Bureau of Labor Statis-

tics paved the way for the company’s

sickness surveys.56

METROPOLITAN LIFE
INSURANCE COMPANY

Unemployment had been one of the

major concerns of the investigations of

social unrest, not only of the Commis-

sion on Industrial Relations but also the

Bureau of Labor Statistics and local

organizations. The Bureau regarded

unemployment as the greatest evil of

the capitalist system. The Commission

presented a novel official view of unem-

ployment as a collective tragedy that

society was responsible for, instead of

voluntary organizations or the private

sector.57 Meanwhile, the Bureau, the

government of New York City, and the

Metropolitan Life Insurance Company

set out to measure unemployment, first

in New York City, then nationwide.58

In January 1915, the agents of the

Metropolitan, in conjunction with the

Mayoralty of New York, visited the fami-

lies of the policyholders, 155960 in all,

and concluded that 18% of all potential

wage earners were unemployed. Hav-

ing found the same percentages based
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on the 1910 census, the Bureau

enlisted the insurance company to

make studies in other cities. All persons

who had any employment, regular or

irregular, full or part time, were

recorded as employed.59 The Bureau,

in cooperation with the insurance com-

pany, surveyed 16 cities in the East and

Midwest and 12 cities in the Rocky

Mountains and the Pacific Coast to find

out whether unemployment was

because of “no work to be found,”

“sickness or disability,” “strikes or lock-

outs,” or “other causes.”60

Having found that 11% of unemploy-

ment was associated with sickness or

workplace accidents, the Metropolitan

set out to measure the “amount of ill-

ness prevailing in American

communities.”61 It chose the city of

Rochester, New York, for its initial

“sickness census” in September 1915.

In all, 7638 families, made up of 34490

persons, were surveyed, almost 10

times the number of families canvassed

in the Service’s earliest sickness survey

in South Carolina. The census divided

sickness into cases in which the illness

did or did not result in incapacity (to

work). The instructions to the agents

specify, for those who were found to be

sick, that—

The sick should include: (a) Those

persons who are up and about, but

are unable to work because of sick-

ness or accident; (b) Those who are

confined to bed at home because of

disease or accident; (c) Those who

are receiving treatment in hospitals

or similar institutions.

The question “how long sick to date”

should be answered in days, weeks

or months62

—the same method of the Service’s

earliest community survey.

Disease understood as an inability to

work surpassed disease understood as

a specific medical diagnosis. Using the

former, the company calculated the

effects of sickness in the general popu-

lation of Rochester, in terms of days

lost from work and, thus, wages lost in

a year. Illness in a community—or the

prevalence of sickness—could thus be

translated into economic losses—and

perhaps into calculating premiums.63

The company noted that “a sick bene-

fit society experiencing a light sickness

rate may come to grief if the sicknesses

involve protracted payments of benefit

out of all relation to the premiums

charge.” So, classifying sickness rates by

sex, age, and other measures was per-

haps less important than

to know that, of those cases of sick-

ness, 56% will probably last more

than one month, 39% more than 3

months, 25% more than one year

and 14% more than 3 years . . . per-

sons interested in the social conse-

quences of sickness are more likely

to inquire into the durations of sick-

nesses than, primarily, into the sick-

ness rate.64

This definition of sickness dates back

to the company’s free Visiting Nurse

Service created in 1909. Lee K. Frankel,

then head of the company’s welfare

and health program, believed that the

nurse service benefitted both the poli-

cyholder, usually a worker, and the

company: the policyholders who were

taught the importance of personal

hygiene would be less likely to suffer

from illness and premature death, and

the company would likewise profit from

a lower mortality rate.65 But the com-

pany’s need to show that spending a

policyholder’s money on health work

would reduce the cost of insurance,

with findings backed by data,66 led it to

compile information about the policy-

holders, in the form of a “new case and

history slip” the nurses had to fill in at

the bedside, which included such ques-

tions as “how long was the patient ill at

the time of the first visit? Up and about?

In bed?”67 This information was

grouped into the general category of

“inability to work” in the sickness sur-

veys done in Rochester in 1915, which

in turn were taken up by the Public

Health Service’s sickness survey in the

cotton mill villages in South Carolina.

With this definition and metrics, the

Service found in 1915 to 1916 that the

rates of disabling illness (inability to

work) per 1000 persons in the families

of the cotton mill villages with an

income of less than $6.00, $6.00 to

$7.99, $8.00 to $9.99, and $10.00 and

more were 70.1, 48.2, 34.4, and 18.5,

respectively.68

THE LATER
SICKNESS SURVEYS

The socioeconomic classification of the

families used by Sydenstricker in the

South Carolina sickness survey, and

the definition of illness proposed by

Metropolitan Life Insurance Company,

were at the core of several sickness

surveys of the following decades. In the

Service’s investigation of the mortality

rates from influenza during the pan-

demic of 1918 and the sickness survey

of Hagerstown, Maryland (1921–1924),

of the incidence of several diseases

among 1600 families (7200 persons),

information on the economic status of

the respondents was recorded but it

was left to the enumerators to classify

the families with the use of “indefi-

nite”—not quantitative—categories:

“well-to-do, comfortable, moderate,

poor, very poor.”69 The 1928 and 1931

surveys of 8758 families in 17 states by
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the Committee on the Cost of Medical

Care, with the participation of Syden-

stricker and the insurance company,

used the company’s definition of illness:

“any disorder which wholly or partially

disables an individual for one or more

days. . . .”70; and the number of days in

bed, days lost from school or work, and

total duration of each illness were also

recorded.71

In the studies done during the

Depression by the Milbank Memorial

Fund and the Service with the Metro-

politan Life Insurance Company under

the auspices of the Health Organization

of the League of Nations, quantitative

data of 12000 families in 10 localities,

including eight large cities, were com-

piled. The households were classified

according to their economic status as

comfortable, moderate, or poor to

determine and quantify whether a fall

in income had affected their health.72 A

“disabling illness” was defined as a situ-

ation in which “the person was unable

to work, attend school or undertake

other activities for 1 or more days dur-

ing the 3 months period of the study.”73

This methodology was based on the

assumption that mortality statistics

were an insufficient way to measure a

nation’s health. The conservative mem-

bers of the League of Nations Health

Organization, who eventually won

the upper hand, had claimed that the

decline in mortality rates during the

1930s meant that the economic crisis

had not affected public health, while

Sydenstricker, now working for the Mil-

bank Memorial Fund, and George St

John Perrott, from the Service, showed

the opposite: that morbidity (disabling

illness) was directly linked with socio-

economic status (income).74

Historian George Weisz has shown

that defining disabling illness as inability

to work and perform other activities

was crucial for the focus on chronic dis-

ease of the biggest morbidity survey up

to then: the National Health Survey

(1935–1936), whose aim was to sup-

port health care reform.75 Syden-

stricker was the driving force of this

survey as well. Weisz argued that its

focus revealed the pervasiveness of

chronic disease and how the poor, who

had less access to health care, suffered

more from diseases than other

classes.76

CONCLUSIONS

The earliest socioeconomic sickness

survey in an industrial community

undertaken by the US Public Health

Service in 1915, a result of the US social

survey movement, marked the begin-

ning of a methodology of research that

stretched to the National Health Survey

of the 1930s. Other agencies, like the

US Children’s Bureau and the National

Tuberculosis Association, also used

information on a family’s economic sta-

tus or occupation in their mortality

investigations. With the decline of the

Progressive movement, institutional

and methodological changes, and the

outbreak of World War II, the socioeco-

nomic measurements used for vital sta-

tistics were virtually abandoned.77

However, the 1935–1936 National

Health Survey’s definition of illness in

terms of days of disability played a sig-

nificant role in the United States’ epide-

miological and political approach to

chronic diseases, while the National

Health Survey became a major source

of information for the arguments that

eventually led to the establishment of

Medicaid.78 This definition originated

with the Metropolitan Life Insurance

Company’s sickness surveys and was

adopted by the surveys that the Public

Health Service began in the 1910s.

Both organizations participated in the

Committee on the Cost of Medical Care

and in the studies made during the

Depression. The extent to which the

Service’s concerns about the health of

the wage earners coincided with the

interests the company is a subject that

requires further research.
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“American Indian” as a Racial
Category in Public Health:
Implications for Communities
and Practice
Danielle R. Gartner, PhD, Rachel E. Wilbur, MPH, and Meredith L. McCoy, PhD, MEd

When public health considers the health and disease status of Indigenous people, it often does so using

a racial lens. In recent decades, public health researchers have begun to acknowledge that commonly

employed racial categories represent history, power dynamics, embodiment, and legacies of

discrimination and racism, rather than innate biology. Even so, public health has not yet fully embraced

an understanding of other components of identity formation for Indigenous people, including political

status within Native nations.

In this article, we discuss why the continued racial conceptualization of Indigeneity in US public health is

inadequate. We begin by providing a brief account of racialization as a tool of colonization, of failure to

recognize and acknowledge Indigenous sovereignty, and of common public health practices of

Indigenous data collection and interpretation.

We then articulate the stakes of racialized health data for Native communities. We end by offering

alternative approaches, many drawn from scholarship from Indigenous researchers. (Am J Public

Health. 2021;111(11):1969–1975. https://doi.org/10.2105/AJPH.2021.306465)

In what is currently the United States,

it is common to encounter state-

ments like “American Indian/Alaska

Native adults are nearly three times

more likely than non-Hispanic white

adults to be diagnosed with diabetes,”1

and “the incidence of laboratory-

confirmed COVID-19 cases among AI/

AN persons was 3.5 times that among

white persons.”2(p1169) In addition to

communicating the disproportionate

disease burden borne by American

Indians, Alaska Natives, Native Hawai-

ians, and Pacific Islanders in the United

States, these aggregated, racially bound

statistics are difficult to accurately inter-

pret and carry four significant implica-

tions, which we outline in the following

paragraphs. We primarily focus this

article on the experiences of American

Indian people whose traditional home-

lands are located in what is currently

understood as the lower 48 states of

the United States. Although many of

these experiences will also resonate

with Native Hawaiians, Pacific Islanders,

and Alaska Natives, there are also criti-

cally distinct contexts that shape issues

of citizenship and governance differ-

ently for their communities.

In this article, we suggest that without

careful contextualization and consider-

ation of the historical background of

racialization in the United States, com-

mon practices that categorize Indige-

nous people by race imply a biological

or genetic origin, rather than a struc-

tural cause, for health differences

between Native and non-Native com-

munities. Second, by ignoring the

unique and complex sociopolitical and

historical contributors to health within

each tribal community, such

approaches mistakenly represent

diverse Native communities as a mono-

lith. Third, when researchers perceive

Native peoples as a homogenized

group, they often fail to assess the

importance of tribal sovereignty and

locally specific metrics of belonging

within Native nations. Lastly, such

approaches obscure how colonial poli-

cies have disproportionately and nega-

tively affected health and well-being,
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placing the blame on individuals

instead of the compounded impacts

of a systematic lack of access to care,

environmental racism, economic depri-

vation, educational violence, and dis-

criminatory policies.

We begin with background informa-

tion about identity, racialization, and

common practices for collecting and

using data about Native people from

public health research. After detailing

what is at stake for Native communities

when collection and interpretation of

Native-specific health data rely solely

on a racial lens, we end by offering

alternative approaches.

Throughout this article, we use

“Native” and “Indigenous” interchange-

ably, a practice based on our experien-

ces as Indigenous women and as

researchers. The term “American Indi-

an” is inscribed in federal law, and we

use American Indian or the category

“American Indian/Alaska Native” (or AI/

AN) where such categorization aligns

with large existing data sets or with

federal law.

BACKGROUND

Before the onset of colonization, there

were no “Indians” or “Natives”; rather,

there were Anishinaabeg, Dee-ni’,

Chahta, Din�e, Samoans, and hundreds

of other distinct societies. Our shared

experiences of colonization link us

together, even as our distinctiveness as

individual nations persists. Our identi-

ties today continue to be intimately

shaped by our relationships to each

other, to our homelands and waters, to

our plant and animal relatives, to our

languages, and to our teachings. We do

not, and have never, needed external

governments or researchers to tell us

who we are. Rather than biology, our

identities reflect our shared obligations

to one another and these ongoing

connections.

For many Native people, our status

as citizens or descendants of specific

Native nations plays a key part in how

we perceive our identities. This forms

the basis for our political status, as citi-

zens of both the United States and our

respective Native nations. Native

nations are sovereign governments

with the inherent right to determine cri-

teria for their citizenry, a right that the

Supreme Court of the United States (in

Santa Clara Pueblo v Martinez) and the

United Nations (in its Declaration on

the Rights of Indigenous People) have

each recognized as among the core

obligations and rights of any sovereign

government. Each Native nation makes

decisions about its citizenry based on

its unique historical, sociopolitical, and

environmental contexts.3

Today, Native people live in urban,

suburban, and rural settings across all

states and territories. As researchers, it

is imperative that we listen to, honor,

and abide by the ways in which people

identify themselves, including attending

to the vast diversity within and between

Native communities. Doing so must

take priority over convenience in how

we think about, organize, analyze, and

present our data. Doing otherwise is

not only unethical, but can also result

in poor, inaccurate results that collapse

critical differences between

communities.4

FEDERAL ATTEMPTS
TO RACIALIZE
AND HOMOGENIZE

The United States, a nation with a long

history of differentially defining racial

groups using biologically based notions

of race to the direct benefit of White

Americans, has insisted on a false

homogenized and racialized narrative

about Indigeneity.3 Blood, for example,

has been used as a structuring cate-

gory to both categorize and erase

Native people. This has been most visi-

ble in the policy of blood quantum, a

government-created metric under

which agents of the government would

identify and record Native people by

their perceived percentage of “Indian

blood,” often based on phenotypic

characteristics. Use of blood quantum

was the beginning of a system of

administrative genocide whose pur-

pose was to eliminate Indigenous

peoples and, by extension, open Indig-

enous lands for settler use.

This homogenization has long been

a tool for settler acquisition of Indige-

nous lands; during the treaty-making

period, policymakers used blood as a

metaphor for identity as they defined

legal and social concepts of race.5 The

United States used this racialization in

its attempts to render Native peoples

interchangeable for the purposes of

control, as federal Indian Affairs Com-

missioner J. D. C. Atkins wrote in 1888:

“The object of greatest solicitude

should be . . . to blot out the bound-

ary lines which divide [Native people]

into distinct nations, and fuse them

into one homogeneous mass.”6(p9)

Rather than shared biological traits, it

is this shared experience of colonial

harm, as well as shared strategies for

resistance to it, that connect Native

people.

PUBLIC HEALTH METRICS
AND INDIGENEITY

The social and historical context of

each Native nation shapes the distribu-

tion of health and disease within its

population today, because of centuries

of colonial policies aimed at Indigenous
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elimination.7,8 Examples of these

include, among others, removing Native

people from their homelands, which

disrupted medicinal, nutritional, and

ethnobotanical practices; crowding

Native students into federal boarding

schools, deeply unhygienic spaces

where Native youths faced both assimi-

lation and abuse as well as disconnec-

tion from their families, communities,

and traditional knowledge; sterilizing

Native women in Indian Health Service

facilities to reduce the size of subse-

quent generations; mining, nuclear

testing, and nuclear waste disposal on

the homelands of American Indians,

Alaska Natives, Native Hawaiians, and

Pacific Islanders, resulting in high rates

of environmental exposures and dis-

ease; and superimposing government-

delivered commodity food rations while

restricting access to traditional Native

foodways, contributing to epidemics of

diabetes and metabolic disease in

Indian Country.

Existing health disparities stem from

these and other forms of structural

harm rather than biological deficiency.

And yet, the persistent rhetoric of race

within public health research obscures

the impact of colonial violence on

health outcomes. To make matters

more complicated, there is no consen-

sus for how to collect, organize, and

analyze data from Indigenous research

participants. Large data sets often use

either self-reported survey questions,

which may allow respondents to

include their tribal nation in addition to

the more generic “American Indian/

Alaska Native,” or close-ended ques-

tions that ask respondents to identify

themselves within a given racial schema

(e.g., White, Black, other). Both options

are vulnerable to overcounting (when

people who are not recognized by a

Native community mark themselves as

Native) and undercounting (when multi-

racial people are not given the option

to select multiple racial identities). As

an example, the 2020 US Census,

which helps determine resource alloca-

tion based in part on race, used the

following close-ended self-reported cat-

egories for race: White, Black or African

American, American Indian or Alaska

Native, Asian, Native Hawaiian and

Pacific Islander, and some other race,

with the additional option to write in

tribal affiliation. Other studies or sur-

veys measure race as determined by

an outsider, often a researcher or med-

ical professional, with or without the

input of the survey participant. This can

result in discrepancies between an indi-

vidual’s self-identification and their offi-

cial record, as stereotypes of what

Native people are “supposed to look

like” dominate the national imagination.

WHAT IS AT STAKE

As the categories “American Indian/

Alaska Native” and “Native Hawaiian/

Pacific Islander” have become codified

in many areas of social inquiry in the

United States, so too have they passed

into usage in public health research,

leading many researchers to errone-

ously see racial articulations of Native

peoples as legitimate. To better

express the problems associated with

applying these racial categorizations,

we name what is at stake for Native

people and communities in the United

States with this continued use.

Public health’s use of racial categoriza-

tion ignores the treaty-based nation-to-

nation relationship between the United

States and Native nations. Doing so also

ignores the legal implications of sover-

eignty and self-governance, particularly

around defining citizenship.5 Any atten-

tion to Indigenous health outcomes

must therefore reflect the ways in which

Native nations define their citizenry,

rather than masking each under a ubiq-

uitous, homogenizing category.

The continued application of this cat-

egorization also ignores individuals’

articulations of themselves. Use of the

racialized category is a values-based

decision, one that sends the message

that the racial designation of Indige-

nous people matters more than other

ways of defining Indigeneity.9,10

Privileging race means that other artic-

ulations of belonging, based on cere-

mony, citizenship, or kinship, are not

seen as legitimate or are seen as less

legitimate than racial criteria.9 Contin-

ued use of the racial Indigenous cate-

gorization lends credibility to the colo-

nizer’s view of who qualifies as “Indian”

and clearly articulates who has the

power to decide.10,11 Any attention to

Indigenous health outcomes must

therefore also reflect the ways in

which Indigenous peoples define

themselves.

Public health’s use of the racial cate-

gorization system also supports the dis-

possession of Native communities of

their land and resources,10,11 as it fur-

thers the logic embedded in colonial

policies that have long been “rooted in

imperialism, White supremacy, and a

desire for material gain.”12(p92) Indige-

nous populations, when viewed as a

racial category, are seen as small and

shrinking in size because of inaccurate

assumptions about the inevitability of

Indigenous extinction, assumptions

that emerge from both historical narra-

tives steeped in Manifest Destiny and

racist beliefs that multiracial Indigenous

people are not “Indigenous enough.”

Research practices that lump or alto-

gether drop Indigenous peoples from

data sets through practical considera-

tions regarding sample size perpetuate
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discourses of Indigenous disappear-

ance and death by reflecting a false

perception of a country without Native

peoples where Native lands and

resources are up for grabs by others.

Additionally, non-White racial catego-

ries are often conflated with innate bio-

logical or genetic deficiency, and thus

any connection to disease is

highlighted.13 As such, racialized

communities are seen as bearing a dis-

proportionate burden of morbidity and

mortality, whereas Whiteness is rarely

connected with health risks.14 One

result of incorrectly placing causation

BOX 1— Potential Solutions for Commonly Encountered Issues in Indigenous Health Research: Data
Aggregation

1. Data aggregation severely limits the local applicability of research results but is unavoidable if no effort is made to obtain tribal affiliation of
participants.
� Research that is conducted by or in collaboration with Native nations, on health concerns directly identified by those nations, is more likely to

focus on specific tribal communities instead of a homogenized “Native America.”
� When feasible, data collection should allow for statements of tribal affiliation, including descendancy.17 In these cases, use of “tribally affiliated”

rather than “tribal citizenship” is preferred to account for unenrolled people who maintain tribal affiliation.18

� Tribe-specific data collection greatly assists in the development of local programs and policies and aids in the disaggregation of aggregated
estimates.19 However, when performing secondary data analyses, it may prove impossible to differentiate between tribal communities if the
original survey failed to collect such data. In these cases, the inability to specify findings by tribal group should be listed as a limitation.

� The inability to differentiate between tribal nations is a common limitation of secondary data analyses. Recognition of data limitations should
motivate researchers to “do better” in the future, improving the quality of tribal data in public health over time by oversampling in population-
wide studies or by conducting tribe-specific studies.16

2. Data aggregation may raise ethical concerns if appropriate tribal approvals are not sought during the research process.
� Tribal IRBs (institutional review boards) and RRBs (research review boards) exist to protect the interest of tribes, particularly given previous,

egregious research-based mistreatment of Indigenous peoples. Therefore, it is essential to engage with tribal research boards and Tribal Councils
from the tribal nation of each participant when conducting research with Native peoples.16,18,20

� Do not publicly report on tribe-specific information without consulting Tribal Councils21 and having data use agreements in place.18

3. Data aggregation across tribes obscures important health disparities within and between tribes.22

� Each Native nation has unique community values, history, religion, language, epistemology, political affiliations, presence of economic drivers, age
structure, health insurance coverage and access, disease prevalence, distributions of risk, and protective factors. Each of these affects the
distribution of health and disease; policies and programs aimed at eliminating health disparities should be tailored to local contexts to achieve
greatest effectiveness.

� There are instances, however, in which studying the aggregate Native experience is called for: specifically, when assessing the impacts of structural,
environmental, and interpersonal racism onNative nations collectively. In these cases, it is the racism of a system and the outcomes of that racism that
are being evaluated, not the “race” of the people that system affects. Approval from tribeswhose data are being aggregated is still required.20

� Other instances in which data aggregation may be appropriate include the following20:
� Similarities in community locality and characteristics, including population density (urban/rural) and availability of natural resources (coastal,

inland).
� Similarities in environmental contaminant exposure that may affect local food, water, and soil.
� Similarities in ability to access health-related resources and services, including travel distances to resources and services, cultural sensitivity of

care provision, spaces for physical activity, healthy food availability, and educational opportunities.
� Overall affluence and economic development, including presence of local economic drivers and unemployment levels.

BOX 2— Potential Solutions for Commonly Encountered Issues in Indigenous Health Research: Avoiding
the “Other” Category

Adequate data regarding disease burden is critical when justifying the need for prevention or intervention programs and health policies. Indigenous
peoples may make up a small proportion of the overall participants in health studies, but altogether removing Indigenous peoples from results or
collapsing Indigenous populations into an “other” category obscures important and needed health data.
� Studies should report and publish results for numerically small groups, regardless of statistical significance of estimates.17 For a discussion of

similar dynamics in higher education research, see Shotton et al.23

� When sample sizes do not allow for statistical significance to be achieved, studies should avoid the urge to group numerically small groups,
including Indigenous communities, into an “other” category. Instead, report results by group, regardless of sample size.17 Indeed, when
practitioners attempt to use existing data to justify the need for programs or to develop prevention or intervention projects, estimates that
categorize Indigenous communities as part of an “other” group are of little utility.17

� Limited data, when limitations are clearly specified, are better than no data. Withholding Indigenous-specific estimates makes it impossible for
future meta-analyses or pooling projects to make use of existing study results. Further, Indigenous communities have noted that although they
participate in studies, they often do not see results that are relevant to them. This weakens relationships necessary for the research enterprise to
be sustained. Additional useful information includes sample size (raw numbers), percentage of total population, and confidence intervals (with
explanations of their meanings). Include issues that stem from sample size in the limitations section.

� Small sample size should not be considered an obstacle to high-quality research, particularly since findings can yield useful information for local
practitioners. Include the results of qualitative techniques, such as focus groups or talking circles, to provide important information otherwise
obscured by small sample sizes.18
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for the burdens of disease on racial

groups instead of structural factors is

that it blames Native people (rather

than settler colonialism) for health

disparities.

Finally, condensing all Native people

into a single category erases the

unique experiences of each tribal

community—experiences that have a

significant impact on health. Conclu-

sions and health interventions based

on research conducted using such

broad strokes are unlikely to be

effective at either identifying the root

causes of health disparities unique to

each tribal community or identifying

effective intervention strategies. In

light of the immense diversity within

Indian Country, Native people should

not be consolidated under a single

category for health research. Such

statistical categories obscure the dis-

tinctions between Native nations

(each with its own histories, political

and environmental contexts, and sys-

tems for governance, education, and

health) and reify notions of Indige-

nous essentialism.

TOWARD SOLUTIONS

In this article, we have offered a brief

window into identity and the ramifica-

tions of public health’s “colonial blind-

ness” on the collection and analysis of

health data for Indigenous peoples.15

Moving ahead, we urge a pivot in public

health scholarship to an approach that

identifies the true factors responsible

for poor health outcomes in Native

communities. These shifts may lead to

more targeted, systems-focused

interventions and promote increased

tribal self-determination in health

research processes. For those inter-

ested in pursuing public health

research with Indigenous communities,

we offer a set of recommendations,

which join our own suggestions with

those previously published by col-

leagues.16,17 Indeed, 20 years ago, Bur-

hansstipanov and Satter raised several

of these issues and offered solutions

in this very journal.17 We lament that

many of these suggestions have gone

unheeded. Boxes 1–4 synthesize previ-

ously proposed solutions as well as our

own suggestions. Note that the boxes

do not provide an exhaustive list of all

activities that researchers might do to

be good stewards of the research pro-

cess, nor do they reflect every recom-

mendation from previous studies.

BOX 4— Potential Solutions for Commonly Encountered Issues in Indigenous Health Research: Avoiding
Exploitative and Extractive Research Practices

There is a long history of researchers enacting exploitative and extractive practices in Indigenous communities, and studies have too often presented
Indigenous peoples as deficient.
� The foundation of Indigenous data sovereignty is that Indigenous peoples have the right to determine how, when, where, and for what purposes

data about them are collected, accessed, analyzed, interpreted, managed, and disseminated. Because of this, researchers must pay attention to
local data sovereignty practices and consult data sovereignty networks.25–28

� Data needs vary across Indigenous peoples. Data are needed that meet the needs and desires of specific communities. When Indigenous data
needs are met, and data reflect the priorities, values, and diversity of Indigenous peoples, then these data can disrupt deficit narratives, present
the realities of Indigenous people’s lives, and support Native nation (re)building.26,29

� Research findings must benefit the participating community.27 Findings should be shared with the participating community before being
disseminated to the broader scientific community.20,25

BOX 3— Potential Solutions for Commonly Encountered Issues in Indigenous Health Research:
Indigenous Identification and Classification

1. Providing an opportunity to mark “all that apply” rather than a single racial or ethnic identity allows individuals free choice in self-identification.
� Several governmental data collection efforts (e.g., the US Census) include options to self-identify and select multiple racial and ethnic identities.
� Carefully consider when it is best to have participants identify as multiracial and how those individuals will be considered in analyses and

reporting.17 Make your intentions clear and include your rationale in research communications.16

� Some community advocates have suggested that Indigenous peoples check only 1 race to ensure that they are tabulated as Indigenous and that
associated resource distributions would be more equitable.17 Always consult and seek guidance from Indigenous communities to better
understand how they define themselves.24

� “Select all that apply” instructions may lead to highly specific results or groupings that are difficult to interpret (i.e., “American Indian and Black”
vs “American Indian, Black, and Asian”); it is still important, however, to offer the opportunity to self-identify. Aggregation into broader categories
can be done, with documentation.18

2. Racial misclassification, specifically undercounting of Indigenous populations, is a well-described issue in health research. Administrative data
frequently misreport Native people as belonging to other racial or ethnic groups.
� Under no circumstances should phenotypic or cultural characteristics (hair, skin color, clothing, language) be used to assign racial identity or tribal

affiliation.21

� Racial classification by others (i.e., not self-identified) is affected by social processes and stereotypes and is therefore not accurate.4,21
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However, we believe the included rec-

ommendations offer a good place to

start in supporting Indigenous public

health in a way that upholds tribal

nations’ sovereignty with regard to their

people, lands, and data. Such recom-

mendations are in alignment with

Articles 4 and 7 of the declaration of

the Indigenous and Tribal Peoples

Convention of the International Labor

Organization, which hold that Indige-

nous peoples have the right to set pri-

orities and parameters for projects that

affect their lives, and that all initiatives

must protect against harm to Indige-

nous bodies, lands, properties, cul-

tures, and institutions.

CONCLUSION

Public health researchers and practi-

tioners must listen to and honor the

ways in which Indigenous peoples iden-

tify themselves. Doing so must take pri-

ority over convenience in how we think

about, organize, analyze, and present

our data. Given the history of unethical

and inappropriate health research in

Indian Country and the long-standing

practice of non-Native researchers

imposing their own definitions for and

expectations about Native communi-

ties, it is essential to listen to and follow

the research priorities and guidelines

of Native nations and Native-run organ-

izations. Native-run organizations have

issued guidance for these processes,

including the National Congress of

American Indians’Walk Softly report,27

several briefs by the Urban Indian

Health Institute,30 and the United

States Indigenous Data Sovereignty

Network.31 Relatedly, a recent National

Institutes of Health–commissioned

document, American Indian and Alaska

Native Research in the Health Sciences:

Critical Considerations for the Review of

Research Applications, assists reviewers

in understanding the unique context of

funding applications that propose

research with Indigenous communi-

ties.32 Failing to follow these guidelines

may produce inaccurate or difficult-to-

interpret results and is also unethical.

We hope the recommendations we

have outlined here provide an intro-

duction to alternative practices as

public health researchers endeavor to

represent data about Native communi-

ties with the dignity and nuance that all

people deserve.
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Trends in Cannabis Involvement and
Risk of Alcohol Involvement in Motor
Vehicle Crash Fatalities in the United
States, 2000–2018
Marlene C. Lira, MPH, Timothy C. Heeren, PhD, Magdalena Buczek, MS, Jason G. Blanchette, JD, MPH, Rosanna Smart, PhD,
Rosalie Liccardo Pacula, PhD, and Timothy S. Naimi, MD, MPH

Objectives. To assess cannabis and alcohol involvement among motor vehicle crash (MVC) fatalities in

the United States.

Methods. In this repeated cross-sectional analysis, we used data from the Fatality Analysis Reporting

System from 2000 to 2018. Fatalities were cannabis-involved if an involved driver tested positive for a

cannabinoid and alcohol-involved based on the highest blood alcohol concentration (BAC) of an involved

driver. Multinomial mixed-effects logistic regression models assessed cannabis as a risk factor for

alcohol by BAC level.

Results.While trends in fatalities involving alcohol have remained stable, the percentage of fatalities

involving cannabis and cannabis and alcohol increased from 9.0% in 2000 to 21.5% in 2018, and 4.8% in

2000 to 10.3% in 2018, respectively. In adjusted analyses, fatalities involving cannabis had 1.56 (95%

confidence interval [CI]51.48, 1.65), 1.62 (95% CI51.52, 1.72), and 1.46 (95% CI5 1.42, 1.50) times the

odds of involving BACs of 0.01% to 0.049%, 0.05% to 0.079%, and 0.08% or higher, respectively.

Conclusions. The percentage of fatalities involving cannabis and coinvolving cannabis and alcohol doubled

from 2000 to 2018, and cannabis was associated with alcohol coinvolvement. Further research is warranted

to understand cannabis- and alcohol-involved MVC fatalities. (Am J Public Health. 2021;111(11):1976–1985.

https://doi.org/10.2105/AJPH.2021.306466)

Motor vehicle crashes (MVCs) are

a leading cause of injury death

in the United States, and more than

35% of MVC fatalities result from

crashes in which at least 1 driver has a

positive blood alcohol concentration

(BAC).1,2 Cannabis use is a risk factor

for driving impairment and the second-

most-common substance involved in

fatal MVCs after alcohol.3,4 The impair-

ing effects of D9-tetrahydrocannabinol

(THC) in cannabis on driving ability

include lane weaving, delayed reaction

time, decreased coordination, and

distorted perception.4–9 Laboratory

tests show that low-dose cannabis

(,10% THC) used in combination with

alcohol may increase impairment more

than either substance alone, particu-

larly for skills relevant to driving.10–13

Throughout the past 2 decades, can-

nabis policy in the United States has

dramatically shifted as states have

legalized medical cannabis, decriminal-

ized possession of cannabis, and

legalized recreational cannabis; corre-

spondingly, rates of cannabis use in the

United States have increased among

adults.14 Between 2002 and 2017,

past-month cannabis use assessed

through the National Survey on Drug

Use and Health (NSDUH) increased

among adults aged 26 years and older

from 4.0% to 7.9%, and among adults

aged 18 to 25 years from 17.3% to

22.1%.15 Among nighttime drivers,

rates of cannabis prevalence in oral

fluid also increased, from 8.6% in the

2007 National Roadside Survey to

12.6% in the 2013–2014 National Road-

side Survey.16,17 More recently, a study

utilizing NSDUH data from 2016 to
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2018 found that 29.5% of cannabis

users reported driving under the influ-

ence of cannabis.18 While the propor-

tion of US crash deaths that involve

alcohol has remained constant over

time despite significant safety improve-

ments in cars and car driving serv-

ices,2,19 positive toxicology results for

substances other than alcohol in fatally

injured drivers has increased to

approximately 30%.20

Little consideration has been given to

trends in co-use of alcohol and canna-

bis, in particular cannabis involvement

at various alcohol levels in MVC deaths.

Alcohol coinvolvement may be 1 expla-

nation for the inconsistent findings of

cannabis policy changes on cannabis-

involved MVC fatalities, in addition to

the difficulties in disentangling whether

cannabis and alcohol are used as sub-

stitutes or complements, and whether

changes in actual cannabis involvement

stem from changes in testing for canna-

bis, given suboptimal testing.21–27 Thus,

there is still a need to describe canna-

bis involvement in MVC fatalities at vari-

ous levels of alcohol involvement and

to assess whether cannabis is a con-

tributing risk factor for alcohol-involved

crashes.

To fill this gap in the literature, the

objectives of this study were 3-fold.

First, we sought to describe drug test-

ing rates in MVC fatalities overall and

by BAC level. Second, we sought to

describe patterns of alcohol and canna-

bis coinvolvement in MVC fatalities

overall and by BAC level, and evaluated

differences in decedent characteristics

across crashes with varying substance

involvement and coinvolvement. Finally,

we assessed the cannabis involvement

as a risk factor for alcohol coinvolve-

ment by BAC level in MVC fatalities.

Given the conflicting evidence regard-

ing cannabis and alcohol as potential

substitutes or complements, we did

not have prespecified hypotheses

regarding the direction or magnitude of

potential associations between canna-

bis and alcohol.

METHODS

The methods of this study were similar

to those conducted by our study team

in past analyses.2,19,28 This was a

repeated cross-sectional analysis of

MVC fatalities from the Fatality Analysis

Reporting System (FARS), a census of

MVC fatalities in US states and Wash-

ington, DC, from 2000 to 2018.29

Participants

In this study, we utilized distinct partici-

pant groups for each stage of the analy-

sis. For the first objective, describing

drug testing rates in MVC fatalities over-

all and by BAC level, participants

included FARS decedents from 2000 to

2018 who died in MVCs in which at

least 1 driver was identified. For the

second objective, describing patterns

of alcohol and cannabis coinvolvement,

participants were restricted to those

with crash-level drug testing, defined as

at least 1 driver having valid drug test

results. For the third objective of the

study, assessing cannabis involvement

as a risk factor for alcohol coinvolve-

ment, the group was further restricted

to those with individual- and crash-level

characteristics.

Variables

The main predictor, crash-level canna-

bis involvement, was defined as at least

1 driver with valid drug test results indi-

cating the presence of a cannabinoid

(FARS drug test results from 600 to

695). Before 2018, FARS reported up to

3 substances in drug test results based

on a hierarchy, such that narcotics

would be given top priority, followed by

depressants, stimulants, hallucinogens,

and then cannabinoids.30 In 2018, FARS

began reporting all positive substances.

To use more recent data and maintain

a uniform definition, the hierarchy used

through 2017 was applied to data from

2018. The outcome, alcohol involvement

by BAC level, was similarly calculated at

the crash level such that the highest

BAC from all drivers was assigned to all

decedents from the crash. BAC levels

were 0.00%, 0.01% to 0.049%, 0.05% to

0.079%, and 0.08% or higher. Because it

is unlikely that alcohol test results are

missing completely at random or miss-

ing completely not at random, missing

results are an important threat to valid-

ity. Therefore, we utilized validated,

imputed data sets from FARS to esti-

mate missing BAC levels.31

Potential confounders were year

(continuous); decedent-level character-

istics: sex (male [reference] vs female),

age category (,21 years [reference],

21–34 years, 35–54 years,$55 years),

race/ethnicity (White [reference], non-

Hispanic Black, Hispanic, other,

unknown); crash-level characteristics:

opioid involvement (no [reference] vs

yes), other substance involvement (i.e.,

$ 1 driver positive for substance other

than alcohol, cannabis, or opioids; no

[reference] vs yes), urbanicity (rural

[reference] vs urban); and continuous

state-level characteristics: percentage

male, percentage non-Hispanic White,

percentage Hispanic, percentage aged

21 years or older, percentage with col-

lege degree or higher, percentage

Catholic population, median household

income, law enforcement officers per

1000 residents, annual vehicle miles

traveled, and state–year drug testing

rate.32–35 Decedents with missing
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individual- or crash-level characteristics

were excluded from analyses provided

that missingness was not substantial

(,1%). Approximately 9% of decedents

had missing information on race/eth-

nicity, so an “unknown” category was

created.

Statistical Methods

We calculated crash-level drug testing

rates and cannabis involvement rates

overall and by BAC level over the study

period. Because testing rates changed

over time, we also calculated rates of

cannabis involvement after restricting

the data to state–years with testing

rates of at least 50%, restricting to

states with testing rates of at least 50%

for all years, and restricting to states

with testing rates of at least 33.3% for

all years. We calculated prevalence

rates of cannabis involvement by

demographic and crash-level charac-

teristics in all MVC fatalities, as well as

among various BAC strata.

We calculated the prevalence of can-

nabis by BAC level and demographic

and crash characteristics. Because

alcohol values were imputed for some

decedents, it was possible that the level

of alcohol involvement could change

across imputations. The data set was

therefore transformed from a wide for-

mat to a long format, such that there

were 10 observations for each dece-

dent. Cannabis involvement was tabu-

lated overall and for each BAC level by

the variable rows in Table 1. Values

were then divided by 10 and rounded

to the nearest whole number to return

the data set to its original size.

We used mixed-effects multinomial

logistic regression models with the mul-

tiply imputed alcohol data using Rubin’s

rules36 to assess crude and adjusted

relationships between crash-level

cannabis involvement and alcohol lev-

els (BACs of 0.01%–0.049%, 0.05%–

0.079%, and$0.08% vs 0.00%). Given

that there may be similarities within

states, we accounted for potential clus-

tering by state random effects. Covari-

ates in adjusted analyses included

those listed in the “Variables” section.

Sensitivity Analyses

Given suboptimal drug testing rates

and the variation in approaches utilized

by similar analyses in the wider litera-

ture, we performed a number of sensi-

tivity analyses to assess the robustness

of findings. These included further

adjusting for the alcohol policy environ-

ment,37 restricting the sample to only

include decedents who were drivers,

restricting the sample to only include

decedents who were drivers and using

individual-level toxicology results rather

than crash-level toxicology results, con-

ducting a crash-level analysis, utilizing

nonimputed data, and restricting the

sample to include decedents from

state–years with testing rates of at least

50% and 66.67%. We conducted analy-

ses by using Stata version 15.1 (Stata-

Corp LP, College Station, TX).

Effect Modification

Given that age and sex are strong risk

factors for cannabis and alcohol use,

we conducted posthoc analyses strati-

fied on the basis of decedent sex (male

vs female) and age (,21 years, 21–34

years, 35–54 years, and$55 years).

RESULTS

Between 2000 and 2018, there were

721825 MVC fatalities in the United

States with at least 1 identified driver.

Of these, 327073 (45.3%) had crash-level

drug testing results, constituting the

sample for Figures 1 and 2. Of these,

322773 (98.7%) had complete demo-

graphic and crash information, consti-

tuting the final sample for analyses

(Tables 1 and 2). The 322773 dece-

dents comprised 254002 drivers,

52053 passengers, and 16718 other

victims (i.e., pedestrians, cyclists). Of the

254002 deceased drivers, 243926 or

96.0% were actually tested for alcohol.

When alcohol results were applied to

nondriver decedents at the crash level,

270311 of the 322773, or 83.8%, had

at least 1 driver with valid alcohol test

results.

Drug testing overall increased from

32.9% in 2000 to 47.9% in 2018 (data

not shown). Overall and when stratified

by crash-level BAC, testing increased

for all BAC levels over time (Figure A,

available as a supplement to the online

version of this article at http://www.

ajph.org); however, MVC fatalities not

involving alcohol had the lowest rates

of drug testing.

The percentage of fatalities involving

cannabis increased from 9.0% in 2000

to 21.5% in 2018 (Figure 1). Given that

testing and cannabis both increased

during the study period, we also

assessed cannabis involvement restrict-

ing the data to state–years with higher

testing rates, and results were consis-

tent (Figure B, available as a supple-

ment to the online version of this article

at http://www.ajph.org). After restricting

state–years to those with testing rates

of at least 50%, restricting the sample

to states with testing rates of at least

50% for all years (n57: Hawaii, Illinois,

New Hampshire, New Jersey, Rhode

Island, Washington, and West Virginia),

and restricting the sample to states

with testing rates of at least 33.3% for

all years (n516: the aforementioned

states as well as California, Connecticut,
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TABLE 1— Number and Percentage of Motor Vehicle Crash Fatalities That Were Cannabis-Involved, by
Blood Alcohol Concentration (BAC) Level and Demographic and Crash Characteristics: Fatality Analysis
Reporting System, United States, 2000–2018

Characteristic

Overall
(n5322773),

No. (%)

BAC 0.00%
(n5192367),

No. (%)

BAC 0.01%–0.049%
(n512182),

No. (%)
BAC 0.05%–0.079%
(n59146), No. (%)

BAC $0.08%
(n5109078),

No. (%)

Fatalities

All fatalities 45 512 (14.1) 22108 (11.5) 2 302 (18.9) 1 846 (20.2) 19256 (17.7)

Drivers 34 048 (13.4) 16047 (10.8) 1 596 (17.3) 1 224 (18.3) 15181 (16.9)

Passengers 9 461 (18.2) 4 642 (15.1) 595 (24.5) 540 (26.0) 3 684 (21.9)

Othersa 2 003 (12.0) 1 420 (10.4) 110 (21.5) 82 (22.6) 390 (18.4)

Sex

Male 34 765 (14.9) 16318 (12.5) 1 763 (19.3) 1 416 (20.2) 15268 (17.7)

Female 10 747 (12.0) 5 790 (9.4) 539 (17.6) 430 (20.1) 3 988 (17.5)

Age, y

,21 9469 (19.1) 5 437 (17.3) 528 (25.7) 427 (26.7) 3 077 (24.4)

21–34 18 939 (19.3) 7 858 (17.2) 921 (24.0) 813 (23.8) 9 348 (20.7)

35–54 12 011 (12.3) 5 593 (10.5) 573 (15.1) 441 (16.7) 5 403 (14.4)

$55 5093 (6.6) 3 221 (5.4) 280 (11.2) 165 (11.1) 1 427 (10.5)

Race/ethnicity

Non-Hispanic White 29 151 (13.9) 14410 (11.1) 1 410 (18.2) 1 159 (20.3) 12172 (18.2)

Non-Hispanic Black 6327 (18.7) 3 052 (16.3) 371 (23.4) 289 (24.5) 2 615 (21.2)

Hispanic 4 856 (12.8) 2 204 (11.4) 272 (18.8) 199 (16.9) 2 182 (13.6)

Other 1605 (13.1) 701 (9.8) 68 (17.2) 63 (19.9) 774 (17.7)

Unknown 3573 (12.5) 1 742 (10.0) 181 (18.1) 137 (17.8) 1 514 (15.9)

Involvement of other drugs

No other drugs 30 672 (12.6) 14235 (9.7) 1 391 (16.7) 1 202 (19.1) 13843 (16.9)

Other drugs 14 840 (18.6) 7 873 (17.1) 910 (23.8) 644 (22.5) 5 412 (20.1)

Urbanicity

Rural 24 139 (13.4) 12093 (10.9) 1 221 (18.0) 959 (19.7) 9 866 (17.1)

Urban 21 373 (15.0) 10016 (12.3) 1 080 (20.0) 888 (20.8) 9 390 (18.3)

No. of vehicles

Single vehicle crash 23 959 (14.9) 9 695 (11.6) 1 137 (19.8) 1 044 (21.7) 12084 (18.0)

Multiple vehicle crash 21 553 (13.3) 12414 (11.4) 1 165 (18.1) 803 (18.5) 7 172 (17.0)

Day

Weekday 24 910 (13.3) 14426 (11.1) 1 162 (18.4) 851 (20.2) 8 471 (17.9)

Weekend 20 602 (15.2) 7 683 (12.2) 1 139 (19.4) 995 (20.2) 10785 (17.4)

Time of day

06:00–08:59 3901 (12.1) 2 748 (10.6) 162 (16.9) 109 (20.6) 882 (18.2)

09:00–11:59 3207 (10.3) 2 652 (9.8) 128 (15.5) 71 (17.8) 356 (12.8)

12:00–14:59 4782 (11.3) 3 705 (10.5) 219 (15.4) 113 (16.4) 745 (14.5)

15:00–17:59 6607 (12.6) 4 332 (11.3) 355 (17.1) 235 (17.5) 1 685 (15.6)

18:00–20:59 7168 (14.8) 3 315 (12.6) 413 (19.2) 325 (19.2) 3 116 (17.0)

21:00–23:59 7316 (16.3) 2 409 (13.5) 419 (21.3) 342 (20.3) 4 146 (17.8)

00:00–02:59 7820 (18.3) 1 492 (15.1) 376 (22.6) 428 (24.5) 5 523 (18.8)

03:00–05:59 4711 (16.6) 1 454 (12.4) 229 (20.7) 224 (21.1) 2 804 (19.3)

aPedestrians, cyclists, etc.
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Georgia, Kentucky, Nevada, New Mex-

ico, North Dakota, Ohio, and Wyoming),

the rates of cannabis involvement were

similar, indicating that changes in test-

ing have not substantially affected

observed levels of cannabis involve-

ment in fatal crashes.

We examined the percentage of

decedents from crashes with any

alcohol, any cannabis, cannabis and

alcohol, and neither alcohol nor can-

nabis over the study period (Figure 1).

Alcohol was consistently involved in

approximately 40% of MVC fatalities

from 2000 to 2018. However, the
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FIGURE 1— Percentage of Motor Vehicle Crash Fatalities With Crash-Level Drug Testing With Neither Alcohol nor Can-
nabis Involvement, Any Alcohol Involvement, Any Cannabis Involvement, or Both Alcohol and Cannabis Involvement:
Fatality Analysis Reporting System, United States, 2000–2018

Note. Alcohol involvement defined as a crash-level blood alcohol concentration greater than 0.00%.
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percentage of crashes involving any

cannabis more than doubled from

9.0% in 2000 to 21.5% in 2018, and

the percentage of fatalities involving

both cannabis and alcohol more than

doubled from 4.8% to 10.3%. When

we examined cannabis involvement by

BAC level (Figure 2), cannabis involve-

ment increased over time for all

groups. Cannabis involvement was

more prevalent among fatalities that

involved alcohol at all 3 BAC-level cate-

gories compared with fatalities that

were not alcohol-involved.

We examined cannabis involvement

by decedent and crash characteristics

overall (Table 1). Crash-level cannabis

involvement was more prevalent

among decedents who were younger

than 35 years and who were non-

Hispanic Black, and in crashes that

involved other drugs, occurred at night,

and occurred on weekends. Decedents

who were passengers were also more

likely to have died in accidents involving

cannabis, suggesting that these crashes

are more likely to involve deaths of indi-

viduals other than the driver. Cannabis

involvement by decedent and crash

characteristics were also examined and

TABLE 2— Mixed Effects Multinomial Logistic Regression Models of Blood Alcohol Concentration (BAC)
Level Based on Prevalence of Cannabis Involvement: Fatality Analysis Reporting System, United States,
2000–2018

Predictor: Cannabis Involvement No.

Outcome, OR (95% CI)a

BAC
0.01%–0.049%

BAC
0.05%–0.079% BAC $0.08%

Main analyses

Overall unadjusted 322 773 1.77 (1.68, 1.86) 1.95 (1.84, 2.06) 1.67 (1.63, 1.71)

Overall adjustedb 322 773 1.56 (1.48, 1.65) 1.62 (1.52, 1.72) 1.46 (1.42, 1.50)

Stratified analyses

Adjusted, stratified by sexc

Men 232899 1.49 (1.41, 1.59) 1.53 (1.43, 1.63) 1.38 (1.34, 1.42)

Women 89874 1.84 (1.66, 2.04) 1.99 (1.76, 2.25) 1.78 (1.69, 1.86)

Adjusted, stratified by age,d y

,21 49530 1.69 (1.52, 1.89) 1.83 (1.61, 2.08) 1.66 (1.57, 1.75)

21–34 98262 1.49 (1.37, 1.62) 1.49 (1.36, 1.63) 1.29 (1.24, 1.34)

35–54 97435 1.44 (1.30, 1.58) 1.62 (1.44, 1.82) 1.46 (1.40, 1.53)

$55 77546 2.06 (1.80, 2.36) 1.96 (1.63, 2.35) 1.96 (1.82, 2.10)

Sensitivity analyses

Adjusted,b with addition of Alcohol Policy Scale38 score 322 773 1.56 (1.48, 1.65) 1.62 (1.52, 1.71) 1.46 (1.42, 1.50)

Adjusted,b restricted to drivers, crash-level test results 254 002 1.46 (1.36, 1.56) 1.48 (1.38, 1.59) 1.42 (1.39, 1.46)

Adjusted,e restricted to drivers, individual-level test results 243 528 1.45 (1.36, 1.55) 1.56 (1.45, 1.68) 1.52 (1.48, 1.56)

Adjusted,f crash-level 287 230 1.74 (1.65, 1.84) 1.93 (1.81, 2.05) 1.68 (1.64, 1.73)

Adjusted,b nonimputed data 270 311 1.45 (1.37, 1.54) 1.48 (1.38, 1.58) 1.41 (1.38, 1.45)

Adjusted,b restricted to state–years with testing rates $50% 211336 1.58 (1.48, 1.69) 1.63 (1.52, 1.76) 1.48 (1.44, 1.53)

Adjusted,b restricted to state–years with testing rates $66.67% 65887 1.68 (1.50, 1.88) 1.45 (1.26, 1.66) 1.52 (1.45, 1.60)

Note. CI5 confidence interval; OR5odds ratio.

aRef5BAC 0.00%.
bAdjusted for year; decedent-level characteristics: sex (male [Ref] vs female), age category (,21 y [Ref], 21–34 y, 35–54 y, $55 y), race/ethnicity (White
[Ref], non-Hispanic Black, Hispanic, other, unknown); crash-level characteristics: opioid involvement (no [Ref] vs yes), other substance involvement (no
[Ref] vs yes), urbanicity (rural [Ref] vs urban); and continuous state-level characteristics: percentage male, percentage non-Hispanic White, percentage
Hispanic, percentage aged $21 y, percentage with college degree or higher, percentage Catholic population, median household income, law
enforcement officers per 1000 residents, and state–year drug testing rate.

cAdjusted for covariates in footnote a, except sex.
dAdjusted for covariates in footnote a, except age.
eAdjusted for covariates in footnote a, but using individual-level alcohol, cannabis, opioid, and other drug involvement.
fCrash-level analyses adjusted for crash- and state-level characteristics but not decedent-level characteristics.

RESEARCH & ANALYSIS

Research Peer Reviewed Lira et al. 1981

A
JP
H

N
o
vem

b
er

2021,Vol
111,N

o
.11



stratified by level of alcohol involve-

ment. Cannabis involvement was more

prevalent among decedents with alco-

hol involvement among all BAC strata

than decedents without alcohol involve-

ment. Specifically, cannabis was

involved in 11.5% of alcohol-uninvolved

fatalities, versus 18.9% of fatalities

involving BACs of 0.01% to 0.049%,

20.2% of fatalities involving BACs from

0.05% to 0.079%, and 17.7% of fatali-

ties with BACs of 0.08% or higher.

Among decedents who were younger

than 21 years, 17.3% of deaths from

alcohol-uninvolved crashes involved

cannabis, whereas approximately 25%

of deaths from alcohol-involved

crashes involved cannabis. Similarly,

among decedents who died in evening

crashes, 13.2% of alcohol-uninvolved

deaths involved cannabis, but approxi-

mately 20% of alcohol-involved deaths

also involved cannabis.

Regression Analyses

In unadjusted, multinomial, multiple

imputation analyses, fatalities involving

cannabis had 1.77 (95% confidence

interval [CI]51.68, 1.86) times the

odds of involving a BAC from 0.01% to

0.049%, 1.95 (95% CI51.84, 2.06)

times the odds of involving a BAC from

0.05% to 0.079%, and 1.67 (95%

CI51.63, 1.71) times the odds of

involving a BAC of 0.08% or higher com-

pared with fatalities not involving can-

nabis (Table 2). In models adjusted for

year, decedent-level characteristics,

crash-level characteristics, and state-

level characteristics, fatalities involving

cannabis had 1.56 (95% CI51.48, 1.65)

times the odds of involving a BAC from

0.01% to 0.049%, 1.62 (95% CI51.52,

1.72) times the odds of involving a BAC

from 0.05% to 0.079%, and 1.46 (95%

CI51.42, 1.50) times the odds of

involving a BAC of 0.08% or higher com-

pared with fatalities not involving can-

nabis. The full adjusted model can be

found in Table B (available as a supple-

ment to the online version of this article

at http://www.ajph.org).

Additional Analyses

Results were similar across the afore-

mentioned sensitivity analyses further

adjusted for alcohol policies, restricted

to drivers, at the crash-level, using non-

imputed data, and restricted to fatali-

ties from state–years with various

thresholds for testing. Given that dece-

dent sex and age were associated with

alcohol involvement, we conducted

posthoc analyses stratified by age and

sex to assess whether the relationship

between cannabis and alcohol coin-

volvement differed on the basis of

these factors (Table 2). Although

females, individuals younger than 21

years, and individuals aged 55 years

or older had lower odds of alcohol

involvement in the main analysis

(Table B), the relationship between

cannabis and alcohol coinvolvement

appeared stronger for these groups.

DISCUSSION

In this study, we assessed trends in

cannabis and alcohol involvement in

MVC decedents in the United States

from 2000 to 2018 and examined

how cannabis involvement relates to

alcohol coinvolvement. To our knowl-

edge, this is the first study to examine

recent trends over time of cannabis

involvement in relation to alcohol

involvement in the United States, and

the first to examine these relationships

among all crash decedents rather than

only drivers. We found that cannabis

involvement and cannabis and alcohol

coinvolvement in fatal MVCs are

increasing nationally. While rates of

alcohol involvement have remained

steady over time, the rates of cannabis

coinvolvement have increased. This

does not offer support for the idea of

cannabis and alcohol being substitutes,

at least in terms of MVC fatalities. In

adjusted regression analyses, cannabis

was associated with alcohol involve-

ment, even at BAC levels below 0.08%,

indicating that cannabis use is a risk

factor for alcohol-involved MVC fatali-

ties even at levels of alcohol below the

legally permissible level for driving.

The proportion of MVC fatalities that

were cannabis-involved more than

doubled during the study period. This

could be attributable to shifting canna-

bis policies enabling expansion of med-

ical and recreational cannabis markets,

changing societal attitudes toward

cannabis, and other factors such as

increased cannabis potency. Although

low drug testing rates are a known limi-

tation of FARS, they increased from

32.9% to 47.9% over the study period.

However, trends in increased cannabis

involvement over time were consistent

when we looked at subsets of states

and state–years with higher testing

rates, as has been done in past stud-

ies.39 Drug testing procedures and

rates are heterogeneous across states,

and some states may conduct drug

testing selectively, either opting for

crashes in which alcohol use is already

suspected, or the opposite, not con-

ducting drug testing when alcohol is

already known to be involved as a cost-

saving measure, potentially resulting

in biases in either direction.39–41

Cannabis involvement was more

prevalent among fatalities that involved

alcohol than fatalities that did not

involve alcohol (Table 1). These findings

were remarkably consistent by
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demographic and crash-level charac-

teristics, with the highest prevalence of

cannabis and alcohol coinvolvement in

crashes involving younger decedents

(aged,35 years) and passenger

deaths. Although most alcohol-involved

fatalities occur at BACs of 0.08% or

higher, the legal limit in all states but

Utah (which in 2019 implemented a

limit of 0.05%), cannabis coinvolvement

was similar across BAC levels in crashes

involving any alcohol. In regression

analyses, cannabis involvement was

associated with increased odds of also

involving alcohol, regardless of BAC

level. This finding was consistent across

multiple sensitivity analyses and sug-

gests that cannabis is a risk factor for

alcohol-involved MVCs.

This study builds on past epidemiologi-

cal studies of alcohol- and cannabis-

involved MVC fatalities. While laboratory

studies have shown driving impairment

from cannabis and synergistic effects

with alcohol, only a handful of recent epi-

demiological studies have examined

the combined effects of alcohol and

cannabis on the risk of crashes. Two

case–control studies found a dose-effect

of alcohol and cannabis on unsafe driv-

ing actions,42,43 and another study found

that culpable drivers in fatal MVCs were

more likely to test positive for alcohol,

cannabis, or both.44 A meta-analysis con-

ducted by the same authors found a

pooled effect of marijuana on crash risk

to be 2.66 (95% CI52.07, 3.41).45 Con-

trasting results were seen in 2 studies

that compared fatally injured drivers

from FARS with matched drivers from

the National Roadside Survey: one

reported marijuana being associated

with 83% increased odds of being a

fatally injured driver rather than a con-

trol,46 and the other reported statistically

nonsignificant findings regardless of

alcohol involvement.47 These diverging

results were later attributed to methodo-

logical differences, such as inclusion fac-

tors for states based on testing rates,

and the authors recommended future

research should “account for as many

factors as possible when assessing crash

risk,” which we have tried to do in this

analysis.39(p324) More precise estimates

of the degree of cannabis involvement,

and the nature of alcohol–cannabis coin-

volved crash fatalities, would require

testing levels of cannabinoids in drivers.

Given that the percentage of MVC

fatalities involving alcohol has

remained relatively stable at approxi-

mately 40% over the past 2 decades, it

could be that increases in coinvolve-

ment of cannabis are undercutting

attempts at reducing alcohol-involved

crash fatalities. There is a known rela-

tionship between alcohol policies and

alcohol involvement in MVCs among

adults and children, and within crashes

involving alcohol at levels below the

legal limit of 0.08%.2,19,28 However,

future research is warranted to under-

stand whether cannabis changes the

protective associations between alco-

hol policies and alcohol-involved

crashes.

A number of studies have analyzed

the effect of various forms of cannabis

legalization on cannabis-involved MVC

fatalities; however, results have been

conflicting, and these studies have not

consistently examined interactions with

alcohol or alcohol policies.21–27 Adopt-

ing a lower permissible BAC threshold

for those with cannabis in their system

may be a policy strategy to reduce MVC

harms from concurrent and simulta-

neous use of alcohol and cannabis.

Indeed, even without consideration for

cannabis, the National Highway Traffic

Safety Administration and the National

Academies of Sciences, Engineering,

and Medicine have recommended

decreasing the legal alcohol limit to

0.05% to reduce alcohol-involved MVC

fatalities.48

Limitations

This study is subject to a number of lim-

itations. Most importantly, these data

cannot provide information on whether

cannabis caused the crash. The mere

presence of cannabis without a level is

not alone indicative of impairment as,

depending on frequency and amount

of use, individuals can test positive for

days or even weeks after use. Cannabi-

noid test results were collapsed such

that individual cannabinoids were not

analyzed. Previous research has sug-

gested a blood THC limit of 5 nano-

grams per milliliter as a cutoff for

impairment; however, FARS reports

binary results.7,8 There has been varia-

tion in drug testing practices between

states and over time, and some states

may systematically not test for canna-

bis. This would, however, likely lead to

an underestimation of the prevalence

and bias toward the null in regression

results. In addition, there is some evi-

dence to suggest that simultaneous

alcohol use increases THC levels and

that there are lingering impairment

effects once THC levels have declined,

further complicating this.10

Although we conducted sensitivity

analyses to understand the effect of

limited testing on the prevalence of

cannabis, it is possible that cannabis

positivity was nevertheless subject to

testing bias. In addition, because only

1 valid drug test from drivers in a crash

was required for the definition of can-

nabis involvement, it is possible that

cannabis involvement was under-

counted if one driver tested negative

and another was not tested. However,

this would have likely resulted in a bias
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toward the null, and the sensitivity anal-

ysis restricted to drivers and involving

their individual-level test results miti-

gates this concern. Alcohol testing was

similarly not uniform, and we used

imputed data from FARS to account for

suboptimal testing.31 Our regression

analyses assessed the odds of alcohol

involvement, to which the counterfac-

tual is a fatality without alcohol involve-

ment. This is distinct from incidence

rate ratios but allows for adjusting for

individual-level characteristics in mod-

els. However, our figures assessing

rates over time support similar conclu-

sions (Figure B).

Public Health Implications

Between 2000 and 2018, the percent-

age of MVC fatalities involving cannabis

and coinvolving cannabis and alcohol

more than doubled. Fatalities involving

cannabis had increased odds of also

involving alcohol, regardless of BAC

level, suggesting that cannabis use is a

risk factor for alcohol-involved MVC

fatalities in the United States. Future

research is needed to understand how

cannabis and alcohol relate to cannabis

and alcohol policies, both separately

and together.
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Philadelphia’s Excise Tax on Sugar-
Sweetened and Artificially Sweetened
Beverages and Supplemental
Nutrition Assistance Program Benefit
Redemption
Benjamin W. Chrisinger, PhD, MUEP

See also Knox, p. 1907.

Objectives. To assess the effect of a 2017 excise tax on sugar and artificially sweetened beverages in

Philadelphia, Pennsylvania, on the shopping patterns of low-income populations using Supplemental

Nutrition Assistance Program (SNAP) data.

Methods. I used a synthetic controls approach to estimate the effect of the tax on Philadelphia and

neighboring Pennsylvania counties (Bucks, Delaware, and Montgomery) as measured by total SNAP sales

(“SNAP redemption”) and SNAP redemption per SNAP participant. I assembled biannual data

(2005–2019) from all US counties for SNAP redemption and relevant predictors. I performed placebo

tests to estimate statistically significant effects and conducted robustness checks.

Results. Detectable increases in SNAP spending occurred in all 3 Philadelphia neighboring counties.

Per-participant SNAP spending increased in 2 of the neighboring counties and decreased in

Philadelphia. These effects were robust across multiple specifications and placebo tests.

Conclusions. The tax contributed to increased SNAP shopping in Philadelphia’s neighboring counties

across both outcome measures, and decreased spending in Philadelphia (at least by 1 measure). This

raises questions about retailer behavior, the effectiveness of the tax’s public health aim of reducing

sugar-sweetened beverage consumption, and policy aims of investing in low-income communities.

(Am J Public Health. 2021;111(11):1986–1996. https://doi.org/10.2105/AJPH.2021.306464)

Policies aimed at reducing

population-level intake of sugar-

sweetened beverages (SSBs) via excise

taxes have now been adopted by sev-

eral cities in the United States (e.g.,

Berkeley, Oakland, and San Francisco,

California).1 Recent evaluations of a

$.015-per-ounce excise tax in Philadel-

phia, Pennsylvania, a broader tax on

both sugar-sweetened and artificially

sweetened beverages, have

documented significantly higher prices

and lower sales of taxed items following

the policy’s implementation on January

2017.2 Though other research has not

found any significant changes in unem-

ployment claims across potentially

affected industries, retailers and indus-

try groups contend that recent store

closures are directly related to the Phil-

adelphia tax.3 Tax opponents often cite

the regressive nature of the tax (i.e., on

average, lower-income individuals

spend a higher proportion of their

incomes on SSBs than higher-income

individuals), and supporters highlight

the tax’s progressivity via its revenue-

raising utility for antipoverty initiatives

(e.g., universal prekindergarten school-

ing), a deliberate political feature of the

Philadelphia tax identified by qualitative

researchers.4,5 Still, to my knowledge,

no research has investigated how
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low-income shoppers responded to the

beverage tax.

The socioeconomic context of food

shopping is critical in Philadelphia.

While the city’s unemployment rate has

declined from a 2012 peak of 10.9% to

6.2% in 2017 (vs national rates of 9.0%

and 4.4%, respectively), food insecurity

has risen over recent years, and the

poverty rate has remained relatively flat

at about 26%, the highest among the

nation’s largest 10 cities.6,7 In 2017,

22.1% of Philadelphia households par-

ticipated in the federal government’s

largest and most widespread effort to

reduce food insecurity, the Supplemen-

tal Nutrition Assistance Program

(SNAP), nearly double the national rate

of participation (11.2%).8 However, the

average monthly amount of SNAP ben-

efits redeemed at eligible retailers in

Philadelphia also declined by $5.4 mil-

lion between 2016 and 2017, mirroring,

at least partially, national declines in

SNAP participation after a period of

expansion following the 2008 economic

crisis as part of the American Recovery

and Reinvestment Act. During the same

time, however, SNAP spending

increased in the counties immediately

neighboring Philadelphia, contrary to

state and national trends. A key aim of

this study was to identify approximately

how much of these changes in SNAP

spending, if any, is attributable to

the tax.

Generally, SNAP is allocated monthly

to participating households via elec-

tronic benefit transfers in amounts

based on characteristics such as

income, age, and the presence of chil-

dren; nationwide, the average SNAP

participant received about $127 per

month in 2018. The program is “cash-

like,” in that participants can redeem

benefits on any food item (excluding

prepared foods, alcohol, medicines, or

vitamins) at approved retailers. For

many low-income households, SNAP

benefits comprise a significant portion

of monthly food budgets and are fully

exhausted by the end of the month,

though unused benefits are carried for-

ward.9,10 While the program helps

guard against experiences of deep pov-

erty, food insecurity, and hospitaliza-

tion,11,12 the nutritional content of

SNAP purchases has also been the sub-

ject of scrutiny. Proposals from the

political left and right call for restricting

or excluding certain food items from

SNAP,13,14 responding in part to studies

that identify socioeconomic gradients

in diet quality, with poorer households

purchasing and consuming less

healthy, often lower-cost foods.15,16

Cyclical patterns are commonly

observed in analyses of benefit use,

with end-of-month periods character-

ized by decreased food intake and

lower nutritional quality of foods con-

sumed.9,17 The program’s relationship

with neighborhood food environment is

also notable: previous research has

shown associations between SNAP

retailer availability and participant enroll-

ment,18,19 amultiplier effect of SNAP

spending that stimulates broader eco-

nomic activities,20 and themonthly cycle

in SNAP spending cited by retailers as a

barrier to operating stores in lower-

income communities.21 Thus, SNAP

spending is key to our understanding of

how policiesmight affect the health and

everyday lives of socioeconomically dis-

advantaged groups.

METHODS

Monthly totals (2005–2019) for the dol-

lar value of all SNAP benefits spent at

eligible retailers in a given county (sub-

sequently called “SNAP redemption”)

were obtained from the US

Department of Agriculture (USDA) for

all counties in the United States from

2005 to 2019. Monthly counts

(2005–2019) of stores where SNAP

could be redeemed were also included.

Redemption amounts from counties

with 4 or fewer SNAP-eligible retailers

are redacted by the USDA to protect

retailer identities, though this typically

only applies to very small counties.

The count of SNAP participants and

amounts of SNAP benefits distributed

were also obtained for every county

from USDA; these data are released

biannually, with month estimates pro-

vided for every January and July. State-

level agencies that administer SNAP

locally collect this information and pro-

vide it to USDA. Monthly county-level

unemployment rate estimates were

obtained from the US Bureau of Labor

Statistics. County-level population esti-

mates from the 2012–2016 5-year

American Community Survey were also

included as covariates. Table A (avail-

able as a supplement to the online ver-

sion of this article at http://www.ajph.

org) provides a summary of data

sources.

Study Dates

To allow this analysis to incorporate

government stimulus–related SNAP

spending patterns, the starting month

was selected as January 2005, several

years before the onset of the American

Recovery and Reinvestment Act. To

temporally match data sets, only obser-

vations from January and July were

included in this analysis, as this was the

frequency of USDA reporting for

county-level SNAP-participating individ-

uals and SNAP benefits distributed. Jan-

uary 2019 observations were omitted

from this analysis, as an anomalous

spike appears in SNAP redemption
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across all counties. July 2019 was

selected as the end month, and the

resulting monthly data set included 24

pretax observations and 5 posttax

observations for each county.

Outcome Variables

The primary outcome variable was total

county-level monthly SNAP redemp-

tion. As a secondary outcome, I calcu-

lated the value of SNAP redemption in

a county per SNAP participant (hereaf-

ter called “SNAP per participant”) by

dividing SNAP redemption by the count

of SNAP participants in a county for a

given month. I repeated the analyses

subsequently described separately for

each outcome.

Statistical Analyses

I employed a synthetic control

approach to model the effect of the

excise tax. I fit 4 separate synthetic con-

trol models (Philadelphia and its imme-

diate neighbors, Bucks, Delaware, and

Montgomery counties) for each out-

come. Philadelphia is a consolidated

city–county, so references to

“Philadelphia,” “Philadelphia County,” or

“city of Philadelphia” are interchange-

able. I did not assess neighboring coun-

ties in New Jersey, given the additional

physical and economic obstacles to

travel (e.g., Delaware River with only

toll-bridge crossings; see Figure A, avail-

able as a supplement to the online ver-

sion of this article at http://www.ajph.

org). This synthetic control method, pio-

neered by the work of Abadie, Gardea-

zabal, Diamond, and Hainmueller,22–24

has been used in previous social sci-

ence research and is built upon interac-

tive fixed-effect models, which generate

hypothetical or “synthetic” controls for

each treated unit, rather than a more

traditional matching approaches often

used in evaluation research.24–26 The

synthetic control approach leverages

time-series outcomes across many

potential donor units to identify optimal

weights for estimating a counterfactual

unit and can also integrate and weight

the influence of covariates. Synthetic

control studies typically employ a test

statistic proposed by Abadie et al.—

ratio of the root mean squared predic-

tion errors (RMSPEs)—to compare

models and calculate a treatment P

value from a placebo test, which refits a

synthetic control for each of the donor

units.24

Selection of donor counties. As

described by Bouttell et al., synthetic

control methods rest on several

assumptions: (1) the similarity of

treated and potential control units,

(2) no spillover effects of intervention to

potential controls, and (3) no external

shocks.27(p676) To satisfy the first

assumption, following the guidance of

McClelland and Gault,28 the pretreat-

ment trends for SNAP redemption

were also used to narrow the pool of

potential donor counties. I calculated

simple linear regressions for each

potential donor county for 2 periods,

2008–2013 and 2014–2016, and

extracted a slope to approximate the

trend in SNAP redemption for the

county. I chose these periods to reflect

the expansion in SNAP under the

American Recovery and Reinvestment

Act, with peak SNAP enrollments occur-

ring in 2013. Nationally, SNAP enroll-

ment was declining in the second pre-

treatment period (2014–2016). At least

20 possible donor counties were

selected based on their pretreatment

predictor values and slopes.

This analysis directly addressed the

second assumption, as it attempts to

measure the spillover of the Philadel-

phia policy into its most geographically

accessible neighbors by fitting separate

models for each neighboring county.

These neighboring counties were

excluded from each other’s potential

donor pools (e.g., Montgomery County

was excluded as a potential donor for

synthetic Bucks and Delaware coun-

ties). Furthermore, any counties with

similar local beverage taxes during the

study period (San Francisco County and

Alameda County in California)29 and

their immediate neighbors were also

excluded from the data set. I used visual

inspection of time-series outcome vari-

able plots to identify potential external

shocks (assumption 3).26 I included only

counties with complete data during the

study period in the final data set.

Synthetic control estimation and specifi-
cation searching. Recent methodologi-

cal literature provides further guidance

for systematic application of synthetic

controls, especially as to the use of pre-

treatment lagged outcome observa-

tions in developing the synthetic unit.30

The guidance provided by Ferman et al.

is meant to offer a systematic way of

specifying, choosing among, and testing

different synthetic control specifica-

tions (Table B, available as a supple-

ment to the online version of this article

at http://www.ajph.org) for significant

treatment effects, as a means of guard-

ing against specification searching for

statistical significance, and over- and

underrejection of the null hypothesis.30

In short, I used the following steps to

identify synthetic control specifications

and assess importance of the results:

(1) visual inspection of pre-treatment

gaps, which should be relatively small

for well-fitting synthetic controls; (2) a

P value less than .10 from the placebo

test described by Abadie et al.;24
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(3) consistency of treatment effect

observed across 95% confidence set

calculations that combine specifications

not rejected by steps 1 and 2; and

(4) for the specification selected by a

MSPE criterion proposed by Dube and

Zipperer,31 consistency of the treat-

ment effect observed in different covar-

iate configurations, and “leave-one-out”

and “in-time” placebo tests. These steps

are described in greater detail in the

Appendix (available as a supplement to

the online version of this article). The

assembled data set and code used for

conducting the analyses are available

on the Oxford University Research

Archive (https://doi.org/10.5287/

bodleian:0oqGkDBdy).

RESULTS

The average monthly SNAP benefits

redeemed in Philadelphia County in

2016 was $61.78 million (SD5$.8 mil-

lion), and $7.85 million across the 3

bordering counties in Pennsylvania, all

higher than the monthly average for

Pennsylvania counties ($2.22 million) or

the national average ($1.8 million). In

2017, SNAP redemption fell by 6.5% in

Philadelphia (to $57.75 million), 1.9% in

other Pennsylvania counties (to $2.18

million), and 2.1% nationwide (to $1.76

million). All of Philadelphia’s neighbor-

ing Pennsylvania counties saw a rise in

SNAP redemption: 3.1% in Bucks (to

$5.25 million), 6.0% in Montgomery (to

$9.77 million), and 8.9% in Delaware

County (to $10.06 million). Figure 1

illustrates the trend for SNAP outcomes

in Philadelphia and its immediate

neighbors.

Over the same period, SNAP partici-

pation decreased nationally (–2.8%),

with a smaller decrease in Pennsylvania

counties (–0.7%). Philadelphia saw a

decrease in SNAP participation of 1.4%,

while 2 of its neighbors saw steeper

decreases (–3.9% in Montgomery and

22.2% in Bucks), and there was an

increase of less than half a percent

(.2%) in Delaware County. From 2016 to

2017, SNAP benefit distributions

decreased by 4.4% nationwide, 1.4% in

Pennsylvania counties, and 2.1% in Phil-

adelphia. Among neighboring counties,

decreases were also observed:22.7%

in Bucks,20.5% in Delaware, and

25.3% in Montgomery.

SNAP Redemption
Outcome

For SNAP redemption in Philadelphia,

no specifications appeared to have a

good fit, indicating that a synthetic con-

trol estimation may not be appropriate.

Visual inspection of gap plots illustrated

that the differences observed after

treatment were not much larger than

gaps seen between the treated and

synthetic Philadelphia data in pretreat-

ment periods. This may be reflective of

the need to relax selection criteria to

achieve a donor pool size larger than

20, indicating the difficulty in establish-

ing a reasonable synthetic unit given

the predictors used.

For SNAP redemption in Bucks

County, all specifications indicated a

positive long-run trend; of these, speci-

fication 5 (all odd pretreatment peri-

ods) had the lowest RMSPE (Table 1)

and was also the selected specification

per the criterion outlined by Dube and

Zipperer.31 Figure C (available as a sup-

plement to the online version of this

article at http://www.ajph.org) illus-

trates relatively minor differences

between specifications. Two covariates,

total population and the number of

authorized retailers, had marginal

weights in the selected model (.022

and .001, respectively) (Table 2).

Placebo testing yielded a P value of

.087 (Figure D, available as a supple-

ment to the online version of this article

at http://www.ajph.org). Confidence

sets for the effect functions of all speci-

fications indicated a positive effect in

the posttreatment period, with the ear-

liest posttreatment periods crossing

zero (Figure E, available as a supple-

ment to the online version of this article

at http://www.ajph.org). Donor county

weights are reported for all specifica-

tions in Table C (available as a supple-

ment to the online version of this article

at http://www.ajph.org). Figure 2 sum-

marizes the estimated gaps between

treated and synthetic counties across

the study period.

For Delaware County, all specifica-

tions also indicated a positive long-run

effect, with specification 2 (first three

quarters of pretreatment periods)

selected based on the lowest RMSPE,

though all specifications had similar

RMSPE values; specification 5 was

selected by the Dube and Zipperer cri-

terion,31 though its outcomes and

weightings were comparable to specifi-

cation 2. Three covariates—the num-

ber of authorized stores, total SNAP

benefits distributed, and number of

SNAP participants—were marginally

weighted in the model. Placebo testing

produced a P value of .04, and confi-

dence set plots also illustrated positive

effects in all posttreatment periods.

For Montgomery County, all specifica-

tions also indicated a positive effect,

and specification 3 (first half of pre-

treatment periods) was selected for the

lowest RMSPE; specification 5 was

selected by the Dube and Zipperer cri-

terion,31 and produced similar

though slightly larger gaps in posttreat-

ment periods than specification 3.

All covariates contributed at least mar-

ginal weights to the synthetic unit.
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Placebo testing produced a P value of

.045, and confidence set plots showed

a positive effect in all posttreatment

periods.

Redemption Per
Participant Outcome

For SNAP redemption amount per par-

ticipant in Philadelphia, all specifica-

tions showed a negative long-run trend

(Figure F, available as a supplement to

the online version of this article at

http://www.ajph.org), and 4 of 5 pro-

duced P values less than .05 via pla-

cebo testing (Figure G, available as a

supplement to the online version of

this article at http://www.ajph.org).

Specification 5 had the smallest RMSPE

(Table 1), with only the population

covariate receiving a small weighting,

reflected in the similarities of synthetic

controls estimations among all 5 speci-

fications (Table D, available as a supple-

ment to the online version of this article

at http://www.ajph.org). Specification 4

(odd pretreatment periods) was indi-

cated by the selection criteria of Dube

and Zipperer,31 though outcomes were

similar to specification 5 (Figure F). Con-

fidence sets for significant specifica-

tions illustrated a negative effect for

most posttreatment periods (Figure H,

available as a supplement to the online

version of this article at http://www.

ajph.org). Donor county weightings are

reported in Table E (available as a sup-

plement to the online version of this

article at http://www.ajph.org).

All specifications for neighboring

counties demonstrated a positive post-

treatment trend. Specifications for Del-

aware County were deemed significant

via placebo testing (P5 .029 for all

specifications in Delaware County).

Specifications in Montgomery and
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FIGURE 1— Monthly SNAP Outcomes in Philadelphia and Neighboring
Pennsylvania Counties by (a) Log SNAP Redemption and (b) SNAP
Redemption per Participant: 2005–2019, Indexed to January 2005

Note. SNAP5 Supplemental Nutrition Assistance Program. Dashed vertical line indicates the implementation
of the Philadelphia tax in January 2017. Neighboring counties include Bucks, Delaware, andMontgomery
counties in Pennsylvania. An alternate version of this figure is provided as Figure B (available as a supplement
to the online version of this article at http://www.ajph.org) and illustrates trends for each county separately.
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Bucks counties did not yield signifi-

cant P values through placebo testing

(P5 .054 for all specifications in Mont-

gomery; specifications ranged from

P5 .13 to .28 in Bucks). In Delaware

County, specification 3 had the lowest

RMSPE, with SNAP benefit allocations,

participant counts, and retailer counts

included as covariates. In Montgom-

ery County, specification 5 had the

lowest RMSPE, with all covariates

receiving at least a marginal weight-

ing. Dube and Zipperer criteria31 indi-

cated specification 5 for both coun-

ties. Confidence sets calculated for

both Delaware and Montgomery

counties illustrated a consistently

positive trend across posttreatment

periods.

DISCUSSION

Even amid broader macroeconomic

changes, such as rates of SNAP partic-

ipation, unemployment, and benefit

allocations, implementation of the

Philadelphia excise tax appears to

have resulted in a geographical shift

in SNAP spending. Though benefits

cannot be directly traced from one

county to another, synthetic control

analyses for the 3 neighboring coun-

ties provides a high-level perspective

on where these funds may have

moved. Each neighbor saw detectable

increases in SNAP redemption, with

the largest increases observed in

Montgomery County, which shares

the longest border with Philadelphia

of the 3 adjacent Pennsylvania coun-

ties. Similarly, per-participant SNAP

redemption was shown to decrease

in Philadelphia and increase in both

Delaware and Montgomery counties.

Here, it is reasonable to surmise that

the observed changes in SNAP spend-

ing in Philadelphia’s neighboring

T
A
B
LE

1—
Fi
t
C
ri
te

ri
a
U
se

d
in

Sp
ec

ifi
ca

ti
o
n
Se

a
rc
h
in
g
fo
r
Sy

n
th

e
ti
c
C
o
n
tr
o
ls
:P

h
il
a
d
e
lp
h
ia
,P

A
,
a
n
d
N
ei
gh

b
o
ri
n
g
P
en

n
sy

lv
a
n
ia

C
o
u
n
ti
es

,
20

05
–
20

19

Sp
e
ci
fi
ca

ti
o
n

P
h
il
a
d
e
lp
h
ia

C
o
u
n
ty

B
u
ck

s
C
o
u
n
ty

D
e
la
w
a
re

C
o
u
n
ty

M
o
n
tg

o
m

e
ry

C
o
u
n
ty

R
M
SP

E
M
SP

E
P

R
M
SP

E
M
SP

E
P

R
M
SP

E
M
SP

E
P

R
M
SP

E
M
SP

E
P

Lo
g
SN

A
P
re

d
em

p
ti
o
n

A
ll
la
gs

0.
84

9
0.
00

2
.9
6

6.
80

3
0.
02

1
.0
9

6.
45

6
0.
03

2
.0
4

7.
73

8
0.
06

2
.0
45

Fi
rs
t
th

re
e
q
u
ar

te
rs

1.
27

5
0.
00

6
.8
4

6.
34

5
0.
01

9
.0
9

6.
45

8
0.
03

4
.0
4

7.
64

4
0.
06

9
.0
45

Fi
rs
t
h
al
f

1.
37

4
0.
00

7
.8
4

6.
64

3
0.
02

0
.0
43

6.
18

9
0.
03

4
.0
4

6.
58

4
0.
05

2
.0
45

O
d
d
la
gs

0.
84

9
0.
00

2
.9
6

6.
81

4
0.
02

1
.0
9

6.
44

2
0.
03

5
.0
4

7.
50

2
0.
05

8
.0
45

Ev
en

la
gs

0.
84

9
0.
00

2
.9
6

6.
03

4
0.
01

8
.0
9

6.
22

2
0.
04

8
.0
4

7.
73

5
0.
06

2
.0
45

SN
A
P
re

d
em

p
ti
o
n
p
er

p
ar

ti
ci
p
an

t

A
ll
la
gs

6.
52

0
33

.5
1

.0
4

2.
31

3
58

.1
8

.1
3

9.
48

5
28

8.
24

.0
29

5.
24

3
10

48
.1
1

.0
54

Fi
rs
t
th

re
e
q
u
ar

te
rs

6.
50

0
33

.3
6

.0
38

2.
33

1
59

.1
2

.2
9.
67

3
31

7.
78

.0
29

5.
24

4
10

48
.4
9

.0
54

Fi
rs
t
h
al
f

1.
92

2
18

.1
7

.4
6

2.
95

2
11

2.
15

.2
7.
41

5
29

3.
81

.0
29

5.
24

2
10

47
.6
9

.0
54

O
d
d
la
gs

6.
51

0
33

.3
8

.0
38

2.
35

7
60

.5
2

.2
4

9.
53

0
29

2.
06

.0
29

5.
24

4
10

48
.2
4

.0
54

Ev
en

la
gs

6.
46

2
33

.0
2

.0
38

2.
14

8
51

.7
7

.2
8

9.
22

2
29

5.
56

.0
29

5.
07

5
99

1.
37

.0
54

N
ot
e.

M
SP

E
5

m
ea

n
sq

u
ar
ed

p
re
d
ic
ti
o
n
er
ro

r;
R
M
SP

E
5
ro

o
t
m
ea

n
sq

u
ar
ed

p
re
d
ic
ti
o
n
er
ro

r;
SN

A
P
5
Su

p
p
le
m
en

ta
lN

u
tr
it
io
n
A
ss
is
ta
n
ce

P
ro

gr
am

.P
va

lu
es

w
er
e
ca

lc
u
la
te
d
vi
a
p
la
ce

b
o
te
st

m
et
h
o
d
th
at

re
fl
ec

ts
th
e
ra
n
k
o
f
p
o
st
tr
ea

tm
en

t
ga

p
s
in

th
e
co

u
n
ty

u
n
d
er

o
b
se

rv
at
io
n
co

m
p
ar
ed

w
it
h
p
la
ce

b
o
co

u
n
ti
es

,d
iv
id
ed

b
y
th
e
n
u
m
b
er

o
f
p
la
ce

b
o
co

u
n
ti
es

p
lu
s
1.

So
ur
ce
.U

se
d
ap

p
ro

ac
h
d
es

cr
ib
ed

b
y
Fe

rm
an

et
al
.3
0

RESEARCH & ANALYSIS

Research Peer Reviewed Chrisinger 1991

A
JP
H

N
o
vem

b
er

2021,Vol
111,N

o
.11



T
A
B
LE

2—
Tr

ea
te

d
a
n
d
Sy

n
th

e
ti
c
N
ei
gh

b
o
ri
n
g
C
o
u
n
ty

P
re

d
ic
to

r
M
e
a
n
s
a
n
d
W
ei
gh

ts
fo
r
Lo

g
SN

A
P
R
e
d
e
m
p
ti
o
n
O
u
tc
o
m
e
:P

e
n
n
sy

lv
a
n
ia

C
o
u
n
ti
e
s
N
ei
gh

b
o
ri
n
g
P
h
il
a
d
el
p
h
ia
,
20

05
–
20

19

B
u
ck

s
C
o
u
n
ty

D
e
la
w
a
re

C
o
u
n
ty

M
o
n
tg

o
m

e
ry

C
o
u
n
ty

T
re

a
te

d
M
e
a
n

Sy
n
th

e
ti
c

M
e
a
n

W
e
ig
h
t

T
re

a
te

d
M
e
a
n

Sy
n
th

e
ti
c

M
e
a
n

W
e
ig
h
t

T
re

a
te

d
M
e
a
n

Sy
n
th

e
ti
c

M
e
a
n

W
e
ig
h
t

P
re

d
ic
to

r

P
o
p
u
la
ti
o
n
a

13
.3
5

13
.2
8

0.
02

2
13

.2
4

13
.0
3

0.
00

0
13

.6
1

13
.5
3

0.
01

8

SN
A
P
b
en

efi
ts

a
14

.9
5

14
.8
6

0.
00

0
15

.6
5

15
.7
9

0.
00

4
15

.2
15

.4
5

0.
00

1

SN
A
P
p
ar

ti
ci
p
an

ts
a

10
.2
2

10
.1
7

0.
00

0
10

.8
9

11
.0
4

0.
00

9
10

.4
6

10
.6
6

0.
01

7

SN
A
P
re

ta
ile

rs
a

5.
38

5.
29

0.
00

1
5.
81

5.
81

0.
15

7
5.
66

5.
6

0.
00

1

U
n
em

p
lo
ym

en
t
ra

te
6

5.
92

0.
00

0
6.
35

7.
28

0.
00

0
5.
4

6.
17

0.
00

4

R
ed

em
p
ti
o
n
am

o
u
n
t—

la
gg

ed
o
u
tc
o
m
es

a

Ja
n
20

05
N
A

N
A

N
A

15
.1
1

15
.1
3

0.
06

6
14

.7
7

14
.7
4

0.
06

6

Ju
l
20

05
14

.3
3

14
.3
3

0.
00

0
15

.1
4

15
.1
6

0.
06

0
14

.7
9

14
.7
9

0.
01

6

Ja
n
20

06
N
A

N
A

N
A

15
.1
9

15
.2
3

0.
03

1
14

.8
4

14
.8
8

0.
04

6

Ju
l
20

06
14

.3
7

14
.3
7

0.
21

6
15

.1
9

15
.1
8

0.
05

9
14

.8
3

14
.8
5

0.
18

9

Ja
n
20

07
N
A

N
A

N
A

15
.2
3

15
.2

0.
09

7
14

.9
14

.8
8

0.
00

6

Ju
l
20

07
14

.4
7

14
.4
4

0.
16

6
15

.2
5

15
.2

0.
08

6
14

.9
5

14
.9
3

0.
02

8

Ja
n
20

08
N
A

N
A

N
A

15
.3
10

15
.2
7

0.
08

5
15

.0
6

15
.0
3

0.
21

9

Ju
l
20

08
14

.5
9

14
.5
7

0.
06

2
15

.3
1

15
.3
1

0.
06

5
15

.1
1

15
.0
9

0.
23

0

Ja
n
20

09
N
A

N
A

N
A

15
.4
7

15
.4
9

0.
04

9
15

.3
1

15
.3
3

0.
00

2

Ju
l
20

09
15

.0
6

15
.1

0.
02

7
15

.7
3

15
.7
3

0.
04

8
15

.5
7

15
.6

0.
00

3

Ja
n
20

10
N
A

N
A

N
A

15
.7
9

15
.8

0.
07

4
15

.6
6

15
.7

0.
11

3

Ju
l
20

10
15

.3
15

.3
1

0.
19

7
15

.8
5

15
.8
9

0.
11

0
15

.7
3

15
.7
8

0.
04

0

Ja
n
20

11
N
A

N
A

N
A

N
A

N
A

N
A

N
A

N
A

N
A

Ju
l
20

11
15

.4
8

15
.4
5

0.
00

0
N
A

N
A

N
A

N
A

N
A

N
A

Ja
n
20

12
N
A

N
A

N
A

N
A

N
A

N
A

N
A

N
A

N
A

Ju
l
20

12
15

.5
3

15
.5
1

0.
02

7
N
A

N
A

N
A

N
A

N
A

N
A

Ju
l
20

13
15

.5
15

.5
2

0.
09

N
A

N
A

N
A

N
A

N
A

N
A

Ju
l
20

14
15

.4
5

15
.4
4

0.
03

N
A

N
A

N
A

N
A

N
A

N
A

Ju
l
20

15
15

.4
4

15
.4
3

0.
00

7
N
A

N
A

N
A

N
A

N
A

N
A

Ju
l
20

16
15

.4
3

15
.4
4

0.
15

4
N
A

N
A

N
A

N
A

N
A

N
A

N
ot
e.

N
A
5
sp

ec
ifi
ca

ti
o
n
s
th
at

d
o
n
o
t
in
cl
u
d
e
al
lo

b
se

rv
at
io
n
s;

SN
A
P
5
Su

p
p
le
m
en

ta
lN

u
tr
it
io
n
A
ss
is
ta
n
ce

P
ro

gr
am

.

a
Lo

g-
tr
an

sf
o
rm

ed
.

RESEARCH & ANALYSIS

1992 Research Peer Reviewed Chrisinger

A
JP
H

N
ov

em
b
er

20
21

,V
ol

11
1,

N
o.

11



counties is attributable to the imple-

mentation of the SSB tax. The mecha-

nisms explaining these changes must

be carefully considered.

Probably More Than Sugar-
Sweetened Beverages

Earlier research has shown that

decreases in Philadelphia SSB sales fol-

lowing the beverage tax were partially

offset by increased sales in bordering

counties, tempering expectations of

broader public health benefits that

would result from reduced SSB con-

sumption.2 This is consistent with other

research from Oakland, California,

which finds similar cross-border shop-

ping in response to a SSB tax.32 The

present study places these findings in a

larger context. While media reports fol-

lowing the tax’s implementation have

sensationalized cross-boundary “soda

trips,” the magnitude of changes

observed in this analysis suggest that

SNAP participants may have migrated

entire grocery shopping trips (rather

than purchases of taxed goods alone)

outside city boundaries. Furthermore,

USDA estimates that, on average, SNAP

households make 9.4 transactions per

month, with an average transaction

amount of $27.36.10 Existing research

on food shopping among low-income

Philadelphians adds to the plausibility

of entire trips being migrated by sug-

gesting that retailer proximity, while

important, is far from the only factor

that influences where to shop, which

can include broader economic, logisti-

cal, and social considerations.33,34

With an excise tax, applied at the dis-

tributor level, important questions exist

about how much of the tax is passed

through to customers via product pri-

ces, if any, and on which products. One

could imagine an excise tax directly

passed through via proportionately

higher prices on taxed goods, or more

indirectly spread among taxed and

untaxed products. A recent study of tax

implementation in Philadelphia super-

markets found the mean price per

ounce of taxed beverages increased by

.83 cents from 2016 to 2017, and sales

of taxed beverages decreased in Phila-

delphia and increased in neighboring

areas, suggesting that price pass-

through did occur.2 These higher pri-

ces, in turn, could have motivated

price-sensitive shoppers to shop out-

side Philadelphia, especially in neigh-

borhoods near the county border.

SNAP is predominantly spent at super-

market retailers, typically with the larg-

est shopping trip occurring at the

beginning of the month as benefits are

renewed, and involving some form of

private vehicle use, even by those who

are not vehicle owners, but who might

share rides with friends or family.15,33,34

Thus, if the price differences resulting

from the tax were enough to motivate

SNAP shoppers to shift these larger,

vehicle-oriented trips across city bor-

ders, a sizeable effect might be

expected.

Looking More Closely at
Retailer Behavior

While higher prices on SSBs may have

motivated shopping outside the city

among low-income individuals, more

explanation is needed. For instance,

what role did retailer pricing and pro-

motion strategies (on both taxed and

untaxed items) play? Evidence from

New York State reveals significant

increases in in-store marketing of SSBs

during periods of SNAP benefit issu-

ance compared with other times of the

month, with no attendant increases in

marketing of low-calorie or

unsweetened beverages,35 illustrating

how retailers can target SNAP shop-

ping. Although additional research is

needed to unpack the pricing and pro-

motion dynamics that may have moti-

vated SNAP shoppers to move entire

shopping trips across city boundaries, it

is likely that retailers signaled to con-

sumers beyond pricing alone.

Public Health Implications

In light of these and other findings that

suggest shoppers may have moved

rather than reduced purchases of

taxed beverages, alternative strategies

for achieving public health benefits

should be considered. At the consumer

level, a direct consumer tax, such as

sales taxes more commonly associated

with alcohol or tobacco, could be set

uniformly across city retailers, rather

than the general increase in prices that

result from distributor and retailer

pass-through of an excise tax. Still, this

does little to solve the problem of

cross-border shopping to avoid the tax,

and other research suggests that sales

taxes are less salient to consumers

than excise taxes.36 Notably, purchases

made with SNAP are exempt from sales

taxes, so these efforts may do little to

reduce SSB consumption among SNAP

shoppers.

In terms of retailer-level alternatives,

policies intended to reduce consump-

tion of certain goods are unlikely to win

allies from the business community.

Complementary policies or programs

that encourage substitution of goods

(e.g., water or unsweetened beverages)

or additional purchasing (e.g., “double-

up” bonuses for fruit and vegetable

purchases) are perhaps more palatable

to retailers, and also create both push

and pull dynamics to help encourage
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healthy behavior changes at the popu-

lation level.

Strengths and Limitations

The synthetic control approach offers a

data-driven method that, when care-

fully applied, helps rule out alternative

explanations by matching and weight-

ing donor units based on underlying

relationships between variables in a

data set. This study merges several dis-

crete county-level, time-series data sets

related to the allocation and spending

of SNAP benefits. Thus, we can more

accurately consider the supply-and-

demand dynamics related to SNAP

spending.

This study also had several limita-

tions. Here, it was assumed that

households did not choose to stop par-

ticipating in SNAP on the basis of the

implementation of the beverage tax. It

is also critical to note that this study did

not examine items purchased by SNAP

shoppers. While we can make compari-

sons to existing literature on purchas-

ing patterns among SNAP participants,

we cannot conclude that the price of

SSBs specifically was the cause of the

observed shift in SNAP spending, nor

do we estimate individual-level changes

in spending. More detailed consumer

panel data may reveal if particular

items motivated the broader shifts in

spending.

Conclusions

The 2017 implementation of an SSB

excise tax in Philadelphia coincided

with nationwide decreases in SNAP

enrollment. I used a synthetic control

approach to estimate the average

treatment effect of the tax on Philadel-

phia as well as its immediate neighbors

and observed significant treatment
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FIGURE 2— Gaps in Synthetic and Treated Counties for (a) Total SNAP
Redemption and (b) SNAP Redemption per Participant: Philadelphia, PA,
and Neighboring Pennsylvania Counties, 2005–2019

Note. SNAP5 Supplemental Nutrition Assistance Program. Dashed vertical line indicates the imple-
mentation of the Philadelphia tax in January 2017. Gap values illustrate the estimated difference
between treated and synthetic counties. SNAP redemption (panel A) synthetic controls were fit using
log-transformed outcome values, which were back-transformed to dollar values here. No appropriate
synthetic control could be fit for log SNAP redemption in Philadelphia County (panel A), and no
detectable treatment effect was found for Bucks County (panel B), so they are not presented here.
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effects on SNAP shopping in Philadel-

phia’s neighboring Pennsylvania coun-

ties, potentially indicating a shift in

SNAP purchasing away from Philadel-

phia. However, the magnitude of these

effects suggests that they are not likely

to reflect SSB sales alone. More

research is needed to understand the

mechanisms involving both retailer and

consumer behavior that might explain

these responses to the excise tax.
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Countermarketing About Fruit Drinks,
Alone or With Water Promotion:
A 2019 Randomized Controlled
Trial in Latinx Parents
James Krieger, MD, MPH, Taehoon Kwon, PhD, Rudy Ruiz, MPP, Lina Pinero Walkinshaw, MPH, Jiali Yan, MS, and
Christina A. Roberto, PhD

See also Dorfman, p. 1905.

Objectives. To test whether fruit drink countermarketing messages alone or combined with water

promotion messages reduce Latinx parents’ purchases of fruit drinks for children aged 0 to 5 years.

Methods.We performed a 3-arm randomized controlled online trial enrolling 1628 Latinx parents in the

United States during October and November 2019. We assessed the effect of culturally tailored fruit

drink countermarketing messages (fruit drink–only group), countermarketing and water promotion

messages combined (combination group), or car-seat safety messages (control) delivered via Facebook

groups for 6 weeks on parental beverage choices from a simulated online store.

Results. The proportion of parents choosing fruit drinks decreased by 13.7 percentage points in the

fruit drink–only group (95% confidence interval [CI]5220.0, 27.4; P, .001) and by 19.2 percentage

points in the combination group (95% CI5225.0, 213.4; P, .001) relative to control. Water selection

increased in both groups.

Conclusions. Fruit drink countermarketing messages, alone or combined with water promotion

messages, significantly decreased parental selection of fruit drinks and increased water selection for

their children.

Public Health Implications. Countermarketing social media messages may be an effective and

low-cost intervention for reducing parents’ fruit drink purchases for their children. (Am J Public

Health. 2021;111(11):1997–2007. https://doi.org/10.2105/AJPH.2021.306488)

Consumption of sugar-sweetened

beverages (SSBs) is associated

with adverse health outcomes among

children that are inequitably distributed

by race and income.1–3 In the United

States, nearly half of children aged 2 to

4 years consume an SSB on a given

day,4 and SSB intake is highest among

Latinx and Black children.5,6 Latinx chil-

dren are the largest racial/ethnic group

among children of color in the United

States.7 Fruit drinks (fruit-flavored bev-

erages containing added sugar) are the

most-consumed SSB among young chil-

dren, including Latinx children.4,5,8

Most of the many public health

awareness campaigns aimed at

decreasing SSB consumption have used

messages about the sugar content and

health effects of these beverages.9–15

However, misleading marketing may

lead parents to believe fruit drinks are

healthy beverages, contributing to high

consumption.16,17 Countermarketing

campaigns highlighting industry’s mis-

leading messages may encourage

healthier beverage choices and could

complement the more traditional mes-

sages.18 Tobacco countermarketing has

increased antitobacco attitudes and

lowered smoking rates and may serve

as a model for applying this approach

to unhealthy foods and beverages.19,20

Public health SSB campaigns have

primarily used mass media channels

for message delivery (Lina Pinero Wal-

kinshaw, e-mail communication, July 15,

2019). Using social media to target

messages may be a more cost-effective
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and scalable approach.21 Consumers,

including Latinx people, are increasingly

using social media as a source of health

information.22,23

Despite the promise of countermar-

keting campaigns and social media as

public health communication tools, few

studies have evaluated their effects on

parents’ beverage choices for their chil-

dren and children’s SSB consumption.

To address this gap and the need to

reduce SSB consumption among Latinx

children, we conducted a randomized

controlled trial to test the hypothesis

that fruit drink countermarketing mes-

sages delivered via Facebook groups

would reduce the proportion of

parents choosing fruit drinks for their

children and reduce child fruit drink

intake. We also assessed whether add-

ing positive messages promoting the

health benefits of water would enhance

the effects of the negative countermar-

keting messages.

METHODS

The study was a parallel group, pro-

spective, 3-arm, randomized controlled

trial conducted in the United States

between October 11 and November

22, 2019. We used Facebook groups to

deliver fruit drink countermarketing

messages to one intervention arm (fruit
drink–only group), a combination of
fruit drink countermarketing and water
promotion messages to a second (com-
bination intervention group), and car
seat safety messages to an attention
control arm.24 The complete Standard
Protocol Items: Recommendations for
Interventional Trials (SPIRIT) protocol is
available upon request.

Participants

A survey research firm (Galloway

Research) recruited study participants

using its nationwide proprietary data-

base (populated with respondents to

randomized phone survey invitations

and former research project partici-

pants) and targeted social media mes-

sages. Potential participants were

asked to enroll in a research study and

share opinions about beverages. Eligi-

bility criteria were self-identifying as

Latinx, age 18 years or older, caretaker

of a child aged 0 to 5 years, daily social

media use, and preferring either

English or Spanish when speaking. We

stratified recruitment so that 80% of

participants preferred English when

using social media and 20% preferred

Spanish, and educational status and

household income were representative

of the US Latinx population.25

Study Procedures and
Randomization

After online eligibility screening, eligible

respondents were directed to an online

baseline survey and offered $15 for

completing it. Before starting the sur-

vey, participants received information

about study procedures and indicated

that they understood and agreed to

participate. We informed them that

they would be asked to join a Facebook

group for 6 weeks focused on kids’

drinks and would receive information

about these drinks. Those completing

the survey were enrolled in the study

and randomized to a study arm using a

computer-generated random number

and blocking procedure with randomly

varied block size (Voxco RAN[0.01,0.99]

command26). All research team mem-

bers were blinded to assignments until

data collection was complete.

Within study arms, participants were

assigned to an English- or Spanish-

language Facebook group based on

their language preference.

Each of 9 campaign messages was

posted twice to the Facebook groups,

so participants received 3 messages

per week over a 6-week study period.

Messages consisted of a short text

header and image (Figure A, available

as a supplement to the online version

of this article at http://www.ajph.org).

Participants were asked to set Face-

book notifications to display messages

in their News Feeds and to view the

group page at least weekly and

received weekly e-mail reminders to

view messages. They could “like” and

comment on the messages. Interlex, a

Latinx-led bilingual communications

team, monitored posts for compliance

with group rules, but otherwise study

team members did not interact with

the participants in the Facebook

groups.

After 6 weeks, all randomized partici-

pants received a link to an online exit

survey, along with multiple e-mails and

Facebook reminders to complete it.

Participants received $20 for complet-

ing the exit survey.

Intervention Development

We developed preliminary messages

informed by a Centers for Disease

Control and Prevention compilation of

existing SSB message campaigns,9 a

literature review, an Internet search,

and an expert advisory group. Interlex

created initial messages modeled on

branding of fruit drinks popular in Lat-

inx communities. Messages were

developed simultaneously in English

and Spanish to ensure consistency

and relevance across languages and

cultures. Findings from 5 focus groups

across the United States with 45 Lat-

inx parents of children aged 0 to 5

years informed the final content of

the messages (Figure B, available as a
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supplement to the online version of

the article at http://www.ajph.org). For

example, one message consists of an

image of a child with tooth decay

along with a fruit drink pouch display-

ing an “all-natural” claim and the text,

“Just because a label states ‘all-natural’

doesn’t make a fruit drink healthy.

Don’t let the beverage industry harm

your kids.”

Measures

Full measures and surveys are in

Appendices A and B (available as sup-

plements to the online version of this

article at http://www.ajph.org). The

baseline survey included the following:

� Supermarket shopping task: We

asked participants to imagine a typi-

cal trip to the supermarket or gro-

cery store and buying a beverage

for their oldest child between age 0

and 5 years. They were asked to

select 1 beverage from an image of

shelves containing 2 waters (both

with no added sweeteners, vita-

mins, or additives, and 1 with and

1 without flavor), 1 soda, two 100%

juices, 6 fruit drinks, and 1 milk

(2% fat, unflavored; Figure C, avail-

able as a supplement to the online

version of this article at http://www.

ajph.org). To incentivize real-world

shopping behavior, participants

were told that once they completed

the study, they would receive two

$2 coupons for the drinks they

selected in the study store that

could be redeemed at a real-world

store (in reality they received a $4

cash payment in lieu of the 2 prom-

ised $2 beverage coupons). We

assessed the proportion of parents

choosing a fruit drink (primary out-

come), water, soda, 100% juice,

and milk.

� Beverage perceptions: Participants

viewed 4 beverage images (2 fruit

drinks, 1 water, 1 soda) and

answered questions about each one:

“How much do you think your child

would enjoy this drink?” and “How

likely are you to serve or buy this

drink for your child in the next four

weeks?” from not at all to extremely.

They then rated how strongly they

agreed or disagreed with the follow-

ing: “Drinking this product often

would . . . (1) lead my child to gain

weight; (2) increase my child's risk of

diabetes; (3) increase my child’s risk

of cavities and tooth problems; (4)

help my child live a healthier life.” All

responses were on 1-to-7 Likert

scales. We computed a health risk

index by averaging responses to

these last 4 items (reverse-coding

the last statement); lower scores

indicated healthier beverage percep-

tions. Fruit drink scores were aver-

aged across the 2 drinks.

� Beverage intake: We assessed

children’s beverage consumption

(ounces per day, main secondary

outcome) with the Children’s BevQ

beverage frequency questionnaire27

and adult consumption (frequency

per day) with 2 questions from the

Family Life, Activity, Sun, Health, and

Eating (FLASHE) Study.28

� Sociodemographic information:

Participants provided their age,

gender, race, country of origin, edu-

cational attainment, child’s age and

gender, and household composi-

tion and income (from which we

calculated percentage of the 2020

federal poverty level).29

The exit survey included the following

additional measures:

� Message recall: Participants viewed

each of the 9 messages they

received and indicated how often

they saw each in the past 6 weeks:

never, once, or more than once.

Recall was averaged across the 9

messages.

� Message perceptions: Participants

viewed 3 randomly selected mes-

sages from their study arm and

provided Likert scale ratings on 10

dimensions including likeability,

believability, and providing new

information.30,31

� Perceptions of beverage brands: Par-

ticipants viewed images of 2 fruit

drink brands and completed a Net

Promoter Score rating and an adap-

tation of the Brand Trust Scale.32

The Net Promoter Score assesses

the likelihood of recommending a

brand to a friend or colleague.33

Based on response to a Likert scale

ranging from 0 (not at all likely to rec-

ommend) to 10 (extremely likely to

recommend), the respondent was

classified as a promoter (9 or 10),

passive (7 or 8), or detractor (0–6).

The net score is the difference in

the percentage of respondents who

are promoters and detractors. We

averaged the 5 items from the

Brand Trust Scale to create an over-

all score from 1 to 5, with higher

scores indicating greater trust.

� Facebook engagement metrics: We

collected data on the counts of

“views,” “likes,” and comments for

each message 1 week after posting.

Sample Size

A sample size of 385 per group was

needed to detect a reduction of 10 per-

centage points in choice of fruit drink

relative to control (conservatively

assuming baseline prevalence of 50%),

with 2-sided a of .05 and power of .8.
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We sought to enroll 514 people per

group to allow for 25% attrition.

Statistical Methods

The primary analysis was intention to

treat and included all randomized partic-

ipants regardless of whether they joined

a Facebook group or completed the exit

survey. We used multiple imputation

with predictive mean matching using 20

imputation data sets, 84 variables, and a

set of 5 candidate donors from com-

plete cases for the missing entry to esti-

mate missing exit survey outcome data

for those not completing the study and

for missing baseline data for parental

beverage consumption (22% of latter

missing because of a survey program-

ming error).34,35 A secondary per-

protocol analysis included only those

participants who both joined a Facebook

group and completed the exit survey.

We used linear regression models

with robust standard errors to model

the effect size of the intervention as the

adjusted absolute difference in propor-

tions (percentage point difference) or

means between groups. The depen-

dent variable was the postintervention

value of the outcome. Independent var-

iables were the baseline value of the

outcome (except when outcome was

measured at exit only) and a dummy

variable for each intervention group

(control was the reference).

We corrected model-generated P val-

ues for multiple comparisons.36 We

considered a corrected P value of less

than .05 significant.

We conducted exploratory analyses

to assess whether a set of demographic

and baseline consumption variables

modified intervention effects on the

primary outcome with separate regres-

sion models for each variable. Models

included the primary model variables

and terms that interacted the modifier

with the group assignment variable.

Because these were exploratory

analyses, we deemed P, .05 without

correction for multiple comparisons as

significant. All analyses were 2-tailed

and performed using R version 3.6.337

(including the {mice} package for multi-

ple imputation and {miceadd} for linear

model cluster robust standard error)

and STATA/SE version 15.1.38 We pre-

registered the trial before recruitment

at AsPredicted #29421.39

RESULTS

We assessed 5297 individuals for eligi-

bility and enrolled 1628 into the study,

of whom 90% joined a Facebook group,

and 79% completed both the interven-

tion and the exit survey (Figure 1). Nine

participants left the groups. Study arms

were well-balanced demographically at

baseline (Table 1). Participants were

predominantly female and of Mexican

descent, used social media frequently,

lived in lower-income households, and

had not completed college.

The proportions completing the

study were similar across the groups

(77%–82%). Participant characteristics

associated with not joining a Facebook

group included Spanish as preferred

language, non-White race, less than col-

lege educational attainment, and low

household income (Table A, available as

a supplement to the online version of

this article at http://www.ajph.org).

Primary Outcome

The proportion of parents choosing a

fruit drink for their child decreased

absolutely by 13.7 percentage points in

the fruit drink–only group (95% confi-

dence interval [CI]5 –20.0, –7.4;

P, .001) and by 19.2 percentage

points in the combination group (95%

CI5 –25.0, –13.4; P, .001) relative to

the control group (Table 2). The

decreases in the intervention groups

did not differ significantly. The relative

percent decrease compared with the

control group was 30.9% (95% CI5

16.7%, 45.1%) for the fruit drink–only

group and 42.6% (95% CI529.7%,

55.4%) for the combination group. The

per-protocol analysis showed larger

effect sizes and a significantly larger

decrease in the combination arm rela-

tive to the fruit drink–only arm (Table B,

available as a supplement to the online

version of this article at http://www.

ajph.org).

Secondary Outcomes and
Additional Analyses

Choice of other beverages. The propor-

tion of parents choosing water for their

child (Table 2) increased by 17.6 per-

centage points in the fruit drink–only

group relative to the control group

(95% CI5 11.9, 23.4; P, .001) and by

29.7 percentage points in the combina-

tion group (95% CI5 24.0, 35.5;

P, .001). The increase was larger in

the combination group compared with

the fruit drink–only group (12.1 per-

centage points; 95% CI55.7, 18.5;

P5 .002). The proportion choosing

100% fruit juice declined significantly in

the combination group relative to con-

trol, although the difference between

intervention groups was not significant.

There were no significant differences in

changes in choice of soda or milk

across groups. Per-protocol analysis

(Table B) showed a similar pattern but

with larger effect sizes on choice of

water and 100% juice.

Beverage intake. Children’s fruit drink

consumption decreased 0.6 ounces per
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day in the fruit drink–only group (95%

CI521.1,20.2; P5 .02) and 0.8 ounces

per day in the combined group (95%

CI521.4,20.3; P5 .01) comparedwith

the control group (Table 2). A decrease

of 0.8 ounces per day is equivalent to

approximately 2 grams of added sugars,

given the added sugars content of com-

monly consumed fruit drinks. This rep-

resents a 22%decrease in added sugars

from sweetened beverages consumed

by children aged 2 to 5 years.40 Con-

sumption ofmilk and 100% fruit juice

decreased significantlymore in both

intervention groups relative to the con-

trol group.We observed no significant

differences in changes in water

consumption. Parents in both interven-

tion groups reported drinking sugary

drinks less frequently comparedwith

the control group. The per-protocol

analysis revealed similar patterns for

parents’ and children’s beverage con-

sumption, although children’s reduc-

tions for all types of SSB intakewere sig-

nificant for both arms (data not shown).

Beverage perceptions. Parental percep-

tions of fruit drinks as healthy or enjoy-

able and their intentions to buy or

serve them for their children decreased

significantly in both intervention groups

relative to the control group (Table 3).

Parents’ intention to serve or buy soda

for their children decreased signifi-

cantly in both groups while perceptions

of soda as healthy and enjoyable

declined only in the combined group.

Brand perceptions and trust. Parents in

both intervention groups were signifi-

cantly less likely to be promotors of

fruit drink brands and to trust fruit

drink brands at the time of the exit sur-

vey relative to the control group

(Table 3).

Tests for effect modification. We did not

detect significant modification of the

intervention effect on the primary out-

come by caretaker age, income,

Completed post survey but did NOT receive allocated intervention (i.e., never joined Facebook group [n = 40])

Note: these people are included above in their assigned groups

Assessed for eligibility (n = 5297)

Excluded (n = 3669)
Not meeting inclusion criteria (n = 558)

Declined to participate (reasons unknown; stopped

screener survey partway) (n = 2865)
Quota for language, education or income met (n = 246)

Analysed per protocol (n = 419)
Analysed intention to treat (n = 546)

Excluded from analysis (n = 0)

Lost to follow-up (n = 57)
(reasons unknown [n = 51];

individuals left Facebook [n = 6])

Allocated to control (n = 546)

Received allocated intervention (n = 483)
Did not receive allocated intervention

(reasons unknown; individuals did not follow Facebook

group) (n = 63)

Lost to follow-up (n = 51)
(reasons unknown [n = 50];

individuals left Facebook [n = 1])

Allocated to fruit drink countermarketing 
message intervention (n = 539)

Received allocated intervention (n = 496)
Did not receive allocated intervention 

(reasons unknown; individuals did not follow 
Facebook group) (n = 43)

Analysed per protocol (n = 443)
Analysed intention to treat (n = 539)

Excluded from analysis (n = 0)

Allocation

Analysis

Follow-Up

Randomized (n = 1628 )

Enrollment

Allocated to fruit drink countermarketing message 
+ water promotion intervention (n = 543)
Received allocated intervention (n = 479)

Did not receive allocated intervention 
(reasons unknown; individuals did not follow 

Facebook group) (n = 64)

Lost to follow-up (n = 25)
(reasons unknown [n = 23];

individuals left Facebook [n = 2])

Analysed per protocol (n = 422)
Analysed intention to treat (n = 543)

Excluded from analysis (n = 0)

Analysed per protocol (n = 1284)
Analysed intention to treat (n = 1628)

Excluded from analysis (n = 0)

FIGURE 1— CONSORT Flow Diagram for Randomized Controlled Trial Participants

Note. CONSORT5Consolidated Standards of Reporting Trials.
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TABLE 1— Baseline Characteristics of 1628 Participants in a Randomized Controlled Trial of a Social
Media Fruit Drink Countermarketing Campaign for Latinx Parents of Children Aged 0 to 5 Years: United
States, 2019

Characteristic Study Group, Mean 6SD or No. (%)

Overall
(n51628)

Fruit Drink Only
(n5539)

Combination
(n5543)

Control
(n5546)

Parent

Age, ya 30.9465.16 30.766 5.13 31.0365.26 31.0365.09

Genderb

Female 1483 (91.1) 482 (89.4) 498 (91.7) 503 (92.1)

Male 140 (8.6) 55 (10.2) 43 (7.9) 42 (7.7)

White race 828 (50.9) 277 (51.4) 280 (51.6) 271 (49.6)

Mexican origin or descent 1129 (69.3) 374 (69.4) 385 (70.9) 370 (67.8)

Educational attainmentb

High school or less 585 (35.9) 199 (36.9) 183 (33.7) 203 (37.2)

Some college attended, but no degree 526 (32.3) 182 (33.8) 172 (31.7) 172 (31.5)

College degree or higher 493 (30.3) 150 (27.8) 179 (33.0) 164 (30.0)

Preferred language when speaking with others

English more than Spanish 718 (44.1) 253 (46.9) 232 (42.7) 233 (42.7)

English and Spanish equally 595 (36.5) 189 (35.1) 201 (37) 205 (37.5)

Spanish more than English 315 (19.3) 97 (18.0) 110 (20.3) 108 (19.8)

Prefer to use English when using social media 1275 (78.3) 432 (80.1) 411 (75.7) 432 (79.1)

Use Facebook more than once a day 1512 (92.9) 497 (92.2) 508 (93.6) 507 (92.9)

Use Instagram more than once a day 1066 (65.5) 368 (68.3) 340 (62.6) 358 (65.6)

Child

Age, y 3.326 1.42 3.3461.41 3.3461.44 3.3061.41

Genderb

Female 815 (50.1) 282 (52.3) 261 (48.1) 272 (49.8)

Male 802 (49.3) 253 (46.9) 278 (51.2) 271 (49.6)

Household

Income as % of federal poverty level29

, 100% 682 (41.9) 232 (43.0) 215 (39.6) 235 (43)

100% to 199% 505 (31.0) 174 (32.3) 170 (31.3) 161 (29.5)

200% to 399% 313 (19.2) 96 (17.8) 110 (20.3) 107 (19.6)

$ 400% 128 (7.9) 37 (6.9) 48 (8.8) 43 (7.9)

No. of adults in household

1 189 (11.6) 62 (11.5) 67 (12.3) 60 (11.0)

2 1116 (68.6) 367 (68.1) 363 (66.9) 386 (70.7)

$ 3 323 (19.8) 110 (20.4) 113 (20.8) 100 (18.3)

No. of children in household

1 449 (27.6) 126 (23.4) 154 (28.4) 169 (31.0)

2 561 (34.5) 192 (35.6) 199 (36.6) 170 (31.1)

3 372 (22.9) 130 (24.1) 117 (21.5) 125 (22.9)

$ 4 246 (15.1) 91 (16.9) 73 (13.4) 82 (15.0)

aAge is missing for 23 participants.

bPercentages do not add to 100% because of unknown or refused responses.
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education, race, and preferred lan-

guage, nor child’s or caretaker’s base-

line fruit drink consumption (Table C,

available as a supplement to the online

version of this article at http://www.

ajph.org).

Facebook Engagement,
Messages, and Cost

The proportion of participants joining

their assigned Facebook group ranged

from 88.5% to 92.0% across groups.

Averaged across all 6 weeks, 80.0% to

83.5% of group members viewed the

Facebook posts. The proportion of par-

ticipants “liking” messages from each

group, averaged across all messages

received during the 6 weeks, ranged

from 36.4% to 40.5%. The average pro-

portion posting comments ranged from

0% to 10.7%. One third (33.7%) of

intervention-group participants

reported seeing the messages at least

once, while 47.1% reported seeing them

more than once, and 19.2% reported

never seeing them or did not know. Par-

ticipants found the messages convincing

and informative (Table D, available as a

supplement to the online version of this

article at http://www.ajph.org). The cost

of delivering the messages and moder-

ating the Facebook group was $20000,

or $12.29 per person.

DISCUSSION

The delivery of culturally tailored coun-

termarketingmessages about fruit

drinks via a Facebook group to Latinx

parents of young children, alone or com-

binedwithwater promotionmessages,

led to large and significant reductions in

the proportion of parents choosing fruit

drinks for their children in an online sim-

ulated store. Therewas no effect

modification by race, income, education

level, age, or languagepreference. The

fruit drinkmessages also increased

parents’ selection ofwater, with a larger

effect from the combinedmessages.

Bothmessages led to significant

decreases in parents’ reports of their

children’s fruit drink consumption and

increasedparents’ negative perceptions

of fruit drinks andbeverage company

brands. To our knowledge, this is the

first study to demonstrate the efficacy of

countermessages delivered solely via

socialmedia aswell as the first to specifi-

cally target sweetenedbeverage con-

sumption among young children.

Unexpectedly, we observed a

decrease in parental report of their

children’s consumption of both 100%

juice and milk. Juice consumption may

have declined because parents may

not always clearly differentiate between

100% juice and fruit drinks containing

some juice and may perceive the large

total sugar content of 100% juice to be

unhealthy. Milk consumption may have

declined if parental concerns about

artificial flavors in flavored milks

increased and they therefore chose

milk less often for their children.

Although SSB or added sugars coun-

termarketing campaigns have been

described, none have been rigorously

evaluated.41,42 There are numerous

reports of mass media campaigns

using traditional health education mes-

sages—not countermessages—

focused on the amount of added sug-

ars in SSBs and their health effects.9–15

These campaigns have used multiple

communication channels, including

social media digital advertisements, but

not social media groups. Evaluations

have yielded mixed findings, and most

have been limited to a single site or

used an uncontrolled study design

(only 3 were controlled10,11,15). The pos-

itive studies found 3% to 10% relative

reductions in SSB sales or self-reported

consumption. Costs ranged from

$300000 to $1.6 million in the 3 stud-

ies reporting them, which may be pro-

hibitive for public and nonprofit

agencies.10,11,13

Many public health organizations use

social media to disseminate health

messages, but few rigorous studies

have evaluated their impact. Most

social media–based nutrition interven-

tions have been tested in small pilot or

feasibility studies and have focused pri-

marily on White youths and adults.43

Our study suggests that organic social

media may be an effective, low-cost

method for organizations with existing

social media followings to launch SSB

communication campaigns. As costs

were fixed, the cost per person would

decrease proportionate to the number

of participants.

Our study had several limitations.

First, our primary outcome was bever-

age choice in a simulated online store

rather than a real store, but partici-

pants believed that they would receive

a coupon for their beverage selection,

incentivizing a real-world choice. Self-

reported beverage consumption may

be biased by social desirability,

although we used a well-validated

questionnaire and did not reveal study

hypotheses to participants. Future

research should assess additional out-

comes like retail sales or 24-hour die-

tary recalls.

Second, we do not know whether

effects persisted after the interventions

ended. Third, participants were

recruited in part from a marketing data-

base and may not be representative of

the population of Latinx parents of

young children, although they do reflect
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the educational status and household

income of the US Latinx population.

Fourth, people with lower incomes,

with less education, who were non-

White, and who preferred communicat-

ing in Spanish were less likely to join a

Facebook group or complete the study.

Barriers to engaging these populations

in social media interventions and

approaches for additional tailoring of

interventions should be explored. Fifth,

participants were recruited and offered

incentives to join our social media

groups, which might be prohibitively

expensive in the real world. It will be

useful to learn whether social media

advertising alone, which is less costly

than implementing social media

groups, has effects comparable to

those produced by joining a group.

Finally, although effect modification

analyses were not significant, our sam-

ple size was insufficient to detect mod-

est effects.

Study strengths included its longitudi-

nal, randomized controlled design;

large sample size; high degree of partic-

ipant engagement; and good partici-

pant retention.

Conclusions

In summary, this first, to our knowl-

edge, rigorous assessment of fruit drink

countermarketing messages tailored to

Latinx parents of young children and

delivered via a Facebook social media

group, alone and in combination with

water promotion messages, demon-

strated reductions in parental choice of

these beverages in an online simulated

store and children’s reported intake.

Purchases of water increased. These

results suggest that countermarketing

messages delivered through social

media groups may be a useful addition

to existing sugary drink–reduction

strategies.

Public Health Implications

Our findings highlight the promise of

social media countermarketing mes-

sages as either a low-cost stand-alone

tool or one integrated into broader

mass media campaigns, deployed dur-

ing SSB policy adoption campaigns, or

combined with other SSB reduction

strategies.44 It would be useful to

understand the added benefits of com-

bining social media countermarketing

messages with traditional mass media

campaigns and to test our approach

with different beverage types and pop-

ulations.
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We read with great interest the

article by Hawks et al.1 comparing

the health and care use of adults under

probation with that of adults not under

supervision. The authors used data from

the National Survey on Drug Use and

Health to draw comparisons between

individuals 18 to 49 years of age who

either were orwere not on probation.We

commend theauthors for focusingon the

characteristics and unmet needs of this

population; however, we have some

concerns.Most importantly, given the

evidence of gender differences in popu-

lations with psychiatric and substance

use disorders2,3 as well as justice

involvement,4,5wewonderwhy the

authors chose not to further split their

analyses by gender or include interac-

tions in their modeling strategy.

Figure 1 of the article displays the
proportions of respondents on proba-
tion with physical and mental health
conditions broken down by racial cate-
gories. Although salient in understand-
ing the prevalence of such conditions
and access to care, race is inextricably
connected to gender within the power
structures that affect social determi-
nants of health and access to resources,
including treatment. This figure shows
little variation across race, but it doesnot
address the evidence that justice-
involved women have high rates of
mental health diagnoses, substance use
disorders, and histories of material
hardship and trauma. These rates are
often found to be higher than the rates
among both justice-involved men and
the general population of women.

It is imperative to consider gender

when comparing justice-involved popu-

lations with the general population.

Women entering the criminal justice sys-

tem are likely to have a gendered set of

risk factors, including a high prevalence of

mental health problems, substance use

disorder, and material hardship. Women

also face unique barriers to entry for

substance use disorder treatment and

experience gender-based stigma for

such disorders.6,7 These risk factors and

barriers may be further exacerbated by

racialized systems of disadvantage. We

believe that by not accounting for gen-

dered differences in condition preva-

lence and care use as well as potential

interactions with race, Hawks et al. may

have left significant associations out of

their explanations for the distinctions

between individuals on parole and those

not under supervision.
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We thank Dillavou and Zhang for

their thoughtful comments on

our study and for highlighting that

gender-based barriers are often exac-

erbated by racialized systems of

disadvantage.

We sought to characterize the health

statusofUSadultsonprobation—a large

and little studied population—with par-

ticular attention to Black and Native

Americans, who have been dispropor-

tionately criminalized in the United

States. Although space limitations pre-

cluded our exploring many potentially

important subgroups and interactions,
we welcome the opportunity to address
the questions raised by Dillavou and
Zhang regarding possible interactions
between gender and race/ethnicity.

We include here a gender-stratified

version of Figure 1 from our article (Table

1), which showed the prevalence of phys-

ical and behavioral health conditions by

race/ethnicity. As Dillavou and Zhang sus-

pected, the prevalence of physical condi-

tions and mental health disorders—but

not substance use disorders—differs by

gender.However,wefind little evidenceof

a sizeable or consistent interaction

between gender and race.

We hope that our study will be a pre-

lude tomuch additional research on the

concomitants and effects of probation,

including more detailed analyses of

gender-based inequities.
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TABLE 1— Percentages of Adults on Probation (Stratified by Gender) With Physical Conditions, Mental
Health Disorders, and Substance Use Disorders, by Race/Ethnicity: United States, 2015–2018

More Than 1 Physical
Condition Serious Mental Illness Any Mental Illness Substance Use Disorder

Women
(P5 .01)

Men
(P5 .30)

Women
(P5 .05)

Men
(P, .01)

Women
(P, .01)

Men
(P, .01)

Women
(P5 .02)

Men
(P5 .02)

White 42.6 28.3 22.4 11.6 53.1 32.4 37.3 37.2

Black 41.2 24.9 14.2 5.5 38.5 22.4 26.5 29.5

Hispanic 27.6 23.1 12.4 4.2 38.0 24.7 25.1 37.2

Native American 38.1 20.3 10.1 3.5 36.3 18.7 17.1 31.7

Note. Statistical significance levels are from the x2 test.
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Lu Wang, PhD, MPH, Mengxi Du, MS, MPH, RD, Frederick Cudhea, PhD, Christina Griecci, PhD, Dominique S. Michaud, ScD,
Dariush Mozaffarian, MD, DrPH, and Fang Fang Zhang, MD, PhD

See also McCullough and Islami, p. 1913, and Galea and Vaughan, p. 1932.

Objectives. To quantify disparities in health and economic burdens of cancer attributable to suboptimal

diet among US adults.

Methods. Using a probabilistic cohort state-transition model, we estimated the number of new cancer

cases and cancer deaths, and economic costs of 15 diet-related cancers attributable to suboptimal

intake of 7 dietary factors (a low intake of fruits, vegetables, dairy, and whole grains and a high intake of

red and processed meats and sugar-sweetened beverages) among a closed cohort of US adults starting

in 2017.

Results. Suboptimal diet was estimated to contribute to 3.04 (95% uncertainty interval [UI]52.88, 3.20)

million new cancer cases, 1.74 (95% UI51.65, 1.84) million cancer deaths, and $254 (95% UI5$242,

$267) billion economic costs among US adults aged 20 years or older over a lifetime. Diet-attributable

cancer burdens were higher among younger adults, men, non-Hispanic Blacks, and individuals with

lower education and income attainments than other population subgroups. The largest disparities were

for cancers attributable to high consumption of sugar-sweetened beverages and low consumption of

whole grains.

Conclusions. Suboptimal diet contributes to substantial disparities in health and economic burdens of

cancer among young adults, men, racial/ethnic minorities, and socioeconomically disadvantaged groups.

(Am J Public Health. 2021;111(11):2008–2018. https://doi.org/10.2105/AJPH.2021.306475)

Cancer is a major public health bur-

den and the second leading cause

of death in the United States, with

approximately 1.8 million new cancer

cases and 0.6 million cancer deaths

estimated in 2018.1 The annual num-

bers of new cancer cases and deaths

are expected to increase, reaching 2.3

million and 1.0 million, respectively, in

2040.2 The direct medical cost associ-

ated with cancer care was estimated to

increase from $124 billion in 2010 to

$173 billion in 2020, a 17% increase

over 10 years.3 Reducing cancer bur-

dens through effective prevention

strategies has long been an overarch-

ing goal for public health policies in the

United States.

Suboptimal diet is well known to be

associated with the risk of cancer.

Strong evidence from systematic

reviews suggests that a high consump-

tion of processed and red meats and a

low consumption of whole grains and

dairy products are associated with an

increased risk of colorectal cancer, and

a low consumption of fruits and vegeta-

bles is associated with an increased risk

of cancer in the oral cavity, pharynx,

and larynx.4,5 Importantly, obesity has

been recognized as a risk factor for 13

types of cancers.6 Sugar-sweetened

beverage (SSB) consumption can

increase the risk of obesity-associated

cancers by contributing to weight gain

and obesity.7,8 We have previously
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estimated that more than 80000 new

cancer cases among US adults each

year are attributable to suboptimal

intake of these dietary factors.9 Diet-

associated cancers are likely to contrib-

ute to a substantial economic burden

given the high costs of cancer care.

Optimizing dietary intake could be a

cost-effective strategy for cancer pre-

vention, yet the economic burden of

diet-attributable cancers has not been

quantified.

In addition, cancer disproportionally

affects individuals of low socioeco-

nomic status and non-Hispanic Blacks

in the United States, who bear a higher

rate of cancer incidence and death for

many cancers than other population

subgroups.10 Meanwhile, dietary dis-

parities have persisted or worsened for

most dietary components among US

adults despite an overall modest

improvement in Americans’ diet in the

past 10 to 15 years.11–13 For example,

when low-income adults who partici-

pated in the Supplemental Nutrition

Assistance Program (SNAP) were com-

pared with higher-income individuals,

SNAP participants experienced no

improvements in diet quality from 2003

to 2013, whereas diet quality signifi-

cantly improved among higher-income

individuals.12 Non-Hispanic Blacks had

a worse diet quality and smaller

improvement in diet quality over time

compared with non-Hispanic

Whites.11,13 Interestingly, the racial/eth-

nic disparities in colorectal cancer inci-

dence and mortality parallel the racial/

ethnic disparities in diet quality among

US adults.10,14,15 Dietary disparities

could contribute to substantial cancer

disparities in the United States. In the

present study, we aimed to quantify

disparities in the health and economic

burdens of cancer attributable to sub-

optimal diet among US adults. Such

findings can inform priority areas in

public health strategies to improve diet

and reduce diet-attributable cancer dis-

parities in the United States.

METHODS

We used a cohort state-transition

model, the Dietary and Cancer Out-

come Model,16 to estimate the health

and economic burdens of cancer attrib-

utable to suboptimal diet among US

adults over a lifetime in a closed cohort

(Figure A and Method A, available as

supplements to the online version of

this article at http://www.ajph.org).

Starting from a cancer-free representa-

tive population of US adults in 2017,

the model simulated the development

and progression of cancer over a life-

time by transitions of health states and

tracked numbers of cancer cases and

cancer deaths, and associated direct

medical and indirect societal costs that

occurred annually in the cohort. To esti-

mate diet-associated cancer burdens,

the model compared the incremental

difference in cancer burdens between

the current and optimal dietary intake

scenarios. Diet-associated cancer bur-

dens were estimated in population

subgroups stratified by age, gender,

race/ethnicity, education, income, and

SNAP participation, and combined for

estimates among US adults. Health

outcomes and economic costs were

discounted at 3% annually as recom-

mended by the Second Panel on Cost-

Effectiveness in Health and Medicine.17

Study Population

Demographics were obtained on non-

institutionalized US adults aged 20

years or older based on the 2 most

recent cycles of the National Health

and Nutrition Examination Survey

(NHANES) (2015–2016 and 2017–2018;

Table A, available as a supplement to

the online version of this article at

http://www.ajph.org). Population sub-

groups were jointly stratified by age

(20–44, 45–54, 55–64, and 65 years or

older), gender (men and women), race/

ethnicity (non-Hispanic Whites, non-

Hispanic Blacks, Hispanics, and others),

education (,high school, high school,

some college, and college graduate or

above), income (family income to pov-

erty ratio [FIPR], calculated by using the

poverty guideline by the Department of

Health and Human Services, of,1.3, 1.

3–2.9, and$3), and SNAP participation

status (SNAP participants, SNAP-eligible

nonparticipants, and SNAP ineligible

individuals). Information on race/eth-

nicity was self-reported according to

fixed categories; Asian and other racial/

ethnic groups were combined into 1

group because of their small sample

sizes.18

Current and Optimal
Dietary Intakes

Seven dietary factors representing the

suboptimal diet (a low consumption of

whole grains, dairy products, fruits, and

vegetables, and a high consumption of

red meats, processed meats, and SSBs)

were selected on the basis of evidence

from systematic reviews performed by

the World Cancer Research Fund/

American Institute for Cancer Research

(WCRF/AICR) and others showing

“convincing” or “probable” evidence of

association with cancer risk.8 We esti-

mated current intakes of these dietary

factors by using two 24-hour dietary

recalls per person from NHANES cycle

2015–2016 and 2017–2018, which pro-

vided the most recent dietary intake

data of nationally representative US

adults. The NHANES used the US
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Department of Agriculture Automated

Multiple-Pass Method to enhance com-

plete and accurate recall of all foods and

beverages consumed in the previous

day and reduce respondent burden

across all cycles.19 We performed energy

adjustment to reduce measurement

errors associated with self-reported die-

tary intake estimates.20 The estimated

mean consumption incorporated sam-

pling weights to account for the complex

sampling design and ensure national

representativeness (Table B, available as

a supplement to the online version of

this article at http://www.ajph.org). We

characterized the optimal intake of each

dietary factor based on the consumption

level associated with lowest disease risk

in meta-analyses of clinical end points,

assessed by the Global Burden of Dis-

ease 2010.21

Diet–Cancer Associations

To estimate cancer risks attributable to

suboptimal diet, we incorporated both

direct diet–cancer etiologic effects and

the body mass index (BMI; defined as

weight in kilograms divided by the

square of height in meters)–mediated

associations between diet and cancer.

We obtained the relative risk estimates

for direct diet–cancer etiologic effects

from meta-analysis performed by

WCRF/AICR,4,5 which included prospec-

tive cohort studies with limited evi-

dence of bias from confounders, where

the associations were multivariable

adjusted and independent of BMI

(Table C and Method B, available as

supplements to the online version of

this article at http://www.ajph.org). The

long-term etiologic effects of dietary

factors on BMI were estimated based

on multivariable-adjusted pooled analy-

sis from 120977 US men and women

from 3 prospective cohort studies

(Table D, available as a supplement to

the online version of this article at

http://www.ajph.org).7,9 We obtained

effects of elevated BMI on cancer from

meta-analyses of prospective cohort

studies conducted by the International

Agency for Research on Cancer6 and

WCRF/AICR (Table E, available as sup-

plement to the online version of this

article at http://www.ajph.org).8

Cancer Incidence
and Survival

We obtained cancer incidence rates for

the 15 diet-related cancer types (i.e.,

colorectal, oral cavity or pharynx, lar-

ynx, corpus uteri, kidney, breast, liver,

stomach, esophagus, pancreas, pros-

tate, thyroid, gallbladder, ovary, and

multiple myeloma) in 2017 from the

Centers for Disease Control and Pre-

vention’s National Program of Cancer

Registries and the Surveillance, Epide-

miology, and End Results program

(SEER; Method C and Table F, available

as supplements to the online version of

this article at http://www.ajph.org).22 To

account for underlying trends in cancer

incidence for each cancer type, we esti-

mated the average annual percent

change in age-adjusted incidence rates

from 2008 to 2017, and then applied

that to the baseline incidence rates to

project future trends in cancer inci-

dence in 2018 and beyond.3 We esti-

mated the annual probability of dying

from cancer based on the 5-year rela-

tive survival in 2016 obtained from

SEER (Method C and Table G, available

as supplements to the online version of

this article at http://www.ajph.org).

Economic Costs

We obtained direct medical costs for can-

cer care by age (,65 and$65 years),

gender, and phase of cancer care (ini-

tial, continuing, and end year of life)

from National Cancer Institute’s Can-

cer Prevalence and Cost of Care Pro-

jections.3 Indirect societal costs

including productivity loss costs and

patient time costs associated with

cancer care were obtained from pub-

lished estimates based on the Medi-

cal Expenditure Panel Survey

data.23,24 All costs were inflated to

2017 US dollars using the Personal

Health Care index (Method D and

Table H, available as supplements to

the online version of this article at

http://www.ajph.org).

Uncertainty Analysis

We incorporated uncertainties in each

model input parameter using probabil-

istic sensitivity analyses with 1000 simu-

lations. We derived corresponding 95%

uncertainty intervals (UIs) from the

2.5th and 97.5th percentiles of 1000

estimates. We conducted statistical

analyses in R, version 3.6.1 (R Founda-

tion, Vienna, Austria).

RESULTS

Among US adults over a lifetime, sub-

optimal intakes of 7 dietary factors

were estimated to cause 3.04 (95%

UI52.88, 3.20) million new cancer

cases, 1.74 (95% UI51.65, 1.84) mil-

lion cancer deaths (Table 1), and

$253.69 (95% UI5$241.54, $266.54)

billion direct medical costs associated

with cancer care (Table 2), accounting

for 7.4% of new cancer cases, 7.7%

of cancer deaths, and 7.8% of direct

medical costs of these 15 cancers

in the United States. These diet-

attributable cancers also cost $113.89

(95% UI5$108.21, $119.86) billion in

productivity losses and $16.10 (95%
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UI5$15.30, $16.92) billion in patient

time costs. Among all diet-attributable

cancer burdens, 72.0% of new cancer

cases (2.09 million; 95% UI51.95,

2.22), 71.3% of cancer deaths (1.24

million; 95% UI51.16, 1.31; Table I,

available as a supplement to the

online version of this article at http://

www.ajph.org), and 72.8% of direct

medical costs ($184.80 billion; 95%

UI5 $173.58, $194.92 billion; Table J,

available as a supplement to the

online version of this article at http://

www.ajph.org) were attributable to

direct diet–cancer etiologic effects,

and the remainder were attributable

to dietary effects mediated through

obesity (Table K and Table L, avail-

able as supplements to the online

version of this article at http://www.

ajph.org).

TABLE 1— Estimated Cancer Burden Attributable to Suboptimal Diet Among US Adults Over a Lifetime
by Population Subgroups: 2015–2018

New Cancer Cases Cancer Deaths

No., Median (95% UI)

No. per 100000
Population, Median

(95% UI) No., Median (95% UI)

No. per 100000
Population, Median

(95% UI)

All US adults 3 040 000 (2 880000, 3 200 000) 1 290 (1 230, 1 360) 1 740000 (1 650000, 1840000) 742 (704, 782)

Gender

Women 1400 000 (1 310000, 1 490 000) 1 150 (1 070, 1 220) 767000 (714 000, 821 000) 629 (585, 673)

Men 1640 000 (1 510000, 1 760 000) 1 450 (1 340, 1 560) 977000 (906 000, 1 050 000) 863 (801, 928)

Age, y

20–44 1610 000 (1 490000, 1 750 000) 1 550 (1 430, 1 680) 992000 (919 000, 1 080 000) 953 (883, 1 030)

45–54 564 000 (514 000, 619 000) 1 390 (1 270, 1 530) 308000 (281 000, 338 000) 761 (694, 835)

55–64 503 000 (453 000, 549 000) 1 180 (1 060, 1 290) 267000 (239 000, 292 000) 624 (560, 682)

$65 357 000 (323 000, 394 000) 747 (675, 824) 178000 (161 000, 195 000) 371 (335, 408)

Race/ethnicity

Non-Hispanic Black 377 000 (348 000, 406 000) 1 400 (1 300, 1 510) 245000 (226 000, 266 000) 915 (842, 992)

Hispanic 485 000 (441 000, 528 000) 1 330 (1 210, 1 450) 307000 (277 000, 337 000) 840 (757, 923)

Other 265 000 (243 000, 286 000) 1 130 (1 040, 1 220) 151000 (138 000, 166 000) 645 (587, 707)

Education

,high school 398 000 (366 000, 430 000) 1 320 (1 210, 1 420) 242000 (222 000, 263 000) 801 (733, 869)

High school or GED 766000 (706 000, 829 000) 1 360 (1 250, 1 470) 453000 (415 000, 493 000) 802 (735, 873)

Some college 987 000 (911 000, 1 070000) 1 330 (1 230, 1 430) 583000 (535 000, 633 000) 784 (720, 852)

College or above 847 000 (775 000, 917 000) 1 140 (1 050, 1 240) 495000 (449 000, 537 000) 668 (607, 725)

Incomea

FIPR ,1.3 668 000 (614 000, 725 000) 1 380 (1 270, 1 500) 408000 (374 000, 444 000) 845 (773, 918)

FIPR 1.3–2.9 910 000 (835 000, 982 000) 1 310 (1 200, 1 410) 543000 (494 000, 591 000) 780 (710, 850)

FIPR $3.0 1420 000 (1 310000, 1 520 000) 1 210 (1 110, 1 300) 824000 (757 000, 888 000) 703 (646, 757)

SNAP participation statusb

SNAP participants 596 000 (546 000, 649 000) 1 460 (1 340, 1 590) 365000 (333 000, 400 000) 894 (815, 980)

SNAP-eligible
nonparticipants

285 000 (261 000, 310 000) 1 310 (1 200, 1 430) 171000 (156 000, 188 000) 788 (717, 867)

SNAP-ineligible individuals 2 090 000 (1 930000, 2 250 000) 1 210 (1 120, 1 300) 1 220000 (1 130000, 1 320000) 709 (652, 767)

Note. FIPR5 family income to poverty ratio; GED5 general equivalency diploma; SNAP5 Supplemental Nutrition Assistance Program; UI5uncertainty
interval. The federal poverty threshold was according to US Department of Health and Human Services.

aThe ratio of family income to the federal poverty threshold, adjusting for household size. For reference, the 2017 federal poverty threshold for a family
of 4 was $24600 per year, according to the US Department of Health and Human Services.

bSNAP participants are those reporting having ever received household SNAP benefits in the past 12 years in the National Health and Nutrition
Examination Survey; SNAP-eligible nonparticipants refer to those who are income eligible for SNAP (FIPR,1.3) while not reporting SNAP participation
in the past 12 years; SNAP-ineligible individuals refer to those with FIPR$1.3.
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TABLE 2— Estimated Economic Costs of Cancer Attributable to Suboptimal Diet Among US Adults Over
a Lifetime by Population Subgroups: 2015–2018

Direct Medical Costs Productivity Loss Costs Patient Time Costs

Total Costs,
Billion $, Median

(95% UI)

Costs per 100000
Population,

Million $, Median
(95% UI)

Total Costs,
Billion $, Median

(95% UI)

Costs per
100000

Population,
Million $,

Median (95% UI)

Total Costs,
Billion $,
Median
(95% UI)

Costs per
100000

Population,
Million $,

Median (95% UI)

All US adults 253.69 (241.54, 266.54) 107.88 (102.71, 113.34) 113.89 (108.21, 119.86) 48.43 (46.01, 50.97) 16.1 (15.30, 16.92) 6.84 (6.50, 7.19)

Gender

Women 108.20 (101.23, 114.82) 88.65 (82.95, 94.08) 54.54 (51.00, 58.19) 44.69 (41.79, 47.68) 7.93 (7.46, 8.46) 6.50 (6.11, 6.93)

Men 145.34 (135.40, 156.31) 128.48 (119.07, 138.18) 59.28 (55.02, 63.91) 52.40 (48.64, 56.50) 8.17 (7.53, 8.8) 7.22 (6.66, 7.78)

Age, y

20–44 121.22 (111.53, 131.50) 116.42 (107.11, 126.29) 55.97 (51.26, 60.80) 53.75 (49.23, 58.39) 6.83 (6.25, 7.43) 6.56 (6.01, 7.14)

45–54 51.92 (47.11, 56.91) 128.31 (116.43, 140.67) 24.27 (22.03, 26.64) 59.99 (54.45, 65.85) 3.53 (3.19, 3.88) 8.71 (7.89, 9.59)

55–64 47.20 (42.53, 51.87) 110.46 (99.53, 121.38) 20.84 (18.78, 22.91) 48.77 (43.95, 53.61) 3.53 (3.17, 3.88) 8.26 (7.41, 9.09)

$65 33.18 (29.74, 36.64) 69.34 (62.16, 76.58) 12.91 (11.60, 14.28) 26.97 (24.25, 29.85) 2.23 (2.00, 2.47) 4.65 (4.18, 5.16)

Race/ethnicity

Non-Hispanic

White

161.09 (149.36, 173.20) 108.57 (100.67, 116.74) 73.92 (68.45, 79.6) 49.82 (46.13, 53.65) 10.64 (9.87, 11.45) 7.17 (6.66, 7.72)

Non-Hispanic

Black

32.01 (29.52, 34.39) 119.33 (110.05, 128.22) 13.08 (12.16, 14.08) 48.75 (45.34, 52.49) 1.78 (1.65, 1.90) 6.62 (6.16, 7.07)

Hispanic 38.40 (35.08, 41.64) 105.18 (96.10, 114.07) 16.67 (15.18, 18.14) 45.66 (41.58, 49.68) 2.30 (2.11, 2.48) 6.29 (5.78, 6.79)

Other 22.09 (20.35, 23.82) 94.13 (86.73, 101.51) 10.25 (9.37, 11.02) 43.70 (39.94, 46.98) 1.38 (1.27, 1.48) 5.88 (5.43, 6.29)

Education

,high school 33.54 (30.99, 36.08) 110.73 (102.32, 119.11) 14.20 (13.15, 15.27) 46.89 (43.43, 50.41) 2.02 (1.88, 2.17) 6.66 (6.19, 7.16)

High school or

GED

64.23 (59.45, 69.28) 113.77 (105.30, 122.7) 28.02 (25.90, 30.12) 49.62 (45.87, 53.36) 4.00 (3.71, 4.29) 7.08 (6.57, 7.61)

Some college 82.07 (75.84, 87.92) 110.39 (102.02, 118.26) 36.43 (33.78, 39.15) 49.00 (45.44, 52.67) 5.12 (4.76, 5.49) 6.89 (6.41, 7.39)

College or above 71.46 (65.50, 77.37) 96.48 (88.43, 104.45) 32.00 (29.38, 34.71) 43.20 (39.66, 46.86) 4.47 (4.14, 4.83) 6.04 (5.59, 6.52)

Incomea

FIPR,1.3 54.45 (50.23, 58.60) 112.68 (103.93, 121.25) 23.93 (22.08, 26.01) 49.51 (45.69, 53.81) 3.32 (3.08, 3.58) 6.87 (6.36, 7.42)

FIPR 1.3–2.9 75.22 (68.95, 81.38) 108.08 (99.07, 116.94) 32.91 (30.24, 35.65) 47.30 (43.45, 51.23) 4.59 (4.25, 4.94) 6.60 (6.11, 7.10)

FIPR$3.0 121.40 (111.64, 129.94) 103.54 (95.22, 110.83) 53.86 (49.54, 57.96) 45.94 (42.25, 49.44) 7.65 (7.07, 8.21) 6.52 (6.03, 7.00)

SNAP participationb

SNAP participants 47.86 (43.99, 51.87) 117.26 (107.76, 127.08) 21.14 (19.45, 22.97) 51.78 (47.65, 56.27) 2.91 (2.68, 3.16) 7.12 (6.57, 7.73)

SNAP-eligible

nonparticipants

23.39 (21.43, 25.43) 107.55 (98.55, 116.91) 10.27 (9.38, 11.15) 47.21 (43.14, 51.28) 1.42 (1.31, 1.54) 6.55 (6.02, 7.09)

SNAP-ineligible

individuals

177.26 (164.24, 189.96) 102.7 (95.16, 110.06) 78.33 (72.51, 84.12) 45.38 (42.01, 48.74) 11.06 (10.26, 11.84) 6.41 (5.95, 6.86)

Note. FIPR5 family income to poverty ratio; GED5 general equivalency diploma; SNAP5 Supplemental Nutrition Assistance Program; UI5uncertainty
interval. The federal poverty threshold was according to US Department of Health and Human Services.

aThe ratio of family income to the federal poverty threshold, adjusting for household size. For reference, the 2017 federal poverty threshold for a family
of 4 was $24 600 per year, according to the US Department of Health and Human Services.

bSNAP participants are those reporting having ever received household SNAP benefits in the past 12 years in the National Health and Nutrition
Examination Survey; SNAP-eligible nonparticipants refer to those who are income eligible for SNAP (FIPR,1.3) while not reporting SNAP participation
in the past 12 years; SNAP-ineligible individuals refer to those with FIPR$1.3.
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Disparities by Age
and Gender

Per 100000 population, young adults

(aged 20–44 years) had a higher num-

ber of diet-attributable cancer cases

(difference5 803; 95% UI5656, 952)

and cancer deaths (difference5582;

95% UI5500, 668) than older adults

($65 years; Table 1). Similar age pat-

terns were observed for all cancer

types (Figure 1 and Table M, available

as a supplement to the online version

of this article at http://www.ajph.org)

and all dietary factors (Figure 2 and

Table N, available as a supplement to

the online version of this article at

http://www.ajph.org). Men had a higher

number of diet-attributable cancer

cases (difference5300; 95% UI5169,

434) and cancer deaths (differ-

ence5234; 95% UI5157, 315) per

100000 population than women, over-

all and across cancer types except for

female cancers (e.g., female breast,

endometrial, and ovary cancers). Men

also had a higher diet-attributable can-

cer burden than women for nearly all

dietary factors except for high SSB con-

sumption, which contributed to a higher

number of cancer cases in women than

in men (11; 95% UI5210, 43).

Disparities by
Race/Ethnicity

Non-Hispanic Blacks had more diet-

attributable cancer cases (differ-

ence5110; 95% UI5221, 265) and

cancer deaths (214; 95% UI5126, 309)

per 100000 population than non-

Hispanic Whites. Non-Hispanic Blacks

also had a higher number of diet-

attributable cancer burden for most can-

cer types, with the largest differences

seen for colorectal cancers. However,

non-Hispanic Whites had a higher

number of diet-attributable cases and

deaths for oral cavity, pharynx, or larynx

cancers than non-Hispanic Blacks. By

dietary factors, non-Hispanic Blacks had

a higher number of diet-attributable can-

cer burden than non-Hispanic Whites

for most of the dietary factors, with

greater differences attributable to low

consumption of dairy and whole grains

and high consumption of processed

meats and SSBs.

Disparities by Education,
Income, and SNAP Status

Compared with those with a college grad-

uate or above level of education, individu-

als with a lower than college graduate

level of education had a higher number

of diet-attributable cancer cases (e.g., dif-

ference for less than high school vs col-

lege graduate5180; 95% UI533, 301)

and cancer deaths (132; 95% UI546,

219) per 100000 population. Similar dis-

parities by education were observed for

nearly all cancer types, with largest differ-

ences seen for colorectal cancer and for

nearly all dietary factors with the largest

differences attributable to high consump-

tion of SSBs.

Individuals with a low level of family

income (FIPR,1.3) had a higher number

of diet-attributable cancer cases (differ-

ence5170; 95% UI524, 322) and can-

cer deaths (difference5142; 95%

UI549, 238) per 100000 population

than higher-income individuals (FIPR$3).

Similar disparities were observed across

cancer types and dietary factors, with

only a few exceptions. Similarly, we

observed a higher number of diet-

attributable cancer cases and cancer

deaths among SNAP participants than

eligible nonparticipants (difference5100;

95% UI515, 330) and SNAP-ineligible

individuals (difference5250, 95%

UI5106, 402) for nearly all cancer types

and each dietary factor. The largest dis-

parities by family income and SNAP par-

ticipation status were attributable to high

consumption of SSBs and low consump-

tion of whole grains.

Obesity vs Direct
Diet–Cancer Associations

The diet-attributable cancer cases and

deaths mediated through obesity were

higher among young versus older

adults per 100000 population (differ-

ence of cases5292; 95% UI5236,

350), women versus men (difference

of cases5128; 95% UI578, 182),

non-Hispanic Blacks versus non-

Hispanic Whites (difference of case-

s595; 95% UI521, 160), individuals

with low versus higher levels of educa-

tion (difference of cases591; 95%

UI529, 154) or income (difference of

cases5140; 95% UI569, 207), and

SNAP participants versus SNAP-

ineligible individuals (difference of

cases5162; 95% UI587, 242; Table I

and Table J). We observed similar dis-

parities for cancer burdens attribut-

able to direct diet–cancer associations,

except that men had a higher direct

diet-attributable cancer burden than

women (Table K and Table L).

Disparities in
Economic Costs

We observed similar disparities for diet-

attributable cancer costs for direct

medical costs, productivity loss costs,

and patient time costs. For example,

the direct medical costs of diet-

attributable cancers (million per

100000 population) were higher in

young (aged 20–44 years) versus older

adults (aged$65 years; differ-

ence546.91; 95% UI5 35.69, 59.03),

men versus women (difference539.90;
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All US adults 744 212 84 68 60 47 29 17 12 5 5 5 3 1

Gender 

  Women 651 107 162 44 115 19 19 4 11 4 0 7 4 2

  Men 843 327 0 94 0 78 40 30 13 6 10 2 3 0

Age, y 

  25–44 881 264 105 85 63 65 33 18 12 5 4 7 4 1

  45–54 779 234 101 72 74 53 29 19 13 5 6 4 4 1

  55–64 684 181 68 63 59 34 32 19 15 6 7 3 4 1

12144997151831393801864≥65  

Race/ethnicity 

  Non-Hispanic White 706 253 83 67 64 38 23 23 13 4 5 5 3 1

  Non-Hispanic Black 845 156 110 79 59 69 43 4 12 9 6 2 7 1

  Hispanic 824 137 81 81 48 75 39 10 11 5 5 6 5 1

  Other 743 136 62 40 53 35 33 5 7 3 2 5 3 1

Education

  <high school 772 188 74 79 52 64 34 16 14 7 7 5 4 1

  High school or GED 761 233 85 76 62 54 31 18 14 6 6 5 4 1

  Some college 749 226 93 68 65 46 30 17 12 5 5 5 4 1

  College or above 692 193 70 51 48 33 24 14 8 3 3 3 2 1

Income

  FIPR ≤1.3 777 206 106 78 72 57 34 15 14 7 6 6 5 1

  FIPR 1.3–2.9 752 214 83 69 58 49 33 16 12 5 5 5 4 1

  FIPR ≥3 718 212 68 57 48 38 27 17 10 4 4 3 3 1

SNAP participation 

  SNAP-P 776 218 128 87 87 64 36 16 16 8 6 8 5 2

  SNAP-E 754 207 87 69 62 51 33 15 12 5 5 5 4 1

  SNAP-I 709 208 71 60 50 41 29 17 10 4 4 4 3 1

0 500 100
No. of Cases

0 1500

All US adults
Gender

  Women
  Men

Age, y
25–44
45–54
55–64

≥65
Race/ethnicity

  Non-Hispanic White
  Non-Hispanic Black

  Hispanic
  Other

Education
  <high school

  High school or GED
  Some college

  College or above
Income

FIPR ≤1.3 
FIPR 1.3–2.9

FIPR ≥3
SNAP participation

  SNAP-P
  SNAP-E
  SNAP-I

Colon and rectum

Oral cavity, pharynx, and larynx

Corpus uteri

Kidney

Breast (postmenopausal)

Liver

Stomach

Esophagus

Pancreas

Multiple myeloma

Prostate (advanced)

Thyroid

Gallbladder

Ovary

Colon and
rectum

Oral Cavity, 
Pharynx, and 

Larynx Corpus Uteri Kidney
Breast 

(Postmenopausal) Liver Stomach Esophagus Pancreas
Multiple 
Myeloma

Prostate 
(Advanced) Thyroid Gallbladder Ovary

FIGURE 1— Number of Diet-Attributable Cancer Cases by Cancer Types Among Key Population Subgroups of US Adults
Over a Lifetime: 2015–2018

Note. FIPR5 family income to poverty ratio; GED5 general equivalency diploma; SNAP5 Supplemental Nutrition Assistance Program. The federal poverty
threshold was according to US Department of Health and Human Services.
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95% UI529.47, 50.49), non-Hispanic

Blacks versus non-Hispanic Whites (dif-

ference510.69; 95% UI52.55, 22.84),

individuals with low versus higher levels

of education (difference514.50; 95%

UI53.53, 25.29) or income (differ-

ence59.14; 95% UI52.39, 20.68), and

SNAP participants versus ineligible indi-

viduals (difference514.75; 95%

UI52.20, 25.78). However, middle-

aged adults (aged 45–54 years) had

higher diet-attributable costs than

either younger (,45 years) or older

($55 years) adults. These disparity pat-

terns were similarly observed across

cancer types and dietary factors (Table

O and Table P, available as supple-

ments to the online version of this arti-

cle at http://www.ajph.org).

DISCUSSION

Based on a nationally representative

simulation model, suboptimal diet was

estimated to contribute to 3.04 million

new cancer cases, 1.74 million cancer

deaths, and $254 billion direct medical

costs associated with cancer care

among US adults over a lifetime. The

health and economic burdens of diet-

attributable cancers were higher

among men, younger adults, racial/

ethnic minorities, individuals with

lower education and income attain-

ments, and SNAP participants, com-

pared with their counterpart groups.

The largest disparities in diet-

attributable cancer were associated

with high consumption of SSBs and

low consumption of whole grains. To

our best knowledge, this study is

among the first to quantify disparities

in both the health and economic bur-

dens of cancer attributable to subopti-

mal diet in the United States.

0 500 1000 1500

No. of Cases

All US adults
Gender

  Women
  Men

Age, y
25–44
45–54
55–64

≥65
Race/ethnicity

  Non-Hispanic white
  Non-Hispanic Black

  Hispanics
  Other

Education
  <high school

  High school or GED
  Some college

  College or above
Income

FIPR ≤1.3
FIPR 1.3–2.9

FIPR ≥3
SNAP participation

  SNAP-P
  SNAP-E
  SNAP-I

Whole grains

Dairy

Processed meats

Fruits

Vegetables

SSBs

Red meats

Whole Grains Dairy Processed Meats Fruits Vegetables SSBs Red Meats

All US adults 420 207 181 168 153 83 78
Gender 
  Women 417 186 143 142 108 91 63

5947102891222232624neM  
Age, y

6860158170251214201544–52  
9800117188157132234445–54  
785763174107119137346–55  
34425838521431352≥65  

Race/ethnicity 
  Non-Hispanic White 405 185 183 187 176 79 73
  Non-Hispanic Black 456 259 212 158 131 111 72
  Hispanic 475 242 169 137 111 95 100

9745401911351232983rehtO  
Education
  <high school 429 224 168 150 145 103 102
  High school or GED 423 220 180 172 166 104 96
  Some college 428 207 204 171 157 88 74
  College or above 397 191 170 143 130 43 66
Income
  FIPR ≤1.3 450 225 185 170 157 115 78
  FIPR 1.3–2.9 425 214 184 168 145 98 76

1755641361371591604≥3 RPIF 
SNAP participation 

18951661871991512264P-PANS  
18601631661791691924E-PANS  
7626741651671991204I-PANS  

FIGURE 2— Number of Diet-Attributable Cancer Cases by Dietary Factors
Among Key Population Subgroups of US Adults Over a Lifetime: 2015–2018

Note. FIPR5 family income to poverty ratio; GED5 general equivalency diploma;
SNAP5 Supplemental Nutrition Assistance Program; SSB5 sugar-sweetened beverage. The federal
poverty threshold was according to US Department of Health and Human Services.
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Public Health Implications

The higher diet-attributable cancer bur-

dens among non-Hispanic Blacks, indi-

viduals with lower education and

income attainments, and SNAP partici-

pants reflects both a higher cancer risk

and a worse diet quality among these

population subgroups.10–12 These find-

ings suggest that targeted nutrition

interventions among these population

subgroups can potentially reduce

diet-attributable cancer disparities.

In addition, our study revealed that the

highest diet–cancer disparities were

attributable to high consumption of

SSBs and processed meats and low

consumption of whole grains and dairy.

These could be priority dietary targets

for behavior change and policy strate-

gies to reduce cancer disparities in the

United States. Policy options may

include expanding SNAP to include

financial incentives for purchasing

whole grains, fruits, and vegetables and

disincentives to discourage the con-

sumption of SSBs and processed

meats.25,26 Other relevant policy

actions may include improving the

availability, affordability, and accessibil-

ity of healthy foods in low-income and

racial/ethnic minority communities,

schools, and workplaces.27

The gender difference in diet-

attributable cancer burdens is also

worth attention. The overall higher diet-

attributable cancer burdens in men

than women may reflect a worse diet

quality in men than women.11,13 For

example, the Healthy Eating Index

2015, a diet quality index that meas-

ures adherence to the 2015–2020 Die-

tary Guidelines for Americans, was 5%

(3 percentage points) lower in men

than women.13 However, women had a

higher diet-attributable cancer burden

mediated through obesity than men. It

is possible that excessive body weight

has a larger impact on female cancers.

In accordance with this finding, our

results also revealed that high SSB con-

sumption contributed to more cancer

cases in women than in men. The

higher diet-related cancer burdens esti-

mated among younger than older

adults were primarily attributable to

the longer length of follow-up of youn-

ger adults in a closed cohort.

Consumption of SSBs contributed to

the largest diet-attributable cancer dis-

parities in the United States, by age,

race, and socioeconomic status.

Although SSB consumption had

declined by 28% since 1999 among US

adults, level of consumption remains

high, especially among young adults,

racial/ethnic minorities, and socioeco-

nomically disadvantaged groups.12

Reducing SSB consumption through

relevant policy actions, including taxes,

warning labels, or Nutrition Facts Panel

labeling of added sugars28,29 could be

effective strategies for reducing diet-

attributable cancer disparities.

Although restricting SSB purchases for

SNAP participants has been debated,30

a combination of financial disincentives

for SSBs and other less healthful foods

plus incentives for a range of healthful

foods may help reduce disparities while

still preserving choice.31

Low whole grain consumption also

contributed to substantial diet–cancer

disparities in the United States. Despite

modest recent increase in whole grain

consumption, current levels of 1 serv-

ing a day remain far below the recom-

mended intake of 3 servings per day.11

In 2015 to 2016, US adults consumed

only 2.7% of calories from whole grains,

compared with 15.9% of calories from

refined grains.13 Potential barriers for

increasing whole grain consumption

include the lack of public awareness on

health benefits of whole grains, lack of

knowledge to identify whole grain

products, and absence of standardized

definitions and labeling to increase

awareness and healthier choices.32

Efforts are needed to address these

challenges,9,32 including incorporating

additional financial incentives for healthy

whole grain products (rather than only

fruits and vegetables) in SNAP.31

By cancer type, optimizing dietary

intake could be particularly important

for reducing disparities related to colo-

rectal cancer. Colorectal cancer is the

third most diagnosed cancer among US

men and women1 and is associated

with the largest number of diet-

attributable cases.9 Colorectal cancer

disproportionally affects men, non-

Hispanic Blacks, and socioeconomically

disadvantaged groups,14,15 which runs

parallel with the higher colorectal can-

cer burden attributable to diet

observed in this study.

Strengths and Limitations

Our study had several strengths. We

used a probabilistic cohort state-

transition model, which simulates the

transitions among various cancer-related

health states along with aging, allow-

ing us to project the health and eco-

nomic burdens of cancer attributable

to diet over a lifetime. Our model

incorporated national representative

estimates for recent dietary intakes

of US adults, national data for cancer

incidence and survival, and

multivariate-adjusted etiology effects

for diet–cancer associations from

meta-analysis of cohort studies. In

addition to estimating direct diet–

cancer associations independent of

obesity, our model further incorpora-

ted obesity-mediated cancer risks, al-

lowing us to estimate diet-attributable
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cancer burdens attributable to obesity-

mediated pathways. Our model also

accounted for the uncertainty of die-

tary intake and cancer incidence, allow-

ing estimation of the lower and upper

bounds of the plausible effects.

Potential limitations should also be

considered. First, self-reported dietary

assessment is subject to measurement

error. Yet the NHANES is the only

nationally representative survey of

Americans’ diet; dietary intake data col-

lected in NHANES are often used to

evaluate dietary intake patterns of US

adults and children.11 In addition, the

use of multiple-pass method19 and

energy adjustments reduce measure-

ment error.20

Second, we did not incorporate sec-

ular trends in diet over time or

changes in diet across the life course.

If disparities in dietary intake patterns

persist or worsen in future years or

as people age, the estimated dispar-

ities in diet-associated cancer burdens

are likely to sustain to later years or

become more profound. In addition,

the current estimates did not

consider the impact of early life diet

on cancer outcomes and could have

underestimated cancer burdens

attributable to suboptimal diet.

Third, the projected rates of cancer

incidence and mortality in the current

model may not fully capture the influ-

ence of Affordable Care Act and other

changing policies and factors on cancer

outcomes. Disparities in diet-associated

health and economic burdens of cancer

may decline in future years if the insur-

ance expansion under the Affordable

Care Act is likely to reduce cancer dispar-

ities in the United States.33

Fourth, cancer could lead to substan-

tial psychological burdens for the

patients and their families. Our model

did not include the psychological

burden of cancer because of the lack of

well-accepted methods to quantify it;34

the diet-associated cancer burdens

could be underestimated.

Fifth, we assumed a 5-year induction

period between changes in current

dietary intakes to optimal intakes and

cancer risks, based on limited empiric

evidence of the induction time between

diet and various cancers.35 Longer or

shorter induction periods could partly

alter our findings.

Conclusions

Suboptimal diet contributes to a sub-

stantial cancer burden in racial/ethnic

minorities, socioeconomically disadvan-

taged groups, SNAP participants, men,

and young adults. High consumption of

SSBs and low consumption of whole

grains are 2 leading dietary targets for

prevention policies to reduce diet-

attributable cancer disparities in the

United States. These findings under-

score the importance of developing

and implementing targeted food and

nutrition strategies among key popula-

tion subgroups to reduce cancer dis-

parities in the United States.
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Severity of Inpatient Hospitalizations
Among Undocumented Immigrants
and Medi-Cal Patients in a Los
Angeles, California, Hospital: 2019
Annie Ro, PhD, MPH, Helen W. Yang, MD, Senxi Du, BA, Courtney L. Hanlon, MD, MS, and Andrew Shane Young, DO

See also Ortega et al., p. 1910.

Objectives. To compare the severity of inpatient hospitalizations between undocumented immigrants

and Medi-Cal patients in a large safety-net hospital in Los Angeles, California.

Methods.We conducted a retrospective analysis of all 2019 inpatient stays at a Los Angeles hospital

(n522480), including patients of all races/ethnicities. We examined 3 measures by using insurance

status to approximate immigration status: illness severity, length of hospital stay, and repeat

hospitalizations. We calculated group differences between undocumented and Medi-Cal patients by

using inverse probability weighted regression adjustment separately for patients aged 18 to 64 years

and those aged 65 years and older.

Results. Younger undocumented patients had less severe illness and shorter lengths of stay than their

Medi-Cal counterparts. Older undocumented immigrants also had less severe illness, but had similar

lengths of stay and were more likely to have repeated hospitalizations.

Conclusions.While existing work suggests that undocumented immigrants could have more severe

health care needs on account of their poorer access to medical care, we did not see clear health

disadvantages among hospitalized undocumented immigrants, especially younger patients. There were

fewer differences between undocumented and Medi-Cal patients who were older. (Am J Public Health.

2021;111(11):2019–2026. https://doi.org/10.2105/AJPH.2021.306485)

There is growing interest in how

immigration status affects the

health care access and utilization for

10.5 million undocumented immi-

grants1 in the United States. Undocu-

mented immigrants have significantly

lower levels of insurance coverage and

lower use of the emergency depart-

ment, and are less likely to have a usual

source of care compared with both

their documented counterparts and

the US-born.2,3 These disparities are

attributable to lower household

incomes and ineligibility for Medicaid

and Medicare, as well as lack of private

insurance from employers. Even when

health care is available, undocumented

immigrants may be reluctant to access

it because of the fear of deportation for

themselves or their families.4,5 Undocu-

mented immigrants also face chal-

lenges accessing the limited care that is

available to them because of economic

barriers and unfamiliarity with the

health care system.6

Despite worse access to and lower

utilization of health care, undocu-

mented immigrants do not seem to

have widespread negative physical

health. In a review of 45 studies, Hamil-

ton et al.7 found that the large majority

did not observe undocumented immi-

grants to have significantly worse

health than their documented counter-

parts. In some studies, undocumented

immigrants seemed to have better

health outcomes for conditions such as

hypertension, asthma, and other self-

reported chronic conditions. A nation-

ally representative sample confirmed

the diverging trends between health

insurance coverage and health status:
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Ro and Van Hook8 found that undocu-

mented immigrants had lower odds of

being currently insured but also had

lower odds of disability and poor or fair

self-rated health compared with those

born in the United States.

While undocumented immigrants’

limited health care access and robust

physical health patterns may appear

contradictory, these findings rely on

self-reported health status in surveys

and may capture their health care utili-

zation when individuals are relatively

healthy. Undocumented immigrants

tend to be younger than their docu-

mented counterparts,8 suggesting that

some chronic health conditions may

not have yet emerged or may have not

reached the point of requiring serious

medical intervention. Undocumented

immigrants are also more likely to be

positively selected on health, given the

costs and risks inherent in unauthor-

ized migration.9 Undocumented immi-

grants’ younger age and positive health

selection may buoy their general health

status, and, as a result, they may not

seek regular medical care.

What is unknown, however, is the

health status of undocumented immi-

grants when they reach the point of

needing intensive medical care and

their health needs when they are in

close contact with the health care sys-

tem. As immigrants stay longer in the

United States, their positive health

advantage erodes.10 In the case of

undocumented immigrants, initial

health advantages can obscure longer-

term care needs as their health deteri-

orates over time. In the general

population, those who are uninsured

or do not have regular medical care are

more likely to enter the health care sys-

tem in poorer health and have worse

outcomes for both overall health and

specific diseases.11 Given their overall

lack of medical care access, it is possi-

ble that undocumented immigrants will

display poorer health outcomes than

other groups when they are at the

point of needing higher-level care.

Moreover, consistent underutilization

of preventive services may leave them

with more advanced stages of disease

when they eventually need medical

attention.

The extant literature has provided

only limited or dated information on

this topic. One study found uninsured

undocumented immigrants hospital-

ized in Florida to have higher case mix

indexes (a measure of disease severity)

but shorter hospital stays than immi-

grants with legal status.12 Among

patients in select cites in California and

Texas, undocumented immigrants had

the same levels of hospitalizations as

documented immigrants, with the

exception of childbirth.13 Treatment of

end-stage renal disease among undoc-

umented immigrants has been widely

studied as an example of a life-

threatening condition that requires

intensive medical treatment but is

highly mediated by access to health

care. Undocumented immigrants with

end-stage renal disease are more likely

to receive emergency-only hemodialy-

sis than standard hemodialysis,14 which

is associated with increased mortality,

health care utilization, and costs.15,16

In this study, we explored the severity

of hospitalizations among undocu-

mented immigrants of all races/ethnici-

ties who have required inpatient stays

at the largest safety net hospital in Los

Angeles County, California. Los Angeles

County has the largest population of

undocumented immigrants in the

country; there are nearly 880000

undocumented immigrants, represent-

ing a wide number of countries of ori-

gin.17 We used insurance status to

approximate immigration status,

leveraging the county’s unique health

plans for undocumented immigrants to

accurately estimate the likely undocu-

mented population. Addressing this

knowledge gap will reveal potential

unmet needs of undocumented immi-

grants in the hospital setting during

critical periods of illness as well as pos-

sible disparities in inpatient health care.

METHODS

The study was a retrospective analysis

of all inpatient stays at Los Angeles

County and University of Southern Cali-

fornia (LAC1USC) Medical Center from

January 1, 2019, to December 31, 2019.

We merged 2 data sources: (1) the

LAC1USC internal electronic medical

records system using Cerner PowerIn-

sight and (2) Vizient Health System

Data, a hospital billing and administra-

tive claims database. All data were

de-identified to conform to Health

Insurance Portability and Accountability

Act requirements.

We examined the data at both the

encounter and patient level. For

encounter data, there were 29765 total

inpatient hospitalizations at LAC1USC

in 2019. We limited the sample to hos-

pitalizations with patients aged 18

years and older and who were full-

scope Medi-Cal patients (California’s

Medicaid program) or undocumented

(coding detailed in the “Variables” sec-

tion). Our final analytic sample con-

sisted of 22480 inpatient encounters.

In our analyses, we separated the sam-

ple by age (18–64 years and$65 years)

because of differences in health status

at older ages and public insurance cov-

erage (18–64 years518244;$ 65

years54236). For the older adults, we

limited the sample to those who only

had Medi-Cal or a combination of
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Medi-Cal and Medicare to better isolate

a low-income comparison group. For

outcomes that used patient-level data

(e.g., unique number of patients who

were admitted to LAC1USC in 2019),

there were 15876 patients (18–64

years5 12910;$65 years52966).

Variables

Outcomes. We examined 3 outcomes

indicating the severity of the hospitali-

zation: illness severity, length of hospi-

tal stay, and repeat hospitalization.

We measured illness severity by the

relative risk of mortality, which we cal-

culated with a proprietary algorithm

that predicts the risk for mortality

based on patient demographics, clinical

characteristics, procedures, and

comorbidities for each Medicare Severi-

ty–Diagnosis Related Group. For exam-

ple, the risk prediction for a liver

transplant (Medicare Severity–Diagno-

sis Related Group 5 or 6) was a function

of hemodialysis, cachexia, complication

of transplanted organ or tissue, ventila-

tor on admission day, and type 2 diabe-

tes. The risk for mortality was averaged

over all encounters in the hospital for

each diagnosis group in 2019. Encoun-

ters that were 75% of the mean were

coded “lower risk” relative to the mean.

Encounters that were within 75% and

125% of the mean were coded “similar

risk,” and encounters more than 125%

of the mean were considered “higher

risk.” We dichotomized the outcome to

hospitalizations lower or similar to the

mean versus those with higher risk of

mortality.

Length of hospital stay was the total

number of days of the inpatient admis-

sion, with longer encounters indicating

sicker patients. This was an encounter-

level variable, meaning that each

hospitalization had its own length of

stay. To account for outliers, we con-

ducted additional analyses with

encounters longer than 21 days

removed.

Repeat hospitalization was a patient-

level variable and was dichotomized to

patients who had 1 inpatient admission

in 2019 versus those who had more

than 1 admission. We assumed that

those with more than 1 admission were

sicker and needed more comprehen-

sive care. Though it is possible that

repeated hospitalizations might be

attributable to unrelated or isolated

events (e.g., injuries), it is more likely

that repeated hospitalizations result

from unresolved or ongoing illness.

Immigration status. We compared

undocumented immigrants to full-

scope Medi-Cal patients by using insur-

ance status as a proxy to determine

immigration status. We coded a patient

as having undocumented status if the

primary insurance for the encounter

was restricted-scope Medi-Cal, which

provides health services to low-income

Los Angeles County residents who

meet the income threshold for Medi-

Cal but do not meet immigration status

requirements as either US nationals,

citizens, or lawful permanent residents.

These services include access to county

facilities that provide preventive, emer-

gency, diagnostic, specialty, inpatient,

and pharmacy services, as well as a

local health care program (My Health

LA) that offers primary and preventive

health care services through commu-

nity clinic partners.18

Given the income requirement for

restricted-scope Medi-Cal eligibility, we

chose full-scope Medi-Cal (hereafter

referred to as Medi-Cal) patients as a

comparison group of low-income

patients who are either US-born or

foreign-born with authorized status.

Because of the citizenship require-

ments for federal health insurance,

nearly all of the Medi-Cal patients are

either US-born or documented. The

other option for a comparison group is

individuals on other forms of insurance

(e.g., private insurance), but we do not

know either the poverty level or the

immigration status of these patients.

Covariates. We included age as a con-

tinuous variable, race/ethnicity (His-

panic [reference], non-Hispanic White,

non-Hispanic Black, non-Hispanic Asian,

non-Hispanic other), language (English

[reference], Spanish, other), gender

(male [reference], female), and home-

less status (housed [reference], non-

housed). We included language

preference to account for reduced

English proficiency, which can have an

impact on treatment utilization and

quality.19 As the primary safety net hos-

pital in the county, LAC1USC has a sub-

stantial homeless patient population.

We included homeless status to

account for the substantial barriers to

regular medical care that unhoused

individuals face, as well as their com-

plex health conditions.20 For

encounter-level outcomes, we included

an indicator of whether the encounter

was the only admission for the patient

in 2019 (reference) or if it was a repeat

hospitalization. For instance, if an

encounter was 1 of 2 or more hospital-

izations from a patient in 2019, all

encounters from that patient were

coded “1.” If an encounter was the only

hospitalization from a patient in 2019, it

was coded “0.”

Analysis

Because of the inherent compositional

differences between undocumented
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and Medi-Cal patients, we estimated

group differences in our outcomes of

interest by using inverse probability

weighted regression adjustment

(IPWRA). This approach weights obser-

vations based on the inverse of their

conditional probability of “treatment”

exposure (i.e., being undocumented).

The “treatment” model is estimated

first, and the predicted probability of

being “treated” (i.e., undocumented) is

used to compute the inverse-

probability weights. These weights are

then applied to the outcome models

(i.e., illness severity, length of stay,

repeat admission), creating a pseudo-

matched sample, such that undocu-

mented and Medi-Cal patients are

balanced in their covariates. In conven-

tional multivariate regression analysis,

covariates are included in the model to

account for compositional differences

but each observation is weighted

equally. In IPWRA models, observations

that have a higher likelihood of being

“treated” (i.e., undocumented) are

up-weighted while those that have

lower likelihood are down-weighted.

IPWRA is also known as the doubly

robust method because it models both

the outcome and propensity for “treat-

ment” within the same framework, and

only one needs to be correctly specified

to produce unbiased results.21

We ran each weighted outcome

model on the undocumented group

first and then the comparison group.

We calculated average treatment

effects (ATEs), a common postestima-

tion approach for treatment effects

models such as the IPWRA,22 for each

of our outcomes. The ATEs take a coun-

terfactual approach and assume that

each subject has a pair of potential out-

comes: the outcome if they were

undocumented or the outcome if they

were on Medi-Cal. We calculated the

predicted means for the outcome for

each observation assuming they were

undocumented (using their own covari-

ate values) and then again for each

observation assuming they were on

Medi-Cal. For each observation, the dif-

ference between the undocumented

predicted mean and Medi-Cal pre-

dicted mean is called the effect of

“treatment.” We averaged this differ-

ence across the entire population to

calculate the ATE.

For the “treatment” model (i.e.,

undocumented vs Medi-Cal), we

included age, race, language, gender,

and homeless status as predictors of

undocumented status. For the out-

come models (i.e., illness severity,

length of stay, repeat admission), we

included the same covariates as the

“treatment” model as well as whether

the encounter was a repeat hospitaliza-

tion for the illness severity and length-

of-stay outcomes. For illness severity

and repeat admissions, we conducted

logistic regressions, whereas for length

of stay, we conducted a linear regres-

sion model. We calculated robust stan-

dard errors to correct for potential for

heteroskedasticity. We did this sepa-

rately for patients aged 18 to 64 years

versus those aged 65 years or older.

We conducted our analyses by using

Stata version 16 (StataCorp LP, College

Station, TX). We provide the coefficients

for the IPWRA models in the Tables C,

D, and E (available as supplements to

the online version of this article at

http://www.ajph.org).

RESULTS

Table 1 provides descriptive informa-

tion for our sample at the encounter

level. The same descriptive statistics at

the patient level are provided in Table A

(available as a supplement to the online

version of this article at http://www.

ajph.org). Nearly one third of encoun-

ters were for undocumented patients

(31.6%). The mean age for younger

patients (18–64 years) was 45.8 years

for undocumented patients and 41.6

years for Medi-Cal patients. Among

older patients ($65 years), the mean

age was 73.1 years for undocumented

and 73.8 years for Medi-Cal. Undocu-

mented patients in both age groups

were predominantly Hispanic (18–64

years: 91.8% vs$65 years: 86.5%).

Medi-Cal patients in both age groups

were also predominantly Hispanic, but

comprised a lower proportion (18–64

years: 62.5% vs$65 years: 57.2%).

Undocumented patients primarily

spoke Spanish (18–64 years: 82.5%;

$65 years: 84.8%), whereas Medi-Cal

patients had differences in language

preference according to age group.

Notably, homelessness was nearly

3-fold greater among Medi-Cal patients

compared with undocumented

patients across age groups (18–64

years: 18.8% vs 6.6%;$ 65 years:

13.3% vs 4.8%).

Compared with Medi-Cal patients,

undocumented patients had lower ill-

ness severity and average length of

stay. Among younger patients, 8.6% of

undocumented patients had higher-

than-average relative mortality risks

compared with 11.2% of Medi-Cal

patients. Among older patients, 15.8%

of undocumented patients had higher-

than-average mortality risk compared

with 23.1% of Medi-Cal patients. The

average length of stay in the hospital

was 4.6 days for undocumented and

6.1 days for Medi-Cal among younger

patients and 5.2 days and 6.8 days,

respectively, among older patients.

Among younger patients, inpatient

encounters over the study period were

comparable between undocumented
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and Medi-Cal patients, in which approx-

imately 70.7% were first encounters

and 29.1% were repeat hospitaliza-

tions. However, among older patients,

undocumented patients had more

repeat hospitalizations compared with

Medi-Cal patients (34.8% vs 24.8%).

Group Differences in
Inpatient Measures

The results of the IPWRA are presented

in Table 2. Among patients aged 18 to

64 years, encounters with undocu-

mented patients had lower illness

severity and shorter lengths of stay

than encounters with Medi-Cal

patients. The probability of having an

encounter with a higher-than-average

risk for mortality was 8.4% for undocu-

mented patients and 11.6% for

Medi-Cal patients. Encounters for

undocumented patients therefore had

3.2% lower probability of a higher-than-

average mortality risk compared with

encounters for Med-Cal patients. The

average length of stay for undocu-

mented patients’ encounters was 1.1

days shorter than for Medi-Cal patients

(5 days vs 6.1 days). Among younger

patients, the probability of having a

repeat hospitalization in 2019 did not

significantly differ between undocu-

mented and Medi-Cal patients. Both

groups had a probability of repeat hos-

pitalization that was around 22%.

Among patients aged 65 years and

older, encounters for undocumented

patients had similarly lower illness

severity. Undocumented patients’

encounters therefore had 6.5% lower

probability for a higher-than-average

risk encounter (15.7% vs 22.2%). There

was no significant difference in pre-

dicted length of stay. However, the

probability of having a repeated hospi-

talization was higher for undocu-

mented patients compared with

TABLE 1— Descriptive Table of Inpatient Encounters in Los Angeles County and University of Southern
California Medical Center: 2019

Age 18–64 y Age $65 y

Undocumented
(n56074),

Mean or No.
(%)

Medi-Cal
(n512170),
Mean or No.

(%)

Total
(n518244),
Mean or No.

(%)

Undocumented
(n51226),

Mean or No.
(%)

Medi-Cal
(n53010),

Mean or No.
(%)

Total
(n54236),

Mean or No.
(%)

Mean age, y 45.9 41.4 42.9 73.1 73.8 73.6

Race/ethnicity

Hispanic 5 576 (91.80) 7 609 (62.52) 13185 (72.27) 1 061 (86.54) 1 723 (57.24) 2 784 (65.72)

Non-Hispanic White 6 (0.10) 508 (4.17) 514 (2.82) 11 (0.90) 88 (2.92) 99 (2.34)

Non-Hispanic Black 75 (1.23) 1 893 (15.55) 1 968 (10.79) 19 (1.55) 443 (14.72) 462 (10.91)

Non-Hispanic Asian 241 (3.97) 461 (3.79) 702 (3.85) 85 (6.93) 370 (12.29) 455 (10.74)

Non-Hispanic other 176 (2.90) 1 699 (13.96) 1 875 (10.28) 50 (4.08) 386 (12.82) 436 (10.29)

Gender

Female 3008 (49.52) 4 964 (40.79) 7 972 (43.70) 704 (57.42) 1 386 (46.05) 2 090 (49.34)

Male 3066 (50.48) 7 206 (59.21) 10272 (56.30) 522 (42.58) 1 624 (53.95) 2 146 (50.66)

Language

English 859 (14.14) 8 229 (67.62) 9 088 (49.81) 93 (7.59) 1 106 (36.74) 1 199 (28.31)

Spanish 5007 (82.43) 3 630 (29.83) 8 637 (47.34) 1 040 (84.83) 1 534 (50.96) 2 574 (60.76)

Other 208 (3.42) 311 (2.56) 519 (2.84) 93 (7.59) 370 (12.29) 463 (10.93)

Homeless 407 (6.70) 2 289 (18.81) 2 696 (14.78) 59 (4.81) 401 (13.32) 460 (10.86)

Illness severity (risk for
mortality)

Below or similar 5 550 (91.37) 10 804 (88.78) 16354 (89.64) 1 032 (84.18) 2 314 (76.88) 3 346 (78.99)

Above 524 (8.63) 1 366 (11.22) 1 890 (10.36) 194 (15.82) 696 (23.12) 890 (21.01)

Mean length of stay, days 4.5 6.1 5.6 5.2 6.8 6.3

2019 repeat encounter

First encounter 4 286 (70.56) 8 624 (70.86) 12910 (70.76) 800 (65.25) 2 166 (72.00) 2 966 (70.00)

Second or higher 1788 (29.44) 3 546 (29.13) 5 334 (29.24) 426 (34.75) 844 (28.00) 1 270 (30.00)
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Medi-Cal patients. Undocumented

patients had a 26.5% probability of hav-

ing a repeat hospitalization in 2019

while Medi-Cal patients had a 22.0%

probability, with a statistically significant

difference in probabilities of 4.5%.

Sensitivity Checks

We conducted several sensitivity

checks to confirm the robustness of

our findings. We also limited the sam-

ple to those who identified as Hispanic/

Latino, which was 72% of the sample

aged 18 to 64 years and older and 62%

of sample aged 65 years and older. For

encounter-level outcomes (relative risk

of mortality and length of stay), we kept

only 1 encounter per patient. The

results were qualitatively similar for all

of these checks (Table B, available as a

supplement to the online version of

this article at http://www.ajph.org).

For the length-of-stay outcome, we

removed outliers whose inpatient stays

were 21 days or longer. For encounters

with patients aged 18 to 64 years, the

difference in predicted length of stay

dropped to 0.5 days but remained sig-

nificantly different from zero. For

patients aged 65 years and older, the

difference dropped to 0.1 and

remained nonsignificant.

DISCUSSION

We compared the severity of inpatient

stays between undocumented and full-

scope Medi-Cal patients at the largest

safety-net hospital in Los Angeles

County. Our results provide insight into

the health status of undocumented

immigrants at the point of needing

inpatient medical care, by using meas-

ures of illness severity, length of hospi-

tal stay, and repeat hospitalizations. In

our study, younger undocumented

patients who were hospitalized had

less severe illness and spent less time

in the hospital compared with Medi-Cal

patients. While existing work suggests

that undocumented immigrants could

have higher risk for poorer inpatient

outcomes on account of their limited

access to medical care,23 the younger

undocumented patients in this study

did not present with more severe

health problems upon hospital admis-

sion. Our findings add to those of

others that have found positive health

trends among undocumented immi-

grants compared with documented

immigrants or US-born counterparts.7,8

These trends were consistent among

older undocumented immigrants as

well, but older undocumented patients

were more likely to have repeat hospi-

talizations than their Medi-Cal counter-

parts. Lower illness severity among

older undocumented patients, how-

ever, suggests that their higher likeli-

hood of repeat hospitalizations may

represent a higher willingness to access

care rather than comparatively poorer

health. While qualitative work has sug-

gested that barriers to receiving regular

care can exacerbate older undocu-

mented immigrants’ existing chronic

conditions,24 we did not find this to be

the case from our data.

There are several caveats to our

interpretations. First, the Medi-Cal

patients at LAC1USC may be a unique,

low-income sample. The high

TABLE 2— Group Differences Between Undocumented and Medi-Cal Patients in Inpatient Measures by
Age Group, Los Angeles County and University of Southern California Inpatient Admissions: 2019

Illness Severity (Above-Average Risk
for Mortality) Length of Stay, Days Repeat Patient

Predicted Probability
(95% CI) P

Predicted
(95% CI) P

Predicted Probability
(95% CI) P

Aged 18–64 y , .001 , .05 .97

Undocumented 8.4 (7.3, 9.5) 4.9 (4.2, 5.6) 22.4 (20.0, 24.9)

Medi-Cal 11.6 (11.0, 12.2) 6.1 (5.9, 6.3) 22.4 (21.4, 23.4)

Difference 3.2 (1.9, 4.4) 1.2 (0.4, 1.9) 20.1 (22.7, 2.6)

Aged $ 65 y , .001 .33 , .05

Undocumented 15.7 (13.4, 18.1) 6.0 (5.0, 7.0) 26.5 (22.4, 30.6)

Medi-Cal 22.2 (20.7, 23.7) 6.6 (6.2, 7) 22.0 (20.2, 23.8)

Difference 6.5 (3.7, 9.3) 0.5 (20.6, 1.6) 24.5 (29.0, 20.1)

Note. CI5 confidence interval. Predicted probabilities calculated from inverse probability weighted regression adjustment models. Covariates for
“treatment” model (i.e., undocumented vs Medi-Cal) were age, race, language, gender, and homeless status. Covariates for outcome models (i.e., illness
severity, length of stay, repeat admission) were age, race, language, gender, homeless status, and length of stay.
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proportion of homelessness, for exam-

ple, indicates that this population has

complex health care needs. The longer

length of stay among Medi-Cal patients

may also be attributable to discharge

planning issues, such as a long wait for

other health facilities or a lack of a dis-

charge destination. Thus, the relatively

positive outcomes among undocu-

mented patients may not be attribut-

able to any inherent health advantages

per se, but rather that the comparison

group suffers from serious health con-

ditions. Conversely, our sample of

undocumented immigrants included

those who had access to county and

community facilities via local health

plans that provide preventive care.

Los Angeles County has actively

addressed the health care needs of the

undocumented population, which sug-

gests that this undocumented patient

population may be receiving regular

care that contributes to their better

health at the point of hospitalization.

Limitations

We do not have direct information on

the immigration status of patients.

However, we believe restricted-scope

Medi-Cal is a valid approximation of

undocumented status. Patients who

are not insured at the time of admis-

sion but are Medi-Cal eligible are coded

under a separate payment source that

provides qualified individuals immedi-

ate access to temporary Medi-Cal while

applying for permanent Medi-Cal or

other health coverage (e.g., hospital

presumptive eligibility). There may also

be immigrants who use restricted-

scope Medi-Cal who are not undocu-

mented, such as those on student and

work visas, and certain permanent legal

residents who have not met the 5-year

residency requirement for public

insurance. Alternatively, there may be

undocumented immigrants who do not

qualify for restricted Medi-Cal because

of their high incomes. We believe these

comprise a very small number in our

sample, however.

We also acknowledge that we lack

important variables, such as nativity,

country of origin, or ethnic subgroups

(e.g., Mexican, Salvadoran, Chinese) and

did not control for them in our analysis.

We did include language use in our

IPWRAmodels, however, which

up-weights individuals in the full-scope

Medi-Cal comparison whomay be

foreign-born and prefer Spanish. We also

found similar results when we limited the

analyses to Hispanics/Latinos, confirming

that these trends are consistent for

Hispanic/Latino undocumented immi-

grants. In addition, we did not have infor-

mation on baseline health status. While

this was indirectly incorporated in our ill-

ness severity measures, this is a limita-

tion for length of stay and repeat

encounters. Finally, our illness severity

outcomemight be biased by undiag-

nosed disease. Yet comprehensive evalu-

ation upon admission often leads to

diagnosis of various chronic conditions,

which are then captured in the illness

severity score. Nevertheless, we acknowl-

edge the limitations of unknown chronic-

ity of medical conditions and adequacy

of treatment in the outpatient setting.

Future research, including qualitative

interviews, would enrich research with

respect to nativity status, length of time

in the United States, and perceptions

around health and health care utilization

among undocumented immigrants.

Conclusions and
Future Directions

We found that undocumented immi-

grants in Los Angeles County do not

have poorer health outcomes at the

point of hospitalization. Contrary to

some popular narratives, undocu-

mented immigrants do not appear to

overburden the health care system. We

note, however, that the county provides

public or subsidized access to health

care services for its undocumented

residents. While we do not have infor-

mation on primary care utilization or

outpatient care, future research could

examine whether local policies contrib-

ute to positive hospitalization charac-

teristics among undocumented

immigrants or whether our findings

hold in other locales with weaker

safety-net programs.
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Vaccine Coverage Across the Life
Course in Michigan During the COVID-19
Pandemic: January–September 2020
Angela K. Shen, ScD, MPH, Cristi A. Bramer, MPH, Lynsey M. Kimmins, MPH, Robert Swanson, MPH, Patricia Vranesich, BSN,
and Walter Orenstein, MD

See also Galea and Vaughan, p. 1932.

Objectives. To assess the impact of the COVID-19 pandemic on immunization services across the life

course.

Methods. In this retrospective study, we used Michigan immunization registry data from 2018 through

September 2020 to assess the number of vaccine doses administered, number of sites providing

immunization services to the Vaccines for Children population, provider location types that administer

adult vaccines, and vaccination coverage for children.

Results. Of 12004384 individual vaccine doses assessed, 48.6%, 15.6%, and 35.8% were administered

to children (aged 0–8 years), adolescents (aged 9–18 years), and adults (aged 19–105 years), respectively.

Doses administered overall decreased beginning in February 2020, with peak declines observed in April

2020 (63.3%). Overall decreases in adult doses were observed in all settings except obstetrics and

gynecology provider offices and pharmacies. Local health departments reported a 66.4% decrease in

doses reported. For children, the total number of sites administering pediatric vaccines decreased while

childhood vaccination coverage decreased 4.4% overall and 5.8% in Medicaid-enrolled children.

Conclusions. The critical challenge is to return to prepandemic levels of vaccine doses administered as

well as to catch up individuals for vaccinations missed. (Am J Public Health. 2021;111(11):2027–2035.

https://doi.org/10.2105/AJPH.2021.306474)

The pandemic spread of severe

acute respiratory syndrome coro-

navirus 2 (SARS-CoV-2), the virus that

causes COVID-19, exploded onto the

global stage in early December 2019 in

Wuhan, China.1 The first confirmed

case of COVID-19 in the United States

was reported on January 20, 2020,2

and community transmission was

detected in February 2020. By mid-

March, all 50 states, the District of

Columbia, and all 4 US territories had

reported cases of COVID-19.3 Michigan

reported its first case on March 10,

2020, and, soon thereafter, on March

13, 2020, the United States declared a

national state of emergency to control

the pandemic spread of the virus.4 As

of April 27, 2021, more than 918000

cases and 17400 deaths have been

recorded in Michigan, and more than

31.9 million cases and more than

569700 deaths have been reported

across the United States.3

Public health response measures

were implemented across the nation to

mitigate the pandemic, centering on

social distancing and quarantine poli-

cies, including shelter-in-place and stay-

at-home orders. Michigan declared a

state of emergency5 and implemented

executive orders to suspend in-person

operations that were not critical to sus-

tain or maintain life, disrupting access

to routine health services.6,7 Michigan

reopened using a tiered approach on

June 22, 2021. Public schools, kinder-

garten through grade 12, also opened

for the 2020–2021 academic year

through a combination of in-person,

online, and hybrid learning.

Core preventive services, including

immunizations, were dramatically inter-

rupted resulting in declines in vaccina-

tion coverage leaving communities at

risk for vaccine-preventable diseases

(VPDs) and associated complications.8,9

With interruptions of immunization
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services, concerns about outbreaks of

disease, particularly measles, which

requires an estimated immunity level of

at least 92% to 94% to reach the herd

immunity threshold and prevent out-

breaks, were of primary concern.10

Reductions in measles coverage and

coverage of other routinely recom-

mended vaccines (e.g., diphtheria,

mumps, pertussis, polio, varicella, and

rubella) threaten herd immunity,

particularly in areas where unvacci-

nated persons are in close proximity

and introductions of cases through

travel are more likely. The critical chal-

lenge for Michigan and other states

across the nation is to ensure a return

to prepandemic levels of doses admin-

istered while ensuring catch-up doses

are administered to individuals who

have fallen behind on complying with

the Advisory Committee on Immuniza-

tion Practices (ACIP) routine immuniza-

tion schedules.11

To do this, states rely on programs

like the Vaccines for Children (VFC) pro-

gram, a federal safety net that seeks to

ensure that all children have access to

vaccines without financial barriers.

Children eligible for the VFC program

include those who are Medicaid-

eligible, uninsured, and American

Indian or Alaska Native. In addition,

children with health insurance that

does not cover vaccination (underin-

sured) can get free vaccines at federally

qualified health centers.12 Further-

more, all states including Michigan uti-

lize pharmacists and pharmacies as

vaccinators and sites of service.

Pharmacies offer the convenience of

extended hours outside of those for a

traditional medical clinic, including holi-

days, expanding access points for rou-

tine vaccination services, particularly for

adults who value the convenience phar-

macies offer.13 In this retrospective

study, we used the Michigan Care

Improvement Registry (MCIR; the state’s

immunization information system [IIS])

and assessed vaccine doses adminis-

tered across the life course during the

COVID-19 pandemic. We also assessed

routine vaccination coverage for chil-

dren aged 19 to 35 months.14

METHODS

The study period for this retrospective

analysis of doses reported to MCIR for

individuals aged 0 through 105 years

was from January 1, 2018, through

September 30, 2020. We compared

monthly dose administrations from

January through September 2020

with January through September

2018–2019 averages. We chose a 2-year

average as a representative baseline to

account for data fluctuations that may

occur in a given year, beginning in 2018,

because administration of the 2-dose

herpes zoster vaccine began in earnest

in 2018, after the November 2017 ACIP

recommendation, as supply constraints

limited initial vaccinations.15–17 The anal-

ysis of vaccination coverage for children

aged 19 to 35 months included cover-

age in September 30, 2020, compared

with coverage in September 30, 2019, as

point estimates.

Data Source

As of September 2020, MCIR contained

more than 153 million provider-verified

immunization records for more than

11million individuals, including

2693310 children and adolescents

aged younger than 19 years and

8772125 adults. Duplicate doses, doses

from individuals who opted out of the

registry, nonvaccine products (e.g.,

tuberculin skin tests and immunoglobu-

lins), and other doses (e.g., historical

doses, not administered by the report-

ing MCIR provider—rather, reported

based on vaccine documentation) were

excluded. Doses were limited to 1 vac-

cine type (based on vaccine administra-

tion code) per day per person (e.g., only

1 hepatitis B included per person per

day). Influenza vaccinations were

excluded because of the seasonality of

vaccine administration and because the

study period ended before the start of

the 2020–2021 influenza season. Travel

and counterbioterrorism vaccines were

included; however, they accounted for

less than 1% of vaccine doses. Immuni-

zation providers are required to report

vaccinations administered to persons

less than 20 years of age to the MCIR

within 72 hours, unless the parent,

guardian, or person in loco parentis of

the child who received the vaccine

objects by written notice.18 According

to annual data reported to the Centers

for Disease Control and Prevention, a

majority of doses are reported electroni-

cally within 24 hours.

Study Population

The following study cohorts were cre-

ated to assess doses administered in

2020 compared with the monthly

average of the 2 previous years

(2018–2019) for the months of January

to September: young children (aged 0

to,2 years), children (aged 2 to

8 years), adolescents (aged 9 to 18

years), and adults (aged 19 to 105

years). First, pediatric and adolescent

doses administered were reported by

programmatic variables: by VFC Pro-

gram status and whether the doses

were administered at a VFC site. Sec-

ond, doses administered were

reported by ACIP-recommended age

groups, for adolescents and adults

respectively: human papillomavirus;
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tetanus, diphtheria, and acellular per-

tussis (Tdap) or tetanus–diphtheria (Td);

and meningococcal serogroup A, C, W,

Y (MenACWY) vaccines for adolescents

aged 11 through 18 years; and Tdap or

Td (adults aged 19 years and older),

herpes zoster (for adults aged 50 years

and older), and pneumococcal polysac-

charide vaccine–23 valent (PPSV23,

for adults aged 65 years and older) for

adults. Lastly, doses administered for

adults were reported by 10 MCIR facility

types (i.e., site of service) that most fre-

quently report administering adult

vaccinations.

Vaccination coverage (up-to-date sta-

tus) for children aged 19 to 35 months

was also reported. This includes the

percentage of children (19–35 months)

fully immunized with 4 or more doses

of diphtheria, tetanus, and acellular

pertussis (DTaP); 3 or more doses of

polio; 1 or more dose of measles,

mumps, and rubella; 3 or more doses

of Haemophilus influenzae type b (3 or 4

doses depending on vaccine product),

3 or more doses of hepatitis B, 1 or

more dose of varicella, and 4 or more

doses of pneumococcal conjugate.14

We also assessed the change in vacci-

nation coverage in Medicaid-enrolled

children and the number of children

enrolled in Medicaid during the same

1-year time period.

We analyzed data by using SAS ver-

sion 9.4 (SAS Institute Inc, Cary, NC).

RESULTS

Of the 12004384 provider-verified

doses in the study sample, 48.6% were

administered to children aged 0 to

8 years, 15.6% to adolescents aged 9 to

18 years, and 35.8% to adults aged 19

years and older. Total doses adminis-

tered in each age group increased in

January 2020 compared with the

average during the same time period in

2018 and 2019, with the largest

increase in adults aged 19 through 105

years (32.3%), primarily driven by

increased administrations of a newly

licensed15 and ACIP-recommended16

2-dose herpes zoster vaccine (Figure 1).

The greatest decreases across all age

groups were observed in April 2020,

with the largest percentage decrease of

85.6% observed among adolescents

(2018–2019 average546295;

202056678), followed by a 82.7%

decrease in children aged 2 through

8 years (2018–2019 average537890;

202056571), a 82.2% decrease in

adults (2018–2019 average5128383;

2020522865), and a 34.9% decrease

in children aged younger than 2 years

(2018–2019 average5147456;

2020595998).

Only 1 age group and time point

showed a percentage increase during

the pandemic. Specifically, in June

2020, children aged younger than 2

years received 5.7% more vaccines

compared with the average in June

2018 and 2019. However, the increase

was not sustained, as doses adminis-

tered in July through September

declined, compared with July through

September 2018–2019 averages, by

3.5%, 8.6%, and 2.8%, respectively

(Figure 1).

Vaccination Sites of
Services for Children

The total number of sites reporting vac-

cines to the MCIR for children aged 0

through 18 years declined 36.2% from

March to April 2020; the number of

sites reporting VFC and non-VFC doses

declined from 1123 and 1634 sites to

718 and 1040 sites, respectively,

between March and April 2020. The

number of sites reporting doses has

somewhat recovered; however, the total

number of sites reporting doses remain

below 2018–2019 averages (9384 in

2020 relative to 10738 in 2018–2019

for VFC sites and 14899 in 2020 relative

to 17825 in 2018–2019 for non-VFC

sites). In addition, the number of VFC

doses reported (775736) was lower

than non-VFC doses (1041055)

reported during the study period.

Doses Administered to
Adolescents

Total doses of routinely recommended

adolescent vaccines administered

declined, with the greatest decrease

occurring in 11 through 18-year-old

adolescents in April 2020 (Figure 2).

Decreases were observed in all rou-

tinely recommended adolescent vac-

cines relative to the same month

average during 2018 and 2019 with the

peak decline in April: 85.8% decrease in

human papillomavirus (from 14388 to

2043), 86.2% decrease in MenACWY

(from 121156 to 1675), and an 82.6%

decrease in Tdap (from 7337 to 1273).

Only MenACWY is required for school

entry at this age.19

Doses Administered
to Adults

Dramatic decreases were also observed

in the routinely recommended adult

vaccines evaluated in April: 89.6%

decrease in PPSV23 (from 6905 to 716),

85.5% decrease in herpes zoster (from

22262 to 3229), and 67.5% decrease in

Tdap or Td (from 38802 to 12616; Fig-

ure 3). Doses of herpes zoster and

PPSV23 administered during June

through September 2020 exceeded

doses administered in the same time

period (June through September)

2018–2019 averaged.
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FIGURE 1— Percent Change in Vaccine Doses Administered, by Age Group and Month: Michigan Care Improvement
Registry, January–September 2020 vs January–September 2018–2019 Average

Jan Feb Mar Apr May Jun Jul

Month
Aug Sep Oct Nov Dec

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
2018–19 HPV 13 290 12 134 13 546 14 388 14 198 16 666 22 139 36 121 18 226 23 418 16 798 12 332

2018–19 MenACWY 11 803 10 138 11 608 12 156 12 534 16 190 22 424 38 291 19 322 25 374 16 759 11 188

2018–19 Tdap 6 979 5 834 6 239 7 337 7 365 8 729 11 556 23 054 12 458 16 847 9 989 6 396

2020 HPV 13 791 11 843 7 871 2 043 4 914 13 284 17 670 23 569 19 029

2020 MenACWY 12 193 10 259 7 060 1 675 4 562 12 948 18 573 25 051 20 151

2020 Tdap 7 232 5 759 3 802 1 273 3 049 7 388 9 974 15 043 13 395
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FIGURE 2— Doses Administered of Select Vaccine Types, by Month, to Adolescents Aged 11 Through 18 Years: Michi-
gan Care Improvement Registry, January–September 2020 vs January–September 2018–2019 Average

Note. HPV5human papillomavirus; MenACWY5meningococcal serogroup A, C, W, Y; Tdap5 tetanus, diphtheria, and acellular pertussis.
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The sites of service where adults

received vaccines did not change dur-

ing the pandemic relative to before the

pandemic (Table 1). The largest propor-

tion of doses administered to adults

aged 50 through 64 years and adults

aged 65 years and older were reported

by family practice and pharmacy loca-

tions (44.0% and 55.8%, respectively);

doses administered to adults aged 19

through 49 years (37.8%) were most

often reported by family practice sites

and hospitals (37.8%). The greatest

decreases were observed in doses

reported by local health departments

for adults aged 19 through 49 years

(70.3%) and adults aged 50 through 64

years (66.1%). Obstetrics and gynecol-

ogy provider sites and pharmacies

were the only locations that reported

percentage increases in doses adminis-

tered to adults during 2020 (11.1% and

0.4%, respectively). Any remaining types

were defined as “other” (Table 1).

Childhood Vaccination
Coverage

Recommended vaccination coverage

for children aged 19 through 35

months for the complete doses of the

combined 7-vaccine series to prevent

13 diseases was 70.3% as of Septem-

ber 30, 2020, a decrease of 4.4% from

September 30, 2019. Coverage for

completion of individual vaccines also

declined; specifically, coverage with

DTaP was 72.9% (a 4.4% decrease from

2019). Vaccination coverage and

respective declines for the completion

of individual vaccines was 79.3% for

pneumococcal conjugate (3.9%); 82.4%

for measles, mumps, and rubella

(3.6%); 81.4% for varicella (3.4%); 83.9%

for Haemophilus influenzae type b

(3.1%); 85.2% for hepatitis B (2.2%); and

84.7% for polio (1.6%). From Septem-

ber 30, 2019, to September 30, 2020,

the number of Medicaid-enrolled chil-

dren aged 19 through 35 months in

MCIR increased 4.3%, from 71798 to

74837, while vaccination coverage for

the complete series of the combined

7-vaccine series of Medicaid-eligible

children decreased 5.8%, from 73.1%

in 2019 to 67.3% in 2020. Vaccination

coverage for the individual vaccines

also decreased in Medicaid-eligible chil-

dren with the largest decrease in DTaP

vaccination of 5.6% (69.6% in 2020 vs

75.2% in 2019).

DISCUSSION

As Michigan and the entire country

emerged from stringent lock-down

Jan Feb Mar Apr

Month
May Jun Jul Aug Sep Oct Nov Dec

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
2018–2019 PPSV23, ≥ 65 y 8 008 6 643 6 742 6 905 7 267 6 518 6 296 7 318 12 810 22 608 14 035 10 392

2018–2019 Tdap/Td, ≥ 19 y 35 777 32 513 37 274 38 802 43 893 42 642 45 033 45 198 43 556 49 235 38 552 32 924

2018–2019 Zoster, ≥ 50 y 10 098 12 216 17 187 22 262 22 970 23 463 27 945 33 792 38 961 40 680 31 471 32 932

2020 PPSV23, ≥ 65 y 9 234 7 043 5 647 716 2 323 6 652 8 634 10 440 18 233

2020 Tdap/Td, ≥ 19 y 37 779 33 971 26 136 12 616 21 154 36 251 41 359 41 165 41 430

2020 Zoster, ≥ 50 y 48 499 41 707 25 746 3 229 10 124 33 690 36 076 38 282 57 147
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FIGURE 3— Doses of Routinely Recommended Adult Vaccines Administered, by Month: Michigan Care Improvement
Registry, January–September 2020 vs January–September 2018–2019 Average

Note. PPSV235pneumococcal polysaccharide vaccine–23 valent; Td5 tetanus–diphtheria; Tdap5 tetanus, diphtheria, and acellular pertussis.
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measures imposed in spring 2020,

adults have resumed work in congre-

gate settings; students, to varying

degrees, have physically returned to

schools and universities; and individu-

als have returned to popular commu-

nity settings, like the gym, bars, and

restaurants. In our study, we found

dramatic decreases in (1) doses

administered across the life course;

(2) adult dose administration across

the majority of provider settings, par-

ticularly in local health departments;

and (3) vaccination coverage for the

complete doses of the combined

7-vaccine series in children aged 19

to 35 months in 2020 compared with

previous data.

As we strive to achieve pre–COVID-

19 levels of doses administered for

routinely recommended vaccines, it is

vital to ensure catch-up vaccination of

doses missed throughout the pan-

demic to stem outbreaks of VPDs

(e.g., measles). Decreasing coverage

can lead to resurgences of all VPDs.

Because measles is the most conta-

gious of the VPDs, measles may be

the first such disease to increase.10

This study also showed a decrease in

pediatric immunization provider sites,

particularly those dedicated to caring

for more vulnerable populations, like

Medicaid-insured children; this will

complicate the ability to reach pre-

pandemic rates quickly with fewer

access points for vaccination and, in

some cases, fewer appointment

options.

To reach prepandemic levels of vac-

cination coverage and to ensure

catch-up vaccination on doses missed

since the onset of the pandemic, it is

critical to take steps to ensure both

adult and pediatric providers identify

and target their patients for catch-up

doses.20–22 The IIS can help with this
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effort, as a supplement to provider

electronic health records for doses that

are not captured by a provider’s elec-

tronic health records to identify those

indicated for vaccination and to contact

them to schedule appointments. Addi-

tional clinic hours and appointment

times can also be a useful strategy to

support efforts. At every encounter,

providers can ensure that the immuni-

zation status of every individual is

assessed, vaccines are strongly recom-

mended, and individuals are vaccinated

or referred for vaccination.23 While the

rate of decrease in doses administered

has slowed since April 2020 (Figure 1),

decreases in preventive care during the

pandemic are cause for concern. This

concern stems from the potential for

missed diagnoses that may increase

infectious disease susceptibility

coupled with health care practices, par-

ticularly small, private practices, which

continue to struggle to survive in the

wake of the COVID-19 pandemic,

changing health care patterns of access

and utilization.24–26

August is often associated with back-

to-school vaccinations, and this study

confirmed increased doses adminis-

tered in August 2020 (Figure 2); how-

ever, up-to-date vaccination coverage is

a more accurate reflection of protec-

tion against VPDs, and this will take lon-

ger to rebound. While providers and

some families appear to be seeking

catch-up vaccinations, lower coverage

among Medicaid-covered children is

concerning.8 Increases in Medicaid

enrollment from the previous year,

most likely attributable to COVID-19–

induced economic-related insurance

coverage shifts, means more

children are shifting from other insur-

ance types onto Medicaid coverage

and eligibility for the VFC program,

shifting the costs of vaccination onto

public programs. The marginal increase

already observed in this study may sig-

nal an ongoing potential for increases

in Medicaid enrollment, particularly as

the long-term economic impact of the

pandemic is yet to be fully realized;

therefore, monitoring changes in VFC

immunization provider sites will be

important for ensuring access to vul-

nerable populations and at-risk com-

munities. Changes in practice patterns

may be a result of pay cuts, staff layoffs

because of low patient volume, and the

consequences of adhering to public

health guidelines related to social dis-

tancing (e.g., fewer appointments,

fewer people in the office).

Dramatic declines in doses adminis-

tered have yet to translate to dramatic

declines in vaccination coverage as the

full impact on coverage levels at specific

ages (i.e., 19–35 months), as young chil-

dren aged 2 years and younger who

missed doses have yet to age into the

19- through 35-month age cohort

assessed by the National Immunization

Survey.14 For example, a child aged 6

months who missed multiple vaccina-

tions throughout the pandemic would

not be included in the coverage assess-

ment. The decreases in this study

reflect preliminary decreases in cover-

age, which can be alarming if children

are not caught up on recommended

vaccines.

We observed age-related differences

in adult vaccines as doses administered

of PPSV23 and herpes zoster have

rebounded to pre–COVID-19 levels.

The rebound in doses administered

for PPSV23 may reflect a concern for

other respiratory pathogens amid

SARS-CoV-2 cocirculation. Undoubt-

edly, resolution of persistent supply

issues for herpes zoster and an ACIP-

preferential recommendation for a

2-dose zoster vaccine16 have

contributed to increased doses admin-

istered, as the previous zoster vaccine

was only a single dose.17 By contrast,

younger adults may not feel as much of

a need to seek health care, or they may

have difficulties related to appointment

availability, causing them to change

where they get immunizations, particu-

larly as providers may have decreased

appointment “slots.” Some special pop-

ulations such as pregnant women were

prioritized as a priority population for

appointments (Table 1). Even as pro-

viders consider different adult popula-

tions and pandemic-associated changes

in vaccination-seeking behaviors, it is

important that even those not offering,

or no longer offering, vaccinations con-

tinue to promote the importance of

vaccination.23

Pharmacies have increasingly

become a vital vaccination resource

in communities. Michigan has

observed an increase in the number of

pharmacy sites and the number of

doses reported to the MCIR. There has

been an increase in electronic report-

ing by pharmacies, which play a critical

role in administering vaccinations, par-

ticularly to older adults (Table 1).23,27,28

Ensuring individuals are vaccinated,

particularly as other respiratory patho-

gens (e.g., influenza, Streptococcus pneu-

moniae), are circulating during the

COVID-19 pandemic, has been a prior-

ity.29 While this study period ended

before influenza vaccinations began in

earnest, efforts to vaccinate for rou-

tinely recommended vaccines are

important, particularly in adults aged

65 years and older, as this cohort is

a vulnerable population accounting

for a disproportionate number of

seasonal influenza-related deaths, an

estimated 70% to 85%, and a high

proportion of influenza-related hospi-

talizations.30 This same population
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accounts for 8 of every 10 confirmed

COVID-19–reported deaths in the

United States.31,32

Limitations

Vaccination coverage is the traditional

metric and gold standard used to

assess vaccine utilization, a popula-

tion’s level of protection from disease,

and immunization program perfor-

mance; however, doses administered

and reported to an IIS represent timely

and available proxy measures. One

well-established limitation in the use of

IIS data, particularly in the adolescent

and adult population, is denominator

inflation.33,34 Denominator inflation

occurs when IIS client totals exceed

population estimates, which can skew

population coverage estimates, for

example, because of multiple records

for 1 individual. This inflation may

underestimate coverage rates. Overes-

timates of coverage estimates occur

when a population estimate is used for

the denominator. We attempted to

account for this by conducting manual

checks to deduplicate data and limiting

coverage calculations to childhood

vaccinations.

Another limitation is that adult immu-

nization reporting is not required in

Michigan; therefore, completeness of

reporting for adults is lower than for

children. It is possible that some of the

changes noted in the number of

reported adult immunizations in 2020

were attributable to reductions in

reporting rather than changes in

administration. In responding to the

pandemic, we suspect that providers

may have had less time because of

competing priorities to report all

administered doses to the registry.

A third limitation is that the classifica-

tion of MCIR facility types is performed

by MCIR regional staff, who are best

positioned to know the populations

served by the facilities in their regions;

however, these classifications are not

routinely verified and updated after

enrollment.

Lastly, at the time of this analysis,

race and ethnicity data, which can be

useful in understanding the health dis-

parities and health care utilization pat-

terns of care in vulnerable communities,

were incomplete across the life course.

Public Health Implications

After a 2020 summer lull in daily

COVID-19 case counts, cases began to

rise exponentially, with unprecedented

record metrics (e.g., hospitalizations)

associated with the pandemic in

November 2020.3 Diligence in monitor-

ing vaccination rates and provider site

availability will be critical to returning to

prepandemic levels of coverage as well

as catching up cohorts of individuals

for vaccinations. It will also be critical

for all providers to be astute in consid-

ering VPD diagnoses in their diagnostic

assessments moving forward. As vacci-

nation coverage has dropped, suscepti-

ble populations are accumulating,

which could lead to outbreaks of VPDs

not seen in recent times. Given that

measles is the most contagious of the

VPDs, outbreaks of measles may be the

first evidence of resurgences in VPDs.

The susceptibility gap for all of the

VPDs needs to be closed as soon as

possible.

Since May 2021, COVID-19 vaccina-

tion programs are now widely available

across all jurisdictions in the United

States. As a result of increased capabil-

ity to report race and ethnicity data for

adults, as required for COVID-19 vac-

cine, Michigan and other jurisdictions

now have enhanced tools to address

under- and unvaccinated populations.

As society shifts to a new normal, recali-

brating to a world where SARS-CoV-2

is endemic, COVID-19 vaccines will cer-

tainly transition onto the routine immu-

nization schedule in some form. It is

critical to ensure the immunization

delivery system supports timely, acces-

sible, and reliable access to routinely

recommended vaccines across the

nation, sustaining historical high cover-

age in children and strengthening

increasing coverage for adolescents

and adults.
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Workplace Leave and Breastfeeding
Duration Among Postpartum
Women, 2016–2018
Katherine Kortsmit, PhD, MPH, Rui Li, PhD, Shanna Cox, MSPH, Carrie K. Shapiro-Mendoza, PhD, MPH, Cria G. Perrine, PhD,
Denise V. D’Angelo, MPH, Wanda D. Barfield, MD, MPH, Holly B. Shulman, MA, Craig F. Garfield, MD, MAPP, and
Lee Warner, PhD, MPH

Objectives. To examine associations of workplace leave length with breastfeeding initiation and

continuation at 1, 2, and 3 months.

Methods.We analyzed 2016 to 2018 data for 10 sites in the United States from the Pregnancy Risk

Assessment Monitoring System, a site-specific, population-based surveillance system that samples

women with a recent live birth 2 to 6 months after birth. Using multivariable logistic regression, we

examined associations of leave length (,3 vs $3 months) with breastfeeding outcomes.

Results. Among 12301 postpartum women who planned to or had returned to the job they had during

pregnancy, 42.1% reported taking unpaid leave, 37.5% reported paid leave, 18.2% reported both unpaid

and paid leave, and 2.2% reported no leave. Approximately two thirds (66.2%) of women reported taking

less than 3 months of leave. Although 91.2% of women initiated breastfeeding, 81.2%, 72.1%, and

65.3% of women continued breastfeeding at 1, 2, and 3 months, respectively. Shorter leave length

(,3 months), whether paid or unpaid, was associated with lower prevalence of breastfeeding at 2 and 3

months compared with 3 or more months of leave.

Conclusions.Women with less than 3 months of leave reported shorter breastfeeding duration than

did women with 3 or more months of leave. (Am J Public Health. 2021;111(11):2036–2045. https://doi.org/

10.2105/AJPH.2021.306484)

Breast milk is recognized globally as

the ideal form of nutrition for

most infants for optimal growth and

development.1,2 Improving US breast-

feeding rates is a public health prior-

ity.3,4 In the United States, the American

Academy of Pediatrics recommends

that mothers exclusively breastfeed for

about 6 months and continue breast-

feeding as complementary foods are

introduced through the infant’s first

birthday.1 Although most mothers initi-

ate breastfeeding,5 many face multiple

barriers to continuing.4,6,7 Specifically,

mothers employed outside the home

face unique challenges, including sepa-

ration from their infants when returning

to work and inadequate time or space

to express milk at work, which can

lead to early cessation of breastfeed-

ing.6,7 Over the past half century, the

number of first-time mothers partici-

pating in the workforce has increased,

with the percentage who worked dur-

ing pregnancy increasing from 44% in

1961 to 1965 to 66% in 2006 to

2008.8 In 2018, nearly two thirds of

women who had a live birth in the

past year were in the workforce in the

United States.9

The US Surgeon General’s 2011 Call to

Action to Support Breastfeeding outlined

actions employers could take to sup-

port employees who breastfeed, includ-

ing establishing paid maternity leave

and lactation support programs.4 Poli-

cies that support maternal leave and

breastfeeding for women in the work-

place include the Family Medical Leave

Act (FMLA),10 the Patient Protection

and Affordable Care Act,11 paid family

leave policies enacted or passed in

8 states and the District of Columbia,12

and, for federal employees, the Federal

Employee Paid Leave Act (effective
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October 2020).13 In addition to leave

policies at the state and federal levels,

several large organizations offer their

employees paid family leave.14

Although the FMLA (up to 12 weeks of

unpaid leave)10 and paid family leave

policies12–14 provide opportunities for

mothers to take leave after delivery,

many cannot afford to take unpaid

leave, are not covered by the policies,

or do not meet the eligibility criteria

(e.g., length of time employed, number

of hours worked) to participate.4 Lim-

ited access to leave means many

women are also returning to the work-

force soon after giving birth.8

Research examining data before the

Surgeon General’s Call to Action15–19 and,

more recently, state-specific examina-

tions on the effects of paid leave20,21

and small-scale studies on specific popu-

lations (e.g., military)22 have demon-

strated that women who are able to

remain on leave longer are also more

likely to continue breastfeeding.

Population-based analyses that consider

both paid and unpaid leave are lacking.

We compared the prevalence of breast-

feeding initiation and any breastfeeding

at 1, 2, and 3 months by length of leave

taken, both paid and unpaid, among a

large representative sample of recently

postpartum women who gave birth dur-

ing January 2016 to December 2018.

METHODS

We derived data from the Pregnancy

Risk Assessment Monitoring System

(PRAMS), a multisite, population-based

surveillance system. During the years

examined, PRAMS collected data on

maternal attitudes, behaviors, and expe-

riences before, during, and shortly after

pregnancy using a standardized ques-

tionnaire and protocol from 47 states,

the District of Columbia, New York City

(NYC), and Puerto Rico (hereafter

described as “sites”). PRAMS sites

selected a stratified random sample of

women with a recent live birth from site

birth certificate files 2 to 6 months after

birth. Sampled women were mailed a

self-administered survey. Following non-

response to 3 mailed surveys, PRAMS

sites initiated telephone follow-up (up to

15 calls). Each site’s PRAMS survey

included a mandatory “core” question-

naire, and each site had the option to

include additional “standard” questions

from a library of optional question mod-

ules that expanded on or addressed dif-

ferent topics not captured by core ques-

tions. We analyzed PRAMS 2016 to 2018

data from 10 sites (Massachusetts, Mary-

land, Minnesota, Missouri, North Caro-

lina, New Hampshire, New York State,

Vermont, Wisconsin, and NYC) that

included standard workplace leave-

related questions on their site-specific

survey and achieved a weighted

response rate of 55% or greater for at

least 1 year during the study period. The

Centers for Disease Control and Preven-

tion weights PRAMS data for sampling

design, noncoverage, and nonresponse

to be representative of each site’s live

birth population. PRAMS sites mailed

sampled women a written informed con-

sent with the survey. For those who

completed the survey during telephone

follow-up, informed consent was com-

pleted before starting the survey. Fur-

ther detail on PRAMS methodology has

been described elsewhere.23

Measures

Type of leave and leave length. Women

who were employed during pregnancy

and had returned (or planned to

return) to the same job they had during

pregnancy after giving birth reported

on the type of leave they took and the

length of leave they had taken or

planned to take. Respondents were

asked, “Did you take leave from work

after your new baby was born? (check

all that apply)” and asked to respond

from the following options: “I took paid

leave from my job,” “I took unpaid leave

frommy job,” and “I did not take any

leave.” NYC and Missouri included site-

specific responses on type of leave. We

coded the NYC response option “I took

leave and used temporary disability

insurance” as paid leave. In NYC, 29.7%

of women who took leave reported

receiving temporary disability

insurance. We coded the Missouri

response option “Family Medical Leave

(paid or unpaid)” as unpaid leave based

on Missouri Family Medical

Leave laws.24

We coded type of leave into 4 catego-

ries: (1) “paid leave only,” (2) “unpaid

only,” (3) “both paid and unpaid leave,”

and (4) “no leave.” Women who

reported taking any leave were also

asked, “How many weeks or months of

leave, in total, did you take or will you

take?” We categorized leave length as

less than 3 months (#12 weeks; this

included women reporting no leave)

and 3 or more months ($13 weeks) of

leave. We selected this categorization,

as women might have qualified for up

to 12 weeks of leave under the FMLA,10

and this categorization has been used

previously in research assessing breast-

feeding outcomes.25 We also examined

the following 3-level categorization of

leave length—0 to 5 weeks, 6 to 12

weeks, and 13 or more weeks of

leave—as this categorization has also

been used in previous research on

breastfeeding outcomes.25 We did not

find differences in breastfeeding out-

comes between women with 0 to 5

and 6 to 12 weeks of leave (Table A
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[available as a supplement to the online

version of this article at http://www.

ajph.org]); therefore, we report on

leave categorized as less than 3 versus

3 or more months of leave. To describe

whether any leave was paid, we also

created a dichotomous indicator

distinguishing “no paid leave” (this

included women reporting no leave

and unpaid leave only) and “any paid

leave” (this included women reporting

paid leave only or both paid and

unpaid leave).

Breastfeeding initiation and any breast-

feeding at 1, 2, and 3 months. To mea-

sure breastfeeding initiation, respondents

were asked, “Did you ever breastfeed or

pump breast milk to feed your new

baby, even for a short period of time?”

We used 2 questions to measure

breastfeeding duration: (1) women who

ever breastfed were asked, “Are you

currently breastfeeding or feeding

pumped milk to your new baby?” and

(2) women who had stopped breast-

feeding when they completed the

PRAMS survey were asked, “How many

weeks or months did you breastfeed or

pumpmilk to feed your baby?” Women

whose infant was deceased or not living

with them when they completed the

survey were instructed to skip

breastfeeding-related questions.

We created the following 4 dichoto-

mous yes–no indicators for breastfeed-

ing: (1) breastfeeding initiation, (2) any

breastfeeding at 1 month (4 weeks), (3)

any breastfeeding at 2 months (9

weeks), and (4) any breastfeeding at 3

months (13 weeks).

Statistical Analyses

Our analytic sample excluded women

whose infants were deceased or not liv-

ing with them at time of survey comple-

tion, women who did not work for pay

during pregnancy, those who were not

returning to the same job they had dur-

ing pregnancy, those who were aged

17 years or younger at time of delivery

(because of federal and state-level age

restrictions on work hours),26 and

those who were missing data on covari-

ates or leave type and length. We also

excluded women who reported incon-

sistent information between leave type

and duration from the analysis. After

excluding those with missing or discor-

dant data between leave type and

length (3.2% and 4.3%, respectively),

missing data on breastfeeding initiation

and duration (0.2% and 1.2%, respec-

tively) and covariates (5.5%), our final

analytic sample included 12301

(weighted n5718139) women who

had worked during pregnancy and had

returned or planned to return to the

same job after giving birth and for

whom leave length and breastfeeding

were known.

We performed descriptive statistics

(the x2 test and 95% confidence inter-

vals [CIs]) to assess leave length (,3

and$3 months) overall and separately

for selected characteristics and by

PRAMS site. We identified selected

characteristics a priori based on meas-

ures that have been associated with

leave or breastfeeding outcomes.15,19

Data for these characteristics came

from birth certificate data available in

the PRAMS data set and from PRAMS

survey data. Selected characteristics

from birth certificate data included

maternal race and Hispanic origin (His-

panic, non-Hispanic White, non-

Hispanic Black, and non-Hispanic

other), age (18224, 25234, and$35

years), education (#high school

diploma or general equivalency

diploma, some college or associate’s

degree, and bachelor’s degree or

higher), marital status (married and

unmarried), parity (primiparous and

multiparous), and infant gestational age

(preterm:,37 weeks; term:$37

weeks). Federal poverty level (#100%,

.100%2200%, and.200%) was

available from PRAMS survey data. We

also examined leave length by type of

leave (no paid leave and any paid

leave).

We constructed 4 separate models

to describe the associations of each

breastfeeding outcome (breastfeeding

initiation and breastfeeding at 1, 2, and

3 months) with leave length (,3 and

$3 months of leave). We calculated

the model-based prevalence estimate

for each breastfeeding outcome with

predicted marginal means and then

estimated both unadjusted prevalence

ratios (PRs) and adjusted prevalence

ratios (APRs) and their associated 95%

CIs for leave length. Each model

adjusted for all previously mentioned

characteristics, timing of survey com-

pletion (,6 vs$6 months after giving

birth), and PRAMS site.

Because previous research has

shown that the association of leave

length with breastfeeding outcomes

varies by select characteristics,21 we

also examined interactions. For each of

the selected characteristics previously

mentioned, we constructed a separate

model, which included an interaction

term between the respective character-

istic being examined and leave length.

If there was a significant interaction

(P, .01 based on the F-test for 2-way

interaction), we stratified results by the

respective characteristic. We also con-

structed a model to examine the inter-

action term between leave length and

paid leave, and we report these

stratum-specific results. Each model

contained only 1 interaction term

and adjusted for all other selected

characteristics.
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For all analyses examining breast-

feeding at 3 months, we restricted the

sample to those who completed the

PRAMS survey 3 or more months after

delivery (n510031). We performed

sensitivity analyses on other breast-

feeding outcomes among this

restricted sample to assess the robust-

ness of our results. We conducted all

analyses with SAS version 9.4 (SAS Insti-

tute, Cary, NC) and SAS-callable

SUDAAN version 11.0.1 (RTI

International, Research Triangle Park,

NC) using weighted data to account for

the complex sampling design of

PRAMS.

RESULTS

In our study, there were 12301 women

with a recent live birth who had

returned or planned to return to the

same job they had during pregnancy

after giving birth. Among these women,

97.8% reported taking leave (42.1%

reported taking only unpaid leave,

37.5% reported only paid leave, and

18.2% reported both unpaid and paid

leave). Women who reported taking or

planning to take leave had a mean of

12 weeks of leave (median511 weeks),

with 66.2% of women reporting less

than 3 months of leave and 33.8%

reporting 3 or more months of leave

(Table 1). By site, the prevalence of 3 or

more months of leave ranged from

TABLE 1— Prevalence of Leave Length After Delivery Among Women With a Recent Live Birth by
Selected Characteristics: Pregnancy Risk Assessment Monitoring System, 10 US Sites, 2016–2018

Characteristicsa Total No.b

Leave Length

,3 Mo, % (95% CI)c $3 Mo, % (95% CI)c x2 P

Total 12301 66.2 (65.1, 67.3) 33.8 (32.7, 34.9)

Type of leaved , .001

No paid leave 5670 70.4 (68.8, 72.0) 29.6 (28.0, 31.2)

Any paid leave 6631 62.8 (61.3, 64.3) 37.2 (35.7, 38.7)

Maternal race and Hispanic origin , .001

Hispanic 1 276 56.8 (53.0, 60.6) 43.2 (39.4, 47.0)

Non-Hispanic White 7303 69.2 (67.9, 70.5) 30.8 (29.5, 32.1)

Non-Hispanic Black 2177 61.2 (58.1, 64.2) 38.8 (35.8, 41.9)

Non-Hispanic othere 1 545 61.5 (58.0, 64.9) 38.5 (35.1, 42.0)

Maternal age, y , .001

18224 1506 78.0 (74.9, 80.8) 22.0 (19.2, 25.1)

25234 7800 66.9 (65.5, 68.3) 33.1 (31.7, 34.5)

$35 2995 57.8 (55.4, 60.1) 42.2 (39.9, 44.6)

Maternal education , .001

#high school diploma or GED 2199 71.2 (68.4, 73.9) 28.8 (26.1, 31.6)

Some college or associate’s degree 3337 73.2 (71.1, 75.1) 26.8 (24.9, 28.9)

Bachelor’s or higher degree 6765 61.2 (59.7, 62.7) 38.8 (37.3, 40.3)

Marital status , .001

Married 8522 64.5 (63.2, 65.8) 35.5 (34.2, 36.8)

Unmarried 3779 70.1 (67.9, 72.2) 29.9 (27.8, 32.1)

Household income by federal poverty
level, %

, .001

#100 2147 72.0 (69.1, 74.6) 28.0 (25.4, 30.9)

.100–200 2333 73.7 (71.2, 76.0) 26.3 (24.0, 28.8)

.200 7821 62.6 (61.2, 64.0) 37.4 (36.0, 38.8)

Parity .001

Primiparous 5524 63.9 (62.2, 65.6) 36.1 (34.4, 37.8)

Multiparous 6777 67.9 (66.4, 69.4) 32.1 (30.6, 33.6)

Continued
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17.0% in Missouri to 55.7% in NYC.

Prevalence of taking or planning to take

3 or more months of leave after deliv-

ery was highest among women who

had any paid leave (37.2%), who were

aged 35 years or older (42.2%), who

had a bachelor’s or higher degree

(38.8%), who were married (35.5%),

who had a household income level

higher than 200% the federal poverty

level (37.4%), who were primiparous

(36.1%), and whose infant was born

preterm (44.5%). Prevalence of taking

3 or more months of leave was also

higher among those who were Hispanic

(43.2%), non-Hispanic Black (38.8%), or

non-Hispanic other (38.5%) than

among those who were non-Hispanic

White (30.8%). Overall, most (91.2%)

women reported initiating

breastfeeding; however, the prevalence

of any breastfeeding was lower at both

1 (81.2%) and 2 (72.1%) months.

Among those who had completed the

PRAMS survey at 3 or more months

after birth (n510031), 65.3% reported

any breastfeeding at 3 months.

In both unadjusted and adjusted analy-

ses (Table 2), a smaller proportion of

women who reported taking or planning

to take less than 3 months of leave than

those reporting 3 or more months of

leave reported ever breastfeeding

(90.4% vs 93.2%; APR50.97; 95%

CI50.95, 0.98), breastfeeding at 1

month (79.7% vs 84.5%; APR50.94;

95% CI50.92, 0.97), and breastfeeding

at 2 months (70.1% vs 76.2%;

APR50.92; 95% CI50.89, 0.95). Among

those who had completed the PRAMS

survey at 3 or more months, a smaller

proportion of women who reported

taking or planning to take less than

3 months of leave reported any breast-

feeding at 3 months than those with 3 or

more months of leave (63.2% vs 69.8%;

APR50.90; 95% CI5 0.87, 0.94). In sen-

sitivity analyses, when restricting to those

who had completed the PRAMS survey

at 3 or more months, findings for all

breastfeeding outcomes at different peri-

ods were consistent with that reported

for the full sample (Table B [available as a

supplement to the online version of this

article at http://www.ajph.org]).

For breastfeeding initiation and

breastfeeding at 1 month after birth,

we observed no interactions between

any of the maternal and infant character-

istics examined and leave length. For

TABLE 1— Continued

Characteristicsa Total No.b

Leave Length

,3 Mo, % (95% CI)c $3 Mo, % (95% CI)c x2 P

Gestational age at delivery, wk , .001

Preterm, ,37 1992 55.5 (52.0, 59.0) 44.5 (41.0, 48.0)

Term, $37 10 309 67.0 (65.9, 68.2) 33.0 (31.8, 34.1)

Site , .001

Maryland 1016 68.6 (65.3, 71.7) 31.4 (28.3, 34.7)

Massachusetts 2 114 56.6 (54.0, 59.3) 43.4 (40.7, 46.0)

Minnesota 743 67.8 (64.0, 71.4) 32.2 (28.6, 36.0)

Missouri 1 503 83.0 (80.8, 85.0) 17.0 (15.0, 19.2)

North Carolina 411 79.1 (74.3, 83.1) 20.9 (16.9, 25.7)

New Hampshire 668 69.0 (64.7, 73.0) 31.0 (27.0, 35.3)

New York State 936 64.7 (60.8, 68.4) 35.3 (31.6, 39.2)

New York City 1 666 44.3 (41.7, 47.0) 55.7 (53.0, 58.3)

Vermont 1593 65.0 (62.6, 67.4) 35.0 (32.6, 37.4)

Wisconsin 1651 79.3 (76.6, 81.9) 20.7 (18.1, 23.4)

Note. CI5 confidence interval; GED5 general equivalency diploma.

aType of leave and household income by federal poverty level were obtained from Pregnancy Risk Assessment Monitoring System (PRAMS) survey data.
All other characteristics were obtained from birth certificate data available in the PRAMS data set.

bUnweighted sample size.
cWeighted % (95% CI).
dNo paid leave included women reporting no leave and those reporting unpaid leave only. Any paid leave included women reporting paid leave only and
those reporting both paid and unpaid leave.

eIncluded women who self-reported as American Indian, Alaska Native, Asian, Hawaiian, Pacific Islander, or mixed race or other non-White on the birth
certificate.
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breastfeeding at 2 and 3 months, there

was only a significant interaction

between leave length and maternal race

and Hispanic origin (Table C [available as

a supplement to the online version of

this article at http://www.ajph.org]).

Breastfeeding at 2 months was lower

among women who reported less than

3 months compared with 3 or more

months of leave for women who were

non-Hispanic Black (64.8% vs 78.5%;

APR50.83; 95% CI50.77, 0.89), non-

Hispanic other (72.4% vs 82.3%;

APR50.88; 95% CI50.81, 0.95), and

non-Hispanic White (69.7% vs 74.6%;

APR50.93; 95% CI5 0.90, 0.97), respec-

tively. Breastfeeding at 3 months was

lower among women who reported

taking or planning to take less than

3 months compared with 3 or more

months of leave for women who were

non-Hispanic Black (55.9% vs 73.5%;

APR50.76; 95% CI5 0.69, 0.83), non-

Hispanic other (63.8% vs 73.5%;

APR50.87; 95% CI50.78, 0.96), and

non-Hispanic White (63.6% vs 68.8%;

APR50.92; 95% CI50.88, 0.97), respec-

tively. No differences in prevalence of

breastfeeding at 2 and 3 months by

leave length were observed among

Hispanic women (76.4% vs 76.8% at

2 months; 68.6% vs 66.9% at 3 months).

No significant interactions between

leave length and type of leave were

observed for breastfeeding outcomes

(Table 3). Shorter leave length was

associated with lower rates of breast-

feeding at 2 and 3 months, indepen-

dent of whether any leave was paid.

DISCUSSION

Despite efforts to increase breastfeed-

ing support in the workplace,11 differ-

ences in breastfeeding duration were

evident by length of leave. In this analy-

sis of PRAMS data, we found that

approximately two thirds of women

took or planned to take less than

3 months of leave after delivery. Breast-

feeding initiation was high (.90%);

however, fewer women continued to

breastfeed at 1, 2, and 3 months, which

is consistent with national estimates.5

TABLE 2— Prevalence and Prevalence Ratio of Breastfeeding Initiation and Breastfeeding at 1, 2, and 3
Months by Leave Length Among Women With a Recent Live Birth Who Were Employed During and After
Pregnancy: Pregnancy Risk Assessment Monitoring System, 10 US sites, 2016–2018

Total No.a Unadjusted % (95% CI)b PR (95% CI) Adjusted % (95% CI)b,c APR (95% CI)c

Initiated breastfeeding, n512 301

Leave length

,3 mo 7866 89.6 (88.6, 90.5) 0.95 (0.94, 0.96) 90.4 (89.5, 91.2) 0.97 (0.95, 0.98)

$3 mo 4435 94.3 (93.3, 95.2) 1 (Ref) 93.2 (92.0, 94.3) 1 (Ref)

Breastfeeding at 1 mo, n5 12301

Leave length

,3 mo 7866 78.7 (77.4, 80.0) 0.91 (0.89, 0.94) 79.7 (78.5, 80.9) 0.94 (0.92, 0.97)

$3 mo 4435 86.1 (84.6, 87.4) 1 (Ref) 84.5 (82.8, 86.0) 1 (Ref)

Breastfeeding at 2 mo, n5 12301

Leave length

,3 mo 7866 69.0 (67.6, 70.4) 0.88 (0.86, 0.91) 70.1 (68.7, 71.4) 0.92 (0.89, 0.95)

$3 mo 4435 78.0 (76.3, 79.7) 1 (Ref) 76.2 (74.3, 77.9) 1 (Ref)

Breastfeeding at 3 mo, n510031d

Leave length

,3 mo 6410 62.2 (60.5, 63.8) 0.87 (0.84, 0.90) 63.2 (61.5, 64.7) 0.90 (0.87, 0.94)

$3 mo 3621 71.6 (69.5, 73.5) 1 (Ref) 69.8 (67.6, 71.9) 1 (Ref)

Note. APR5 adjusted prevalence ratio; CI5 confidence interval; PR5prevalence ratio. This analysis excluded women who did not plan to return to the
same job they had during pregnancy.

aUnweighted sample size.
bWeighted % (95% CI).
cAdjusted for type of leave, maternal race and Hispanic origin, age, education, marital status, household income by federal poverty level, parity, infant
gestational age, timing of survey completion and Pregnancy Risk Assessment Monitoring System (PRAMS) site. Type of leave and household income by
federal poverty level were obtained from PRAMS survey data. All other covariates were obtained from birth certificate data available in the PRAMS data set.
dSample was restricted to those who had completed their PRAMS survey at or after 3 mo after giving birth.
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Women who reported taking or plan-

ning to take less than 3 months of leave

were less likely to initiate and continue

breastfeeding than were women with

3 or more months of leave, with esti-

mates suggesting that this difference

increased for each additional month of

breastfeeding duration measured. The

absolute differences in breastfeeding

duration were modest (ranging from

4.8% at 1 month to 6.6% at 3 months).

By 3 months, fewer than two thirds of

women who had less than 3 months of

leave reported any breastfeeding.

Although this finding suggests a low

likelihood that women in our sample

would meet the American Academy of

Pediatrics breastfeeding recommenda-

tion to exclusively breastfeed to about

6 months and continue breastfeeding

until 1 year or more,1 we were unable

to measure breastfeeding exclusivity

or breastfeeding duration beyond

3 months.

Previous studies have yielded mixed

results on the relationship between

paid leave and breastfeeding duration,

with studies finding a positive or null

effect on breastfeeding duration.15,19

We found no significant interaction

between leave length and whether

leave was paid for breastfeeding out-

comes. Women with shorter leave

length, independent of whether it was

paid or unpaid, were less likely than

were those with longer leave to con-

tinue breastfeeding at 2 or 3 months.

However, a higher proportion of

women with any paid leave reported

TABLE 3— Prevalence and Prevalence Ratio of Breastfeeding Initiation and Breastfeeding at 1, 2, and 3
Months by Leave Length Stratified by Type of Leave Among Women With a Recent Live Birth Who Were
Employed During and After Pregnancy: Pregnancy Risk Assessment Monitoring System, 10 US sites,
2016–2018

Total No.a

No Paid Leave Any Paid Leave

Pe% (95% CI)b,c APR (95% CI)c,d % (95% CI)b,c APR (95% CI)c,d

Initiated breastfeeding, n512301

Leave length .3

, 3 mo 7866 91.2 (90.0, 92.3) 0.98 (0.96, 1.00) 89.4 (87.9, 90.7) 0.96 (0.94, 0.98)

$ 3 mo 4435 93.2 (91.4, 94.6) 1 (Ref) 93.2 (91.4, 94.6) 1 (Ref)

Breastfeeding at 1 mo, n512 301

Leave length .11

, 3 mo 7866 80.9 (79.1, 82.5) 0.96 (0.93, 1.00) 78.5 (76.7, 80.3) 0.93 (0.90, 0.96)

$ 3 mo 4435 83.9 (81.4, 86.1) 1 (Ref) 84.9 (82.6, 86.9) 1 (Ref)

Breastfeeding at 2 mo, n512 301

Leave length .6

, 3 mo 7866 71.5 (69.5, 73.3) 0.93 (0.89, 0.97) 68.8 (66.8, 70.7) 0.91 (0.87, 0.95)

$ 3 mo 4435 76.8 (74.0, 79.3) 1 (Ref) 75.6 (73.0, 77.9) 1 (Ref)

Breastfeeding at 3 mo, n510031f

Leave length .91

, 3 mo 6410 64.5 (62.2, 66.7) 0.91 (0.86, 0.96) 62.0 (59.7, 64.2) 0.90 (0.86, 0.95)

$ 3 mo 3621 71.2 (67.9, 74.2) 1 (Ref) 68.6 (65.7, 71.4) 1 (Ref)

Note. APR5 adjusted prevalence ratio; CI5 confidence interval; PR5prevalence ratio. This analysis excluded women who did not plan to return to the
same job they had during pregnancy.

aUnweighted sample size.
bWeighted % (95% CI).
cAdjusted for type of leave, length of leave, maternal race and Hispanic origin, age, education, marital status, household income by federal poverty level,
parity, infant gestational age, timing of survey completion and their Pregnancy Risk Assessment Monitoring System site (PRAMS). Type of leave and
household income by federal poverty level were obtained from PRAMS survey data. All other covariates were obtained from birth certificate data
available in the PRAMS data set.
dWe constructed separate multivariable survey–weighted logistic regression models to examine the association with each breastfeeding outcome by
type of leave between women who reported ,3 mo of leave and those who reported $3 mo of leave. The reference group for each model was $3 mo
of leave.

eP value based on F-test for 2-way interaction between leave length and type of leave.
fSample was restricted to those who had completed their PRAMS survey at or after 3 mo after giving birth.
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taking or planning to take 3 or more

months of leave compared with those

with no paid leave. These findings sug-

gest that any amount of paid leave

might indirectly affect breastfeeding

rates by influencing the total length of

leave women take. However, we were

unable to examine the proportion of

usual pay received while on leave,

which might also influence decisions

on leave length. Previous research

has shown that women with paid leave

are more likely to take longer leave.8

Some evidence suggests state-based

paid leave policies might be a mecha-

nism for enabling women who might

not otherwise be able to afford to

take leave to be able to take longer

postpartum leave.20 Of note, women

in NYC, where a statewide paid leave

policy was implemented in 2018,12

reported the highest prevalence of 3

or more months of leave among

PRAMS sites.

In our sample, the sociodemographic

differences (e.g., age, race and Hispanic

origin, education) related to the length

of leave taken are similar to differences

in census data findings on women who

received any paid leave and longer

periods of leave.8 Previous studies

have also found differences in breast-

feeding outcomes by many sociodemo-

graphic characteristics, including race

and Hispanic origin.27,28 The significant

interaction between leave length and

race and Hispanic origin that we found

suggests that longer leave minimizes

differences in breastfeeding prevalence

by race. This finding suggests that

access to longer leave may be a strat-

egy to reduce racial/ethnic disparities

in breastfeeding rates. Overall, longer

leave length was associated with

improved breastfeeding rates among

all racial/ethnic groups, except for

women who were Hispanic. It is unclear

why this relationship was null; however,

previous research has demonstrated

that Hispanic women have higher

breastfeeding rates, independent

of other factors typically associated

with breastfeeding rates.29 In

addition, it is possible that our analysis

might not have been powered to

detect differences among Hispanic

women.

The proportion of women who take

any maternity leave has remained stag-

nant since 1994,30 despite efforts to

expand access through the FMLA and

state-level leave programs.12,20,30

Although some recent evidence suggests

that uptake of the Affordable Care Act

provision to cover access to lactation

services and breast pumps is associated

with increased breastfeeding duration,31

breastfeeding rates remain subopti-

mal.1,5 Despite efforts to increase sup-

port of breastfeeding in the workplace,

we found that leave length was associ-

ated with breastfeeding outcomes. This

association contributes to existing evi-

dence about the role that leave plays on

the ability of women with a recent live

birth to meet American Academy of

Pediatrics breastfeeding

recommendations.

Limitations

This analysis is subject to several limita-

tions. We did not have data on the

type, location, size of the respondents’

employer, work schedule (e.g., part-

time, full-time, flexible schedule), or

specific type of leave (vacation time,

sick time, FMLA, etc.), which might

also influence breastfeeding duration.

Women who return to work full-

time are more likely to cease breast-

feeding than are women who return to

work part-time.32 The type of work

schedule has also been shown to

play an important role in whether

women meet their breastfeeding

intentions.33

Also, data were unavailable on work-

place leave taken or plans for leave for

women who returned to a different job

than the one they had during preg-

nancy and for women who were unem-

ployed during pregnancy and actively

seeking employment. Therefore, our

findings might underrepresent women

who had returned or were planning to

return to work. In addition, PRAMS did

not have data on the proportion of

usual pay women received while on

leave or the proportion of leave that

was paid or unpaid for respondents

who reported both.

We also could not examine

breastfeeding-related measures that

might have confounded our findings,

such as breastfeeding intentions and

reasons for not starting or stopping

breastfeeding. We were also unable to

examine breastfeeding exclusivity and

any breastfeeding beyond 3 months.

PRAMS data are self-reported and

subject to social desirability and recall

bias. Recall bias might be unlikely, as

PRAMS data are collected 2 to 6

months after giving birth and most

respondents in this study sample (87%)

completed and returned the PRAMS

survey between 2 to 4 months after

giving birth.34

Finally, our findings are also limited

to PRAMS sites that included work-

related questions on their site-specific

survey, potentially limiting the general-

izability of our findings to other sites.

Despite these limitations, PRAMS pro-

vides a rich source of data from

women with a recent live birth, which

allowed us to examine associations of

leave length with breastfeeding out-

comes and consider important

interactions.
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Public Health Implications

Among women who were employed

during pregnancy and returning to work

after delivery, nearly all reported taking

some leave, with approximately two

thirds reporting less than 3 months of

leave. Women reporting less than 3

months of leave were less likely to initi-

ate breastfeeding and continue breast-

feeding at 1, 2, and 3 months than were

women with 3 or more months of leave.

A higher proportion of women report-

ing any paid leave reported taking 3 or

more months of leave than women

reporting no paid leave. However, the

association of length of leave with

breastfeeding rates, in general, was

independent of whether any leave was

paid. Women with less than 3 months

of leave reported shorter breastfeeding

duration than did women with 3 or

more months of leave.
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Trends inKetamineUse, Exposures, and
Seizures in theUnited Statesup to 2019
Joseph J. Palamar, PhD, MPH, Caroline Rutherford, MS, and Katherine M. Keyes, PhD

Objectives. To determine whether there have been shifts in nonmedical ketamine use, poisonings

(“exposures”), and seizures.

Methods.We used generalized additive models to detect trends in past-year use (2006–2019),

exposures (1991–2019), and seizures (2000–2019) involving ketamine in the United States.

Results. There was a quarterly increase in self-reported past-year nonmedical ketamine use in 2006 to

2014 (B5 0.21; P5 .030) and an increase in 2015 to 2019 (B50.29; P5 .036), reaching a peak of 0.9% in

late 2019. The rate of exposures increased from 1991 through 2019 (B50.87; P5 .006), and there was

an increase to 1.1 exposures per 1 000000 population in 2014, with rates remaining stable through

2019. The rate of ketamine seizures increased from 2000 through 2019 (B52.27; P, .001), with

seizures reaching a peak in 2019 at 3.2 per 1000 seizures.

Conclusions. Indicators suggest that ketamine use and availability has increased, including before

increased medical indications, but nonmedical use is still currently uncommon despite increased

acceptance and media coverage. (Am J Public Health. 2021;111(11):2046–2049. https://doi.org/10.2105/

AJPH.2021.306486)

Ketamine is a dissociative anes-

thetic that has been prevalent as

a recreational drug in nightclubs for

decades.1,2 However, ketamine has

been used as an anesthetic in both ani-

mals and humans for a half century.3

Evidence indicates that ketamine pro-

duces analgesia without substantial

respiratory depression in both children

and adults, and thus its use is particu-

larly common in prehospital settings

(e.g., among emergency medical techni-

cians) and in field conditions (e.g., in

low-income countries).3 Ketamine has

not been widely used in psychiatry until

recently. Randomized double-blind

controlled-placebo trials have recently

determined that intranasal nonanes-

thetic doses of esketamine, an enan-

tiomer of ketamine, can have an

ultrarapid antidepressant effect among

those with major depression.4 In

response to studies demonstrating the

drug’s efficacy in treating treatment-

resistant depression, on March 5, 2019,

the US Food and Drug Administration

approved the use of esketamine nasal

spray to treat this condition.

Findings on the drug’s efficacy and

Food and Drug Administration approval

led to increased availability of ketamine

in psychiatric treatment settings. Such

coverage, however, also led to extensive

media coverage of the drug. Since ket-

amine’s approval for use in psychiatric

settings, the drug has been covered in

many major US news sources, including

USA Today and the New York Times,5,6

andmany articles refer to ketamine as a

“club drug” or refer to it by its street

name: “Special K.” Given that media cov-

erage can affect drug use patterns in the

general population,7 it is unknown

whether such coverage about the bene-

fits of use of a club drug may have cre-

ated mixedmessages regarding the

drug’s safety or acceptability to use rec-

reationally. Estimated past-year use of

ketamine—which is assumed to be non-

medical use—was found to have signifi-

cantly increased among nightclub and

dance festival attendees in New York

City between 2016 and 2019 (from 5.9%

to 15.3%),2 but trends in use in the gen-

eral population have remained largely

unknown. We examined trends in

ketamine use and availability using

multiple forms of national indicator data.

METHODS

We analyzed data from 3 national data

sources. First, we estimated trends in
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quarterly prevalence of ketamine use

based on past-year report among par-

ticipants aged 12 to 34 years in the

2006 to 2019 National Survey on Drug

Use and Health (NSDUH), a nationally

representative survey of noninstitution-

alized individuals in the United States.8

Ketamine use was asked about in a sec-

tion querying hallucinogen or psyche-

delic use in which participants were

asked about use of “ketamine, also

called ‘Special K’ or ‘Super K,’ ” so we

assumed reported use to be mainly

nonmedical use.

We examined quarterly trends in

past-year use separately (using

weighted data) before and after 2015

because of a change in survey design.8

Then, we estimated trends in poison-

ings (“exposures”) reported to poison

control centers (PCCs) involving keta-

mine and its analogs from 1991 to

2019. There are 55 PCCs that cover the

United States and its territories, and,

since 2003, data have been stored in

the National Poison Data System, which

replaced the previous Toxic Exposure

Surveillance System.9 We converted

counts to rates per 1 000000 persons

based on the US Census. Finally, we

estimated trends in seizures tracked by

the Drug Enforcement Administration’s

National Forensic Laboratory Informa-

tion System (NFLIS) from 2000 to 2019

based on counts converted into rates

per 1000 annual total drug seizures.

The NFLIS systematically collects sei-

zure results from federal, state, and

local forensic laboratories throughout

all 50 states.10 We chose years for

inclusion for all data sources based on

data availability. We analyzed case-level

data for NSDUH and extracted count

data from PCCs and the NFLIS from

annual reports.9,10 We used general-

ized additive models with cubic basis

functions to fit regression splines with

automated selection of knots to visually

capture nonlinear trends.We plotted

trendswith 95% confidence intervals for

model predictions.We thenmodeled

trendswith orthogonal polynomial terms.

Data and code can be found at https://

github.com/caroruth/ketaminetrends.

RESULTS

There was a linear quarterly increase in

self-reported past-year ketamine use

(via the NSDUH) in 2006 to 2014

(B50.21; SE50.01; P5 .030) with a

nadir in late 2008 of 0.1% and then a

cubic increase in 2015 to 2019

(B50.29; SE50.13; P5 .036), reaching

a peak of 0.9% in late 2019 (Figure 1).

The rate of exposures reported to PCCs

increased in a cubic manner from 1991

through 2019 (B50.87; SE50.29;

P5 .006; Figure A, available as a supple-

ment to the online version of this article

at https://www.ajph.org). Reported

exposures began in 1991 at 0.1 expo-

sures per 1000000 population and

increased to a peak of 1.4 exposures

per 1000000 in 2000. Rates then

decreased to 0.4 exposures per

1000000 in 2008 and increased to 1.1

exposures per 1000000 in 2014 and

remained somewhat stable through

2019. The rate of seizures increased in

a quadratic manner from 2000 through

2019 (B52.27; SE50.33; P, .001),

with seizures reaching a nadir in 2004

to 2005 at 0.27 per 1000 and increasing

from 2011 through a peak in 2019 at 3.

2 per 1000 (Figure B, available as a sup-

plement to the online version of this

article at https://www.ajph.org).

DISCUSSION

Our results suggest increased nonmed-

ical use and availability of ketamine in

recent years—particularly in the past

year. However, despite a recent

increase in prevalence of nonmedical

ketamine use, prevalence remained rel-

atively rare, below 1%. Exposures as

reported to PCCs were highest in 2000

to 2001, which was also the peak in use

of other club drugs such as MDMA (3,4-

methylenedioxymethamphetamine),

also known as ecstasy,11 possibly sug-

gesting ketamine’s close link to recrea-

tional use in nightlife scenes. After a

decline in exposures, there was an

increase again through 2014, but

exposures have remained relatively

consistent thereafter. Rates of keta-

mine seizures, however, have increased

exponentially since 2012, suggesting

increasing availability, although seizures

are still uncommon relative to other

drugs. Overall, results suggest that use

and availability are indeed increasing,

but ketamine remains an uncommon

recreational drug.

Detected increases in ketamine use

corroborate recent detected increases

in recreational use among nightclub

and dance festival attendees in New

York City,2 so use appears to be

increasing both in this high-risk popula-

tion and in the general population.

However, to better inform prevention

and harm reduction efforts, future

research is needed to determine use

and exposure trends according to

demographic and other drug use char-

acteristics to obtain a clearer picture

regarding which subpopulations are

increasing use. Further, studies are

needed to directly determine whether

findings on the efficacy of ketamine

and associated media coverage are

directly linked to increasing use.

Limitations

This study is not without limitations.

Data on ketamine use and exposure
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are likely underreported because data

rely on self-report. We assumed

NSDUH data on ketamine use to refer

to nonmedical use, but it is possible

that some use was medical use. Count

data from PCCs was limited, as we were

not able to deduce with confidence the

extent of “abuse” or intentional misuse

among cases. Finally, people who use

synthetic drugs such as ecstasy can be

unknowingly exposed to ketamine as

an adulterant, and this also leads to

underreporting of use.12

Public Health Implications

National indicator data suggest that

nonmedical ketamine use and availabil-

ity are increasing in the United States,

but use is still uncommon—even

despite increased acceptance and

media coverage. Ketamine is used

medically throughout much of the

world, and access to appropriate medi-

cal use is warranted; however, it is

important for surveillance efforts focus-

ing on nonmedical use to also continue

to inform prevention and harm reduc-

tion.
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Racial Disparities of E-Cigarette Use
Among US Youths: 2014–2019
Hongying Dai, PhD, Athena K. Ramos, PhD, Babalola Faseru, MD, MPH, Jennie L. Hill, PhD, and Steven Y. Sussman, PhD

Objectives. To evaluate disparities in youth e-cigarette use patterns and flavor use by race/ethnicity

over time.

Methods.We used data from the US 2014–2019 National Youth Tobacco Survey (NYTS) to examine

trends in dual use (co-use of e-cigarettes and cigarettes or other tobacco products), occasional (#5

days) versus frequent use ($20 days) in the past 30 days, and flavor use among current (past-30-day)

e-cigarette users (n513178) across racial/ethnic groups (non-Hispanic Whites, non-Hispanic Blacks,

Hispanics/Latinos, and non-Hispanic others).

Results. Among current e-cigarette users, dual use and occasional use decreased significantly from

2014 to 2019 across racial and ethnic groups except for non-Hispanic Blacks; frequent use and flavored

e-cigarette use increased among non-Hispanic Whites, Hispanics/Latinos, and non-Hispanic others but

not among non-Hispanic Blacks. In 2019, non-Hispanic Black e-cigarette users were more likely to report

dual use (adjusted odds ratio [AOR]52.2; 95% confidence interval [CI]51.5, 3.2; P, .001) and

occasional use of e-cigarettes (AOR53.7; 95% CI52.3, 5.9; P, .001) but less likely to report frequent

use (AOR50.2; 95% CI5 0.1, 0.4; P, .001) and flavored e-cigarette use (AOR50.4; 95% CI50.3, 0.5;

P, .001) than their White peers.

Conclusions. Youth e-cigarette use patterns differed considerably across racial/ethnic groups, and

tailored strategies to address disparities in e-cigarette use are needed. (Am J Public Health. 2021;111(11):

2050–2058. https://doi.org/10.2105/AJPH.2021.306448)

While the cigarette smoking rate

among youths has been declin-

ing over the past several decades,1,2

the prevalence of current (past-30-day)

e-cigarette use (or vaping) among ado-

lescents increased dramatically during

2017 to 2019.2,3 Although e-cigarettes

deliver a substantially lower level of tox-

ins than do combustible cigarettes,4

e-cigarette aerosol is not harmless, as

studies have identified harmful and

potentially harmful constituents in

e-cigarettes.5 Vaping at a young age

could cause nicotine addiction, harm

brain development, and increase risks

of respiratory and cardiovascular

diseases.5–7

Race/ethnicity may differentiate

youth tobacco use, and non-Hispanic

Black and Hispanic/Latino tobacco

users experience significant health dis-

parities in tobacco-related diseases,

including cancer, stroke, and heart dis-

ease.8,9 Studies have documented that

non-Hispanic Black adolescents report

a significantly lower prevalence of ciga-

rette smoking but a higher prevalence

of cigar use than their Hispanic/Latino

and White peers.10 Hispanic/Latino

youths reported a higher prevalence of

hookah use.10 Recent studies also indi-

cate that e-cigarettes are not uniformly

used across racial and ethnic groups,5

and non-Hispanic White and Hispanic/

Latino youths are more likely to use

e-cigarettes than are non-Hispanic

Black youths.10,11 Longitudinal studies

also show distinct transition patterns

by racial and ethnic group,12,13 and

White and Hispanic adolescent

e-cigarette users are more likely to

transition to cigarette smoking than

their Black counterparts.13 Another

national study found that non-Hispanic

Black students and Hispanic students

significantly initiate e-cigarettes at an

earlier age than White peers.14 Alarm-

ingly, early initiation (age 13 years and

younger vs older than 13 years) of

e-cigarettes could increase the risk of

nicotine dependence and sustained
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e-cigarette use.14 A socioecological

model posits that multifaceted factors

at the individual, interpersonal, com-

munity, and policy levels could lead to

distinct patterns of exposure to sec-

ondhand tobacco, tobacco initiation,

use patterns, and cessation behaviors

by race and ethnicity.15 These existen-

tial disparities in e-cigarette and

tobacco use may be attributable to

social determinants related to race/

ethnicity (e.g., education, income, geog-

raphy), neuropsychological factors, the

long history of the tobacco industry’s

aggressive marketing toward racial and

ethnic minority communities, and bio-

logical aspects.5,8,9

A growing body of literature has

extended current youth e-cigarette

research to better understand the fre-

quency of e-cigarette use, co-use of

e-cigarettes and other tobacco prod-

ucts, and flavored e-cigarette use. For

instance, Glasser et al.16 reported that

about half of current e-cigarette users

vaped occasionally (#5 days in the past

30 days) and roughly a quarter vaped

frequently ($20 days in the past 30

days) in 2018.16 E-cigarette use is

strongly associated with cigarette

smoking and other tobacco use; a

majority of young current e-cigarette

users have been found to report con-

currently using 1 or more other

tobacco products.5,17 A previous

study17 identified that, across racial

and ethnic groups, most current

tobacco users were dual or poly

tobacco users in 2014. But it is unclear

whether poly tobacco use behaviors

have changed since then.

Meanwhile, flavored e-cigarette prod-

ucts are widely available in the United

States, and flavors have become one of

the leading reasons for current

e-cigarette use among youths.18 Fla-

vored e-cigarette use has been

increasing among youths since 2015,

with 65.2% of current e-cigarette users

reporting use of flavored products in

the past 30 days in 2018.19,20 However,

little is known about differential pat-

terns of e-cigarette use and flavor use

across racial/ethnic groups over time.

Understanding how adolescents use

e-cigarettes (e.g., use patterns, flavors)

is critical to inform regulatory actions

and develop effective intervention

strategies to prevent and reduce youth

vaping behaviors, especially among vul-

nerable subpopulations such as racial

and ethnic minority adolescents.

To address these gaps in knowledge,

we analyzed data from the 2014–2019

National Youth Tobacco Survey (NYTS)

by examining the changes in temporal

trends of e-cigarette use patterns and

flavor use among current youth

e-cigarette users across racial and

ethnic groups. We further tested dis-

parities in e-cigarette use patterns and

flavor use across racial/ethnic groups.

METHODS

The NYTS is a nationally representative,

cross-sectional, and school-based

annual survey of middle- and high-

school students between the ages of 9

and 19 years in the United States. The

survey was conducted using a probabil-

istic sampling procedure without

replacement at 3 stages: (1) primary

sampling units such as a county, a

group of small counties, or part of a

very large county; (2) secondary sam-

pling units including schools within

each selected primary sampling unit;

and (3) students within each selected

school. The 2014–2019 NYTS data

included 117472 respondents, with the

annual survey sample size ranging from

17711 in 2015 to 22007 in 2014. The

median response rate for participating

schools and students ranged from

63.4% to 73.3% during the study

period. A detailed description of the

NYTS survey can be found on the NYTS

Web site.21

Measures

Race/ethnicity. Participants were classi-

fied into 4 groups: non-Hispanic White,

non-Hispanic Black, Hispanic/Latino, or

non-Hispanic other.

E-cigarette use. Current e-cigarette

users were determined by those who

reported using e-cigarettes 1 or more

days in the past 30 days. We further

categorized current e-cigarette users

as occasional users (#5 days) and fre-

quent users ($20 days) based on the

frequency of e-cigarette use in the past

30 days.

Current cigarette smokers were

defined as those who reported smok-

ing 1 or more days in the past 30 days,

and current other tobacco users were

defined as those who reported using 1

or more other tobacco products on 1

or more days of the past 30 days. Other

tobacco products included cigars

(cigars, little cigars, and cigarillos),

smokeless tobacco (chewing tobacco,

snuff, dip, snus, and dissolvable

tobacco), hookahs, pipe tobacco, and

bidis.10 Those who reported current

co-use of e-cigarettes and cigarettes or

other tobacco products were defined

as dual users. Current e-cigarette users

who reported using e-cigarettes that

tasted like menthol (mint), alcohol

(wine, cognac), candy, fruit, chocolate,

or any other flavors were classified as

flavored e-cigarette users. The NYTS

did not have separate questions for

each flavor, and a single composite fla-

vor question was utilized. Those who

reported not using flavored
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e-cigarettes were likely to be users of

tobacco-flavored or flavorless

e-cigarettes or those who did not recall

the flavor in e-cigarettes.
Covariates. Demographic variables in-

clude gender (male or female), age

(continuous variable), school level (mid-

dle or high school), and tobacco use by

other household members (“none,”

“other tobacco product use” [i.e.,

non–e-cigarette use], and

“e-cigarettes”).

Statistical Analyses

We weighted data to provide national

estimates by accounting for the com-

plex survey design and nonresponse.

First, weighted percentages and 95%

confidence intervals (CIs) of sample

characteristics (e.g., demographic char-

acteristics, smoking prevalence) among

current e-cigarette users were reported

from 2014 to 2019.

Second, temporal trends of

e-cigarette use patterns (dual use,

occasional use, and frequent use) and

flavored e-cigarette use from 2014 to

2019 were reported, overall and by

racial/ethnic groups. We examined the

interaction of year3 race/ethnicity in

the multivariable model adjusted for

covariates, current cigarette smoking,

and other tobacco use status. We also

reported linear and quadratic trends

based on multivariable logistic regres-

sion analyses, where survey years

served as a continuous variable. We

performed stratified analyses by racial/

ethnic group. The sample sizes for

other races, such as Asians, American

Indians/Alaska Natives, Native Hawai-

ians, and other Pacific Islanders, were

too small to model the temporal

trends. Therefore, we combined these

minority subpopulations into 1 cate-

gory (i.e., non-Hispanic others).

Third, we performed separate multi-

variable logistic regression models to

examine the association between race/

ethnicity and e-cigarette use patterns

and flavor use among current

e-cigarette users by using the 2019

NYTS data. The temporal trends in

associations between race/ethnicity

and e-cigarette use patterns from 2014

to 2019 are reported in Figure A (avail-

able as a supplement to the online ver-

sion of this article at http://www.ajph.

org). Adjusted odds ratios (AORs) are

reported in the multivariable analysis.

We analyzed data by using SAS version

9.4 (SAS Institute, Cary, NC) survey pro-

cedures, and we considered a P level of

less than .05 to be statistically

significant.

RESULTS

The analytical sample included 13178

current e-cigarette users from the com-

bined 2014–2019 NYTS (female, 44.6%;

high school, 79.8%; non-Hispanic

White, 65.0%; non-Hispanic Black, 7.6%;

Hispanic/Latino, 23.6%; current ciga-

rette smokers, 28.6%; current other

tobacco use, 43.0%). Table A (available

as a supplement to the online version

of this article at http://www.ajph.org)

presents the sample characteristics of

current e-cigarette users from 2014 to

2019. Overall, the distribution of

e-cigarette users by age and grade was

relatively stable, while more female stu-

dents were current e-cigarette users in

2019 (47.8%) than in 2014 (44.1%).

Among current e-cigarette users, the

prevalence of current cigarette smok-

ing dropped dramatically from 37.6% in

2014 to 17.9% in 2019. We also

observed a decreasing trend in the

prevalence of current other tobacco

use (56.5% in 2014 to 30.8% in 2019).

Table B reports the unweighted sample

sizes for each outcome variable by

racial/ethnic group.

Figure 1 presents the temporal

trends of dual use among current

e-cigarette users from 2014 to 2019.

The overall dual use decreased signifi-

cantly from 65.2% in 2014 to 36.0% in

2019 (difference5229.2%; 95%

CI5 –34.4%,224.0%) and fit a signifi-

cant quadratic trend over 2014 to 2019

(P5 .009). Changes in dual use among

current e-cigarette users from 2014 to

2019 differed significantly by racial and

ethnic group (year3 race/ethnicity;

P, .001). The decreases were signifi-

cant for non-Hispanic Whites

(AOR50.76; 95% CI50.72, 0.80;

P, .001) and non-Hispanic others

(AOR50.83; 95% CI50.71, 1.00;

P5 .046). The changes fit a quadratic

trend for Hispanics/Latinos (P, .001).

For non-Hispanic Blacks, there was no

significant change in dual use from

48.3% in 2014 to 49.9% in 2019

(AOR50.97; 95% CI50.88, 1.06;

P5 .46).

Among current e-cigarette users,

there was a significant decrease in

occasional use (Figure 2a; 63.5% in

2014 vs 50.8% in 2019; quadratic trend,

P, .001) and a significant increase of

frequent use (Figure 2b; 14.8% in 2014

vs 30.4% in 2019; quadratic trend,

P, .001). Changes in use patterns

among current e-cigarette users dif-

fered by racial and ethnic group (year

3 race/ethnicity; P, .001). The drops in

occasional use were significant across

all racial/ethnic groups except for non-

Hispanic Blacks, for whom the propor-

tion was stable at 72.2% in 2014 versus

71.2% in 2019 (AOR51.01; 95%

CI50.90, 1.13; P5 .87). Similarly, the

increases in frequent use were signifi-

cant across all racial/ethnic groups

except for non-Hispanic Blacks with a

stable trend at 11.8% in 2014 versus
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13.5% in 2019 (AOR51.10; 95%

CI5 0.95, 1.27; P5 .19).
Changes in flavor use among current

e-cigarette users fit a quadratic trend

from 2014 to 2019 (P, .001) with a sig-

nificant decrease from 2014 to 2015

and then a significant increase from

2015 to 2019 (Figure 3). The interaction

term between the year and race/eth-

nicity was not significant (P5 .23).

Table 1 presents univariate and multi-

variable analyses of e-cigarette use pat-

terns and race/ethnicity among current

e-cigarette users in 2019 (n53628).

Non-Hispanic Black e-cigarette users

had higher odds of reporting dual use

compared with their White peers

(AOR52.2; 95% CI51.5, 3.2; P, .001).

Non-Hispanic White e-cigarette users

were less likely than their racial/ethnic

minority peers to report occasional use

but more likely to report frequent use.

For instance, 44.7% (95% CI541.6%,

47.8%) of non-Hispanic White

e-cigarette users reported occasional

use in 2019, compared with 71.2%

(95% CI564.0%, 78.4%) of non-

Hispanic Blacks (AOR53.7; 95%

CI52.3, 5.9; P, .001) and 59.0% (95%

CI554.9%, 63.1%) of Hispanics/Latinos

(AOR51.6; 95% CI51.3, 2.0; P, .001).

Conversely, 36.3% (95% CI5 32.9%,

39.7%) of non-Hispanic White

e-cigarette users reported frequent

use in 2019, in comparison with 13.5%

(95% CI58.4%, 18.6%) of non-Hispanic

Blacks (AOR50.2; 95% CI50.1, 0.4;

P, .001) and 21.2% (95% CI517.3%,

25.1%) of Hispanics/Latinos (AOR50.5;

95% CI50.4, 0.7; P, .001).
Flavored e-cigarette use differed sig-

nificantly by racial and ethnic group,

with non-Hispanic White e-cigarette

users reporting the highest proportion

(75.0%; 95% CI572.5%, 77.6%) and

non-Hispanic Blacks reporting the low-

est proportion (43.9%; 95% CI537.1%,

50.7%; AOR50.4; 95% CI50.3, 0.5;

P, .001).

Temporal trends of associations

between e-cigarette use behaviors and

race/ethnicity are presented in

Figure A. The sensitivity analysis shows

wide gaps in dual use, occasional use,

and frequent use between non-

Hispanic Blacks and non-Hispanic

Whites.

DISCUSSION

Although enormous progress has been

made in reducing tobacco use in the

United States, this progress has not

been equally distributed across the

population, with a large disparity in

tobacco use persisting across groups

defined by race/ethnicity, education

level, income level, region, and other

factors.15 The tobacco use landscape

has substantially changed in recent

years with more adolescents using

e-cigarettes, and the prevalence of

youth e-cigarette use has surpassed

the use of cigarettes since 2015.22

However, there is a dearth of research

in assessing disparities of e-cigarette

use with little work comparing trajec-

tory and etiology in e-cigarette use pat-

terns by racial and ethnic subpopula-

tion. Surveillance of current e-cigarette

use is important for public health, but

attention to past-30-day e-cigarette use

prevalence may obscure important use

behavioral differences such as occa-

sional use versus frequent use and

co-use of e-cigarettes and other

tobacco products across racial and eth-

nic groups.16

This study identified sharply different

trends in the dual use between

non-Hispanic Blacks and other racial/

ethnic groups from 2014 to 2019. For

instance, the proportion of current

e-cigarette users reporting dual use

dropped by nearly half from 65.2% in

2014 to 36.0% in 2019 for non-

Hispanic Whites, but the proportion

was stable for non-Hispanic Blacks

(48.3% vs 49.9%). The multivariable
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FIGURE 1— Trends in Dual Use Among Current E-Cigarette Users: United
States, 2014–2019

Note. NH5non-Hispanic. The y-axis shows the observed % of dual use (co-use of e-cigarettes and
cigarettes or other tobacco products) among current e-cigarette users. Multivariable regression
models adjusted for age, gender, and tobacco use by a household member. The interaction for year
3 race/ethnicity was P, .001. Overall: quadratic trend, P5 .009. NH White: linear trend, adjusted
odds ratio (AOR)50.76; 95% confidence interval (CI)50.72, 0.80; P, .001; quadratic trend, P5 .24.
NH Black: linear trend, AOR50.96; 95% CI50.87, 1.06; P5 .40; quadratic trend, P5 .16. Hispanic/
Latino: quadratic trend, P, .001. NH other: linear trend, AOR50.84; 95% CI50.71, 1.00; P5 .046;
quadratic trend, P5 .67.
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analysis further showed a considerable

disparity, with non-Hispanic Black

e-cigarette users being 1.8 times more

likely to report dual use than their

White peers in 2019.

Sensitivity analyses also showed a

growing gap between non-Hispanic

Blacks and non-Hispanic Whites in dual

use over time. One may speculate that

the relative preference for combustible

products among non-Hispanic Blacks,

possibly facilitated by the tobacco indus-

try’s targeted advertising,23 including the

promotion of menthol cigarettes and

flavored little cigars, drives these results.

Another factor to consider is relatively

easy access to single cigarettes and cig-

arillos such as Phillies, Black & Mild, and

Swisher Sweets sold individually in seg-

regated Black neighborhoods.24 Dual

use may further increase disparities in

health outcomes given that multiple

tobacco product use is associated with

increased symptoms of nicotine depen-

dence and addiction in comparison with

single product use.25

Our study showed that e-cigarette

use patterns differed considerably by

race/ethnicity. From 2014 to 2019, fre-

quent use of e-cigarettes showed a 2.5-

fold increase for non-Hispanic White

e-cigarette users (14.8% to 36.3%), but

the proportion was relatively flat for

non-Hispanic Blacks (11.8% to 13.5%;

P5 .15). Furthermore, non-Hispanic

White e-cigarette users were more

likely to report frequent e-cigarette use

and flavored e-cigarette use than non-

Hispanic Blacks and Hispanics/Latinos

in 2019. Studies have shown that vap-

ing more frequently among adoles-

cents was associated with a higher risk

of frequent and heavy smoking in the

future26 and that flavored e-cigarette

use was associated with an increased

risk of cigarette smoking and future

vaping.27 Even occasional e-cigarette

use is associated with significantly

higher risks of binge drinking, mari-

juana use, and other illicit drug use

than nonuse.28

These remarkable disparities in

e-cigarette use behaviors underscore

the importance of developing and

implementing tailored strategies to

address the e-cigarette use epidemic

across race/ethnicity. Our results sug-

gest that non-Hispanic Black adoles-

cents are more likely to be dual users

of e-cigarette and other tobacco prod-

ucts, which may lead to less frequent

use of e-cigarettes. For non-Hispanic

Black youths, tailored interventions are

needed to promote prevention and

cessation of tobacco use and raise the

harm perception of light tobacco use,

including the occasional use of

e-cigarettes. On the other hand,

non-Hispanic White youths seem to be

moving toward more exclusive and fre-

quent e-cigarette use. Therefore,

evidence-based youth vaping cessation

programming may be suitable for this
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FIGURE 2— Trends in E-Cigarette Use Among Current E-Cigarette Users, by
(a) Occasional Use and (b) Frequent Use: United States, 2014–2019

Note. NH5non-Hispanic. The y-axis shows the observed % of (a) occasional (#5 days in the past 30
days) or (b) frequent ($20 days in the past 30 days) e-cigarette use among current e-cigarette users.
Multivariable regression models adjusted for age, gender, current cigarette smoking, current other
tobacco use, and tobacco use by a household member. The interaction for year3 race/ethnicity was
P, .001. Overall: quadratic trend, P, .001. NH White: quadratic trend, P, .001. NH Black: linear
trend, adjusted odds ratio (AOR)51.01; 95% confidence interval (CI)50.91, 1.13; P5 .87; quadratic
trend, P5 .92. Hispanic/Latino: quadratic trend, P5 .02; NH others: linear trend, AOR50.87; 95%
CI50.77, 0.98; P5 .02; quadratic trend, P5 .38. Overall: quadratic trend, P, .001. NH Whites: qua-
dratic trend, P, .001. NH Black: linear trend, AOR51.10; 95% CI50.95, 1.27; P5 .19; quadratic
trend, P5 .92. Hispanic/Latino: quadratic trend, P5 .005. NH other: linear trend, AOR51.42; 95%
CI51.20, 1.67; P, .001; quadratic trend, P5 .64.
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subpopulation. Certainly, while possibly

acknowledging differential preferences

for various tobacco products, a uniform

message might be provided—that any

nicotine-containing product is danger-

ous for youths and may lead to cardio-

vascular and carcinogenic consequen-

ces later on.5

Enactment and implementation of

tobacco control policies need to

account for differential effects on

racial/ethnic subpopulations to ensure

that policies can uniformly prevent the

initiation and reduce the prevalence of

youth tobacco use, which could further

lead to a reduction of health disparities

in tobacco use and tobacco-related

morbidity and mortality. There are large

variations in tobacco-free and smoke-

free public policies, tobacco taxes,

tobacco retail and vape shop density,

tobacco product point-of-sale advertis-

ing restrictions, and other tobacco con-

trol legislation across states and locali-

ties. In addition, the contents and

coverage of e-cigarette regulations vary

by jurisdiction, which could exacerbate

inequities in e-cigarette use and

tobacco-related disease burden by

geography, race, and ethnicity. The

nationwide Tobacco 21 policy that was

passed in December 2019 to raise the

minimum legal age of tobacco sales to

21 years29 could increase tobacco con-

trol coverage in minority populations

and reduce youth access to tobacco

products through commercial and

social sources.

The US Food and Drug Administra-

tion issued an enforcement policy on

unauthorized cartridge-based

e-cigarette flavors other than tobacco

and menthol, which went into effect on

February 6, 2020,30 and further sent

warning letters to notify e-cigarette

companies including Puff Bar to

remove flavored disposable e-cigarette

products from the market in July

2020.31 As menthol-flavored tobacco

products are particularly appealing to

African American tobacco users, contin-

ued surveillance of current e-cigarette

use by racial and ethnic groups is criti-

cally needed.

Limitations

This study had several limitations. First,

the NYTS is a survey of middle- and

high-school students, and our findings

might not be generalizable to the

broader youth population. However,

97% of adolescents aged between 10

and 17 years were enrolled in school.32

Second, e-cigarette use behaviors

were self-reported, and they are sub-

ject to recall bias, especially for younger

respondents. However, the test and

retest reliability of self-reported behav-

iors related to tobacco use among ado-

lescents is high.33

Third, self-reported race/ethnicity

was grouped into 4 categories to

ensure sufficient sample sizes in

assessing temporal trends of

e-cigarette use. However, a deeper

understanding of differences within

these groups is needed.

Fourth, these nationally representa-

tive data were of repeated cross-

sections, and changes in cohort com-

position over time could affect results

(e.g., trends between e-cigarette use

and dual use). However, the sample

sizes at each time point were large, and

sampling strategies for data collection

minimize that possibility.34

Fifth, the NYTS only asked a single

composite question about flavor use. It

is possible that if separate flavors were

recorded, the results might differ. In

addition, occasional e-cigarette users

may be less likely to know if the

e-cigarette products they used were

flavored, potentially leading to misclas-

sified responses.

Finally, there were small changes in

the wording and placement of survey

questions for certain tobacco products
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FIGURE 3— Trends in Flavored E-Cigarette Use Among Current E-Cigarette
Users: United States, 2014–2019

Note. NH5non-Hispanic. The y-axis shows the observed % of flavored e-cigarette use among current
e-cigarette users. Multivariable regression models adjusted for age, gender, current cigarette smok-
ing, current other tobacco use, tobacco use by a household member, and the number of days using
e-cigarettes in the past 30 days. The interaction term of year3 race/ethnicity: P5 .56. Overall: qua-
dratic trend, P, .001. NH White: quadratic trend, P, .001. NH Black: linear trend, adjusted odds
ratio51.12; 95% confidence interval51.03, 1.22; P5 .01; quadratic trend, P5 .11. Hispanic/Latino:
quadratic trend, P, .001. NH other: quadratic trend, P5 .004.

RESEARCH & ANALYSIS

Research Peer Reviewed Dai et al. 2055

A
JP
H

N
o
vem

b
er

2021,Vol
111,N

o
.11



during 2014 to 2019. Prevalence esti-

mates with similar definitions have

been reported in other surveillance

reports.2 Furthermore, some con-

founders that may affect the outcomes,

such as peer use, household income,

parental education, and socioeconomic

status, were not asked in the NYTS.

Public Health Implications

The latest statistics from the 2020 NYTS

data showed a drop in e-cigarette use

among US youths, but the prevalence

is still at an unacceptably high level,

with about 1 in 5 high-school students

(�3 million) and 1 in 20 middle-school

students (�550000) reporting current

e-cigarette use.35 This study identified

significant disparities in youth

e-cigarette use across racial/ethnic

groups. Non-Hispanic White youths

were more likely to report frequent

e-cigarette use and use of flavored

products, while non-Hispanic Black

TABLE 1— Univariate and Multivariable Analysis of E-Cigarette Use Behaviors Among Current
E-Cigarette Users: United States, 2019 National Youth Tobacco Survey

Weighted % (95% CI) OR (95% CI) AOR (95% CI)

Dual usea

Race/ethnicity

NH White 35.0 (30.2, 39.8) 1 (Ref) 1 (Ref)

NH Black 49.9 (41.6, 58.2) 1.8 (1.3, 2.6) 2.2b (1.5, 3.2)

Hispanic/Latino 33.2 (29.4, 37.0) 0.9 (0.7, 1.2) 1.1b (0.9, 1.4)

Other 34.0 (22.1, 46.0) 1.0 (0.6, 1.7) 1.0b (0.6, 1.8)

Occasional e-cigarette usec

Race/ethnicity

NH White 44.7 (41.6, 47.8) 1 (Ref) 1 (Ref)

NH Black 71.2 (64.0, 78.4) 3.1 (2.1, 4.5) 3.7d (2.3, 5.9)

Hispanic/Latino 59.0 (54.9, 63.1) 1.8 (1.5, 2.2) 1.6d (1.3, 2.0)

Other 55.7 (46.1, 65.4) 1.6 (1.0, 2.4) 1.5d (0.9, 2.3)

Frequent e-cigarette usec

Race/ethnicity

NH White 36.3 (32.9, 39.7) 1 (Ref) 1 (Ref)

NH Black 13.5 (8.4, 18.6) 0.3 (0.2, 0.4) 0.2d (0.1, 0.4)

Hispanic/Latino 21.2 (17.3, 25.1) 0.5 (0.4, 0.6) 0.5d (0.4, 0.7)

Other 28.3 (19.7, 36.9) 0.7 (0.4, 1.1) 0.8d (0.5, 1.3)

Flavored e-cigarette usee

Race/ethnicity

NH White 75.0 (72.5, 77.6) 1 (Ref) 1 (Ref)

NH Black 43.9 (37.1, 50.7) 0.3 (0.2, 0.3) 0.4f (0.3, 0.5)

Hispanic/Latino 63.0 (58.6, 67.3) 0.6 (0.5, 0.7) 0.7f (0.5, 0.9)

Other 66.8 (57.5, 76.1) 0.7 (0.4, 1.0) 0.8f (0.5, 1.2)

Note. AOR5 adjusted odds ratio; CI5 confidence interval; NH5non-Hispanic; OR5odds ratio. The sample size was n53628.

aDual use (co-use of e-cigarettes and cigarettes or other tobacco products) was the dependent variable (yes vs no).
bAdjusted by age, gender, and tobacco use by a household member.
cOccasional use (1–5 days in the past 30 days) and frequent use ($20 days in the past 30 days) were the dependent variables (yes vs no) and analyzed
separately.
dAdjusted by age, gender, current cigarette smoking, current other tobacco use, and tobacco use by a household member.
eFlavored e-cigarette use (tasted like menthol [mint], alcohol [wine, cognac], candy, fruit, chocolate, or any other flavors) was the dependent variable (yes
vs no). Flavored e-cigarette use was correlated with the number of days using e-cigarettes in the past 30 d. In 2019, the proportions of flavored
e-cigarette use among current e-cigarette users reporting e-cigarettes 1–2 days, 3–5 days, 6–9 days, 10–19 days, 20–29 days, and all 30 days were
54.2%, 66.4%, 71.6%, 76.0%, 79.6%, and 84.1%, respectively.

fAdjusted by age, gender, current cigarette smoking, current other tobacco use, tobacco use by a household member, and the number of days using
e-cigarettes in the past 30 days.
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adolescents were more likely to report

occasional use of e-cigarettes and dual

use of e-cigarettes and cigarettes or

other tobacco products than their

peers. Tailored, culturally relevant mes-

saging and interventions may help

address the racial/ethnic disparities in

e-cigarette use.
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Sexual Orientation and Gender
Identity Data Collection at US Health
Centers: Impact of City-Level
Structural Stigma in 2018
Anthony N. Almazan, BA, Dana King, ALM, Chris Grasso, MPH, Sean Cahill, PhD, Micah Lattanner, PhD,
Mark L. Hatzenbuehler, PhD, and Alex S. Keuroghlian, MD, MPH

Objectives. To examine the relationship between city-level structural stigma pertaining to sexual

orientation and gender identity (SOGI) and completeness of patient SOGI data collection at US federally

qualified health centers (FQHCs).

Methods.We used the Human Rights Campaign’s Municipal Equality Index to quantify city-level structural

stigma against sexual and gender minority people in 506 US cities across 49 states. We ascertained the

completenessof SOGI data collection at FQHCs from the2018UniformData System,which describes FQHC

patient demographics and service utilization.We included FQHCs in cities captured by the structural stigma

index in multinomial generalized linear mixed models to examine the relationship between city-level

structural stigma and SOGI data completeness.

Results. FQHCs in cities with more protective sexual orientation nondiscrimination policies reportedmore

complete patient sexual orientation data (adjusted odds ratio [AOR]51.6; 95% confidence interval

[CI]51.2, 2.1). This association was also found for gender identity nondiscrimination policies and gender

identity data collection (AOR51.7; 95% CI51.3, 2.2).

Conclusions.Municipal sexual and gender minority nondiscrimination laws are associated with social and

municipal environments that facilitate patient SOGI data collection. (Am J Public Health. 2021;111(11):

2059–2063. https://doi.org/10.2105/AJPH.2021.306414)

Collection of patient sexual orienta-

tion and gender identity (SOGI)

data is essential for improving health

care access, quality, and outcomes for

sexual and gender minority (SGM) pop-

ulations.1,2 Given these potential

benefits, the US Health Resources and

Services Administration Bureau of Pri-

mary Health Care requires SOGI data

reporting from Health Center Program

grantees.3 Federally qualified health

centers (FQHCs) provide comprehen-

sive primary care for more than

28 million patients in medically

underserved areas.4 Optimizing SOGI

data collection at FQHCs is therefore

critical for addressing the health needs

of the most vulnerable SGM

communities.5

SOGI data collection approaches

across FQHCs are highly variable. These

include self-report at intake or registra-

tion, report by caregivers, and collection

by frontline staff or providers. Although

each FQHC is required to report SOGI

data annually in aggregate, the lack of

consistent mechanisms to ensure SOGI

data collection remains a barrier to data

completeness.5,6 In an examination of

first-year SOGI data reporting by FQHCs,

sexual orientation (SO) data were miss-

ing for 77% of patients, and gender

identity (GI) data were missing for 62%.6

Anti-SGMstigmahas beenhypothesized

to be a key driver of limited SOGI data

collection. Although the mechanisms

underlying this relationship are not fully

understood, it may be mediated in part

by a lack of training on SOGI data

collection, health care staff discomfort,

patient nondisclosure, and other

confounders.6,7
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Studies on the public health implica-

tions of stigma have increasingly

focused on structural stigma, defined as

societal conditions, cultural norms, and

institutional policies that adversely affect

stigmatized populations.8 This research

hasdemonstrated that structural stigma

is associated with identity concealment,

self-stigma, perceptions of discrimina-

tion, poor health behaviors, psycholog-

ical distress, and psychiatric morbidity

across numerous stigmatized popula-

tions, including SGM people.9 Little is

known, however, about the empirical

relationship between structural stigma

and SOGI data collection.

We conducted the first, to our knowl-

edge, investigation of associations

between structural stigma and patient

SOGI data collection. We used an exist-

ing structural stigma index to examine

the relationship between completeness

of SOGI data collection at FQHCs and

structural stigma related to SOGI.

METHODS

The primary predictors were structural

stigma scores. We obtained our struc-

tural stigma index from the Human

Rights Campaign’s 2018 Municipal

Equality Index (HRC-MEI),10 which

scores SGM inclusivity for 506 US cities,

including the 50 state capitals, the 200

most populated cities, the 5 most pop-

ulated cities in each state, cities that are

home to each state’s 2 largest public

universities, 75 cities with the highest

proportions of same-sex couples, and

98 additional cities selected for inclusion

by the HRC and affiliates.

The HRC-MEI measures SGM inclusiv-

ity across 5 domains in US cities: non-

discrimination laws (SGM protections in

employment and housing), municipality

as employer (policies on SGM city

employees), municipal services

(inclusiveness of city services), law

enforcement (SGM police task forces),

and leadership on SGM equality (SGM-

affirming public statements and legisla-

tion introduced by city leadership).

When possible, the HRC-MEI provides

separate scores for performance on

each item as it relates to SO and GI.

Scoring criteria are available.10

For each city, we generated 5 struc-

tural stigma scores (1 for each HRC-MEI

domain) by calculating z scores for each

city’s performance relative to all cities in

the index. We calculated separate

domain scores for SO and GI. Higher

scores represent greater SGM inclu-

siveness and thus less anti-SGM

structural stigma.

The primary outcome was SOGI data

completeness, operationalized as the

percentage of patients without missing

SOGI data at each FQHC. Incomplete

data included patients who either

declined to answer SOGI questions or

were not asked these questions. We

obtained FQHC data from the Bureau of

Primary Health Care’s 2018 Uniform

Data System (UDS), an annual data set

on FQHC patient demographics and

service utilization. The 2018 UDS

included data from 1362 FQHCs.

We restricted our analysis of the 2018

UDS data to the 447 FQHCs that could

be matched by address to 1 of the

cities represented in our structural

stigma index. FQHCs in 49 states were

represented. City-level structural

stigma scores for Hawaii and the

District of Columbia were not included

in the HRC-MEI.

We conducted our analysis in SAS

version 9.4 (SAS Institute, Cary, NC). Two

multinomial generalized linear mixed

models, 1 each for SO and GI data

completeness, tested associations

between structural stigma scores and

percentages of patients with SO and GI

data (grouped by quartile because of

nonnormal distributions and to increase

statistical efficiency), with cities as a

random intercept. Each model included

all 5 structural stigma domain scores

and was adjusted for FQHC patient

population size (,10000,

10000–19999, 20000–29999,

30000–49999,$50000), percentages

of patients who were younger than 18

years, were racial/ethnic minorities,

were uninsured, or had income at or

below the federal poverty level (based

on the US Department of Health and

Human Services 2018 federal poverty

guidelines). We performed Bonferroni

correction for 10 tests, with a signifi-

cance threshold of P of less than .005.

RESULTS

We present the results in Table 1.

The median percentage of patients with

complete GI data was 90.0% (interquar-

tile range [IQR]544.9%) compared with

67.3% (IQR555.3%) for complete SO

data. In the final multivariable models,

nondiscrimination laws were signifi-

cantly associated with SO and GI data

completeness. The odds of an FQHC

being in a higher quartile of data com-

pleteness increased with each 1-point

increase in structural stigma z score for

nondiscrimination laws. Thiswas true for

both SO nondiscrimination laws

(adjusted odds ratio [AOR]5 1.6; 95%

confidence interval [CI]51.2, 2.1) andGI

nondiscrimination laws (AOR51.7; 95%

CI51.3, 2.2).

Most sociodemographic covariates

were not significantly associated with

SOGI data completeness, including FQHC

size, percentage of racial/ethnic minority

patients, percentage below the federal

poverty level, and percentage uninsured.

The percentage of patients younger than

18 years was significantly associated with
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SO data completeness (AOR516.8; 95%

CI53.5, 80.7) and GI data completeness

(AOR510.6; 95% CI52.5, 45.1), but

these estimates were unstable and

should be interpreted with caution.

DISCUSSION

This is the first study, to our knowledge,

to demonstrate an empirical relation-

ship between structural stigma and

patient data collection. FQHCs in cities

with more protective SGM nondiscrimi-

nation laws reported more complete

SOGI patient data than did FQHCs in

cities with less protective nondiscrimi-

nation laws. These findings support the

hypothesis that anti-SGM stigma is

associated with limited SOGI data col-

lection.6 Our focus on city-level struc-

tural stigma adds to the existing stigma

literature, as scholars have hypothe-

sized that proximal (e.g., city-level) forms

of structural stigma may have greater

influences on health than distal (e.g.,

state-level) forms.9

Notably, the only structural stigma

domain significantly associatedwith SOGI

data collection was nondiscrimination

laws. Therewerenostatistically significant

associations between SOGI data com-

pleteness and the 4 other structural

stigma domains. These findings suggest

that enforceable SGM-inclusive laws are

more strongly associated with stigma

alleviation and SOGI data collection than

are the other structural stigma domains,

which were largely composed of volun-

tary practices and symbolic representa-

tions of SGM inclusivity.

The completeness of GI data may be

substantially higher than the complete-

nessof SOdata in this sample for several

reasons. First, sex-related data, which

may be conflated with GI data, are

TABLE 1— Associations Between City-Level Structural Stigma Scores and the Percentage of Patients With
Complete Sexual Orientation and Gender Identity Data Collection at Federally Qualified Health Centers
(FQHCs): United States, 2018

Quartile 1, %
Range, No., or

Mean (SD)

Quartile 2, %
Range, No., or

Mean (SD)

Quartile 3, %
Range, No., or

Mean (SD)

Quartile 4, %
Range, No., or

Mean (SD)

Multivariable
Model for Higher
Quartile of Data
Completeness,
AOR (95% CI)

Sexual orientation

Range 0.0–37.1 37.2–69.5 69.5–92.6 92.6–100.0

Sample size 112 120 111 104

Structural stigma domain

Nondiscrimination laws 0.4 (1.0) 0.6 (1.0) 0.7 (1.0) 0.8 (1.0) 1.6 (1.2, 2.1)a

Municipality as employer 0.6 (0.8) 0.6 (0.8) 0.5 (0.8) 0.6 (0.7) 0.9 (0.7, 1.2)

Municipal services 0.6 (0.9) 0.8 (0.9) 0.8 (0.9) 0.7 (0.9) 0.9 (0.7, 1.2)

Law enforcement 0.6 (0.9) 0.7 (0.9) 0.8 (0.7) 0.8 (0.8) 1.4 (1.0, 2.0)

Leadership on SGM equality 0.7 (0.9) 0.7 (0.8) 0.6 (0.9) 0.7 (0.9) 0.7 (0.5, 1.0)

Gender identity

Range 0.0–55.3 55.4–90.8 90.9–99.8 99.9–100.0

Sample size 113 117 104 113

Structural stigma domain

Nondiscrimination laws 0.4 (1.1) 0.3 (1.1) 0.7 (1.1) 0.8 (1.1) 1.7 (1.3, 2.2)a

Municipality as employer 0.7 (0.9) 0.6 (1.0) 0.8 (0.9) 0.7 (1.0) 0.7 (0.5, 1.0)

Municipal services 0.7 (1.0) 0.8 (1.0) 0.9 (1.0) 0.7 (1.0) 1.0 (0.7, 1.4)

Law enforcement 0.7 (0.8) 0.5 (1.0) 0.8 (0.7) 0.7 (0.8) 1.1 (0.8, 1.5)

Leadership on SGM equality 0.7 (0.9) 0.6 (0.9) 0.8 (0.8) 0.7 (0.9) 0.9 (0.6, 1.4)

Note. AOR5 adjusted odds ratio; CI5 confidence interval; SGM5 sexual and genderminority. All models were adjusted for FQHC size and the percentage of
patients at each FQHC who were younger than 18 years, identified as racial/ethnic minorities, were uninsured, and had incomes at or below the federal
poverty level.

aSignificant based on Bonferroni correction for 10 tests.
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collected more consistently for billing

purposes. Second, it is possible that

frontline staff do not explicitly ask GI

questions; they might assume GI based

on their own perception of each

patient’s gender expression. Third, it is

possible that health care staff may view

GI as more actionably relevant to med-

ical care than SO.

Our study has several limitations. Our

structural stigma index is based on the

HRC-MEI; therefore, our findings are

specific to FQHCs in the HRC-MEI’s 506

listed cities and may not be generaliz-

able across all health care systems. The

UDS does not distinguish between SOGI

data being incomplete because patients

were not asked by staff versus patients

chose not to disclose, which precluded

assessment of mechanisms underlying

this study’s findings. Furthermore, the

UDS only reports aggregate data at the

FQHC level, precluding patient-level sta-

tistical analysis. The study’s cross-

sectional design does not allow us to

determine causation or directionality of

our main finding, which may be bidirec-

tional: SGM nondiscrimination laws may

promote SOGI data collection,11 and

SOGI data collection may facilitate the

implementation of SGM-inclusive poli-

cies.12 Finally, as this is an observational

study, it may be subject to unmeasured

confounding.

Future investigations on structural

stigma and SOGI data collection would

benefit from the expansion of structural

stigma indices to measure stigma in a

more diverse selection of regions,

including more rural settings. Further-

more, future studies should thoroughly

examine how predictors of differential

access to affirming health care may

influence SOGI data collection. In this

study, percentage of racial and ethnic

minority patients was not a significant

predictor of SOGI data completeness.

However, our access to only aggregate

FQHC-level datamayhaveprecludedour

identification of significant associations.

This limitation reinforces the importance

of future patient-level analyses for

assessing associations between struc-

tural stigma and patient data collection.

PUBLIC HEALTH
IMPLICATIONS

In this cross-sectional study, we found

that structural stigma scores quantifying

the protectiveness of city-level SGM

nondiscrimination laws were associated

with SOGI data collection completeness

at FQHCs.Our findings suggest potential

value in enhanced federal oversight to

improve mandated collection of SOGI

data, particularly in cities with higher

levels of anti-SGM structural stigma.

These findings also underscore the

importance of municipal SGM nondis-

crimination laws and affirming social

environments, which may mutually

reinforce one another, foster robust

SOGI data collection, and promote

SGM health equity.
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Self-Reported Health Indicators in the
US Army: Longitudinal Analysis From
a Population Surveillance
System, 2014–2018
Jessica L. Kegel, MA, Josh B. Kazman, MS, Daniel R. Clifton, PhD, ATC, Patricia A. Deuster, PhD, MPH, and
Sarah J. de la Motte, PhD, MPH, ATC

Objectives. To describe health-related behaviors or indicators associated with overall health and well-

being using the Global Assessment Tool (GAT), a health behavior and psychosocial questionnaire

completed annually by US Army personnel.

Methods.We analyzed GAT responses from 2014 to 2018, consisting of 367000 to 449000

respondents per year. We used generalized estimating equations to predict the presence of each health

behavior or indicator, aggregated by year and stratified on various demographics.

Results. Key findings included decreases from 2014 to 2018 in risky health behaviors such as hazardous

drinking (7.5% decrease) and tobacco use (7.9% decrease), dietary supplement use (5.0% to 10.6%

decrease, depending on type), self-reported musculoskeletal injury (5.1% decrease), and pain interference

(3.6% decrease). Physical activity, sleep, and nutritional habits largely remained consistent over time.

Conclusions. In the Army, tobacco, alcohol, and risky dietary supplement usage appears to be declining,

whereas lifestyle health behaviors have been stable. Whether these trends reflect responses to health

education is unknown. The GAT provides useful insights into the health of the Army, which can be

leveraged when developing health-related educational programs and policies.

Public Health Implications. Health behaviors that have changed less over time (e.g., nutrition, sleep)

may require novel approaches compared with those that changed more (e.g., dietary supplement use,

drinking). (Am J Public Health. 2021;111(11):2064–2074. https://doi.org/10.2105/AJPH.2021.306456)

Data repositories of self-reported

health-related behaviors and

traits, such as the National Health and

Nutrition Examination Survey

(NHANES),1 track secular health

trends and determine risk for

mobility2 and musculoskeletal (MSK)

disability.3 These efforts provide a road

map for evaluating population-level

health-related behaviors and indica-

tors. The US Army is particularly

concerned about soldier health and

deployability and has multiple surveil-

lance systems to track the health status

of the force. In 2017, approximately

60000 US Army soldiers were unfit for

combat, with up to 80% of those

unable to deploy because of injuries

and illness.4 With the 2018 Army direc-

tive on deployability and fitness, Army

soldiers who do not meet deployment

standards, or who become

permanently nondeployable, are

unqualified to serve.5 Thus, it is impor-

tant to understand factors that affect

health and well-being and contribute to

deployability.

One of the largest health behavior

surveillance systems for the Army is

the Global Assessment Tool (GAT), a

self-report survey that assesses emo-

tional, social, family, spiritual, and physi-

cal health (on October 2019, the GAT
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was renamed Azimuth Check [Army

Regulation 350–53]).6 Soldier health

behaviors and related indicators

assessed with the GAT provide insights

into population-level trends. The GAT

provides similar data as NHANES and

select other military studies (a regular

cross-sectional population-stratified

survey of health behaviors7 and a large

longitudinal cohort study of mental

health8) covering multiple health-

related behaviors and well-being indica-

tors plausibly associated with military

deployability. Specifically, the GAT

focuses on sleep, physical activity, and

nutrition, which have recently been the

focus of Army readiness-related pro-

grams.9 Alcohol consumption (also

addressed in the GAT) may also affect

job performance, and excessive use

can lead to disciplinary actions and

associated occupational terminations.10

Further factors of interest included in

the GAT are dietary supplement use,11

tobacco use,12 and MSK injury.13

Describing Army health behaviors

provides valuable information to assist

in focusing public health efforts within

the military community. We employed

longitudinal modeling to examine

population-level trends for GAT health

indicators during 2014 to 2018. We

summarize findings in health-

promoting and risky health behaviors

or indicators across the Army as a

whole, stratified by gender, service

component (i.e., active duty, National

Guard, Army Reserve), rank, years of

service, and military occupational

specialty.

METHODS

All Army personnel are required to

annually complete the GAT and are

subsequently given the option to allow

their responses to be used for research

purposes. For this study, data consisted

of GAT and demographic records from

2014 to 2018 of US Army soldiers who

consented to have their responses

used for research, resulting in a

dynamic cohort that varies by study

year (total n5952371; see Table 1 for

breakdown by year). On average, each

individual in the cohort recorded 2.1

61.2 observations over the period

from 2014 to 2018. Most respondents

were White, male, enlisted, and active-

duty soldiers aged 34 years or younger

across all 5 years (Table 1).

GAT data are stored in the Person-

Event Data Environment, a secure data

enclave maintained by the Army Analyt-

ics Group Research Facilitation Labora-

tory (Monterey, CA), combining large

data sets de-identified for research. In

this study, demographic and career-

related variables were culled from

administrative data sets from the

Defense Manpower Data Center and

merged with a data set of GAT

respondents.

GAT data from about 60% of the

Army flows to the Person-Event Data

Environment; within those data, about

70% of participants consent for their

GAT responses to be used for research

and were thus accessed for our analy-

ses. We compared this analytic GAT

sample with total Army reports14 and

estimate that our sample represents

about 40% of the Army. Demographi-

cally, our sample is very similar to the

total Army (see Table A, available as a

supplement to the online version of

this article at http://www.ajph.org, for

comparisons stratified by year and

component).

Measures

Key variables are summarized here;

more extensive details regarding

survey item wording are provided in

the Appendix (available as a supple-

ment to the online version of this article

at http://www.ajph.org; see Section 1 –

Item Wording). To concisely present the

results, all health behavior or indicator

items were dichotomized or catego-

rized by using public health guidelines

where applicable (e.g., fruit and vegeta-

ble consumption,15 activity,16 and

sleep17), or expert opinion where

guidelines were lacking.

Demographic information, including

gender, age, race, career path, and ser-

vice component were accessed

through the personnel records pro-

vided by the Defense Manpower Data

Center.

Regarding physical activity, soldiers

were asked about the duration and fre-

quency of vigorous aerobic activity,

which was then coded into activity

minutes per week and dichotomized

based on 150 or more minutes per

week. For days per week of resistance

training, responses were classified as

low (0–1 days/week), moderate (2–4

days/week), or high ($5 days/week). A

final question asked about high-

intensity interval training (HIIT, defined

in the survey as “sets of high intensity

exercises with brief rest periods in

between”) and was dichotomized based

on soldiers reporting any HIIT activity in

the past 30 days.

To assess dietary habits, frequency of

fruit and vegetable intake, breakfast

consumption, and postexercise recov-

ery snacks were analyzed. For fruit and

vegetable intake, respondents were

dichotomized based on whether they

ate 2 or more servings per day or less.

For breakfast, soldiers were dichoto-

mized as regularly eating breakfast (6 to

7 times per week) and as not regularly

eating breakfast (fewer than 6 times per

week). Postexercise recovery fueling
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responses were categorized as fre-

quently engaging in recovery fueling

(“often” or “most of the time”) and as

never or infrequently engaging in recov-

ery fueling (“only sometimes” or less).

Dietary supplement use was dichoto-

mized based on whether soldiers

reported using products at least once a

month in the previous year. Respond-

ents who affirmatively responded to

taking dietary supplements were then

asked about dietary supplement use in

the following categories: health-

promoting, vitamin D, fish oil, sport pro-

tein powders, weight loss, and

performance-enhancing or body-

building dietary supplements.

Sleep duration was assessed with 2

items that asked weekday and week-

end sleep hours. Responses were com-

bined and dichotomized at 6 hours or

less per average day versus more than

6 hours. Sleep quality was assessed

using the 2-item Pittsburgh Insomnia

Rating Scale, which evaluates sleep sat-

isfaction and difficulties relating to lack

of energy because of poor sleep within

the last week.18 A score greater than 2

was used to classify soldiers as at risk

for insomnia.

Frequency of tobacco use was cate-

gorized as regular tobacco users

(using tobacco for the past 3 months

or more) and nontobacco users

(not using tobacco within the past 3

months).

The Alcohol Use Disorders Identifica-

tion Test (AUDIT), a 2-item screen

(assessing frequency and quantity of

alcohol consumption), was used.19 Sol-

diers categorized as hazardous

drinkers had AUDIT scores greater than

or equal to 4, and soldiers categorized

as non–hazardous drinkers had AUDIT

scores less than 4.

Self-reported limited duty within the

past year because of a MSK injury was

assessed to indicate whether soldiers

were deemed medically nonready

(MSK-MNR). Responses were dichoto-

mized as “yes” or “no” based on

TABLE 1— Sample Demographics of Global Assessment Tool Respondents by Year: United States,
2014–2018

Year, No. or %

2014 2015 2016 2017 2018

Sample 422 044 449 353 395 051 366 586 343 432

Gender

Male 83.3 82.7 82.5 81.9 81.6

Female 16.7 17.3 17.5 18.1 18.4

Age, y

17–24 30.7 33.2 35.3 35.7 34.1

25–34 38.9 37.5 36.4 35.9 36.4

35–44 20.6 19.6 18.7 18.6 19.4

$ 45 9.8 9.7 9.6 9.9 10.2

Race

American Indian/Alaska Native 0.7 0.7 0.7 0.7 0.7

Asian 3.7 4.0 4.4 4.6 4.7

Black or African American 20.0 20.6 20.3 20.6 19.9

Native Hawaiian or other Pacific
Islander

0.7 0.8 0.8 0.8 0.9

White 70.3 69.7 69.7 69.6 70.1

Other or unknown 4.6 4.3 4.2 3.8 3.8

Rank

Enlisted 81.2 81.3 82.7 82.4 81.8

Officer 18.8 18.7 17.3 17.6 18.2

Service component

Active duty 61.0 57.5 51.2 50.0 51.5

Reserve 15.8 17.2 20.4 21.1 21.8

National Guard 23.2 25.3 28.4 28.8 26.7
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whether they responded affirmative to

having sustained a duty-limiting MSK

injury within 12 months. Pain interfer-

ence in usual activities was assessed

along a scale of 1 (“hardly notice”) to 10

(“as bad as it could be, nothing else

matters”). Responses were dichoto-

mized as a rating of 5 (“interrupts some

activities”) or higher and 4 (“distracts

me, can do usual activities”) or below.

Analyses

For descriptive analyses, responses

were aggregated by calendar year to

examine overall percentage changes in

prevalence over the 5-year period from

2014 to 2018. Absolute and average

rates of change were calculated from

2014 to 2018. Group differences were

then assessed based upon demo-

graphics (i.e., gender, age) and occupa-

tional variables (i.e., years of service,

rank, component, military occupational

specialty). Military occupational spe-

cialty was categorized as combat sup-

port, cyber and military intelligence,

engineering and maintenance, front-

line, or service support (breakdown

provided in the online Appendix, Sec-

tion 2 –MOS Categories) to obtain an

analysis of different career fields. Over-

all prevalence percentages are

described using frequencies of

respondents who reported engaging in

a certain behavior in each survey year.

For statistical analyses, longitudinal

trends and person covariates were

modeled at the individual level using

generalized estimating equations to

predict the presence of each health

behavior or indicator, with logit link and

binomial distribution and an autore-

gressive covariance structure account-

ing for responses from the same

respondent in different years (SAS

Enterprise Guide version 7.1, PROC

GENMOD; SAS Institute, Cary, NC). Only

resistance training was modeled differ-

ently to retain its 3 categories and cap-

ture overtraining; it was modeled as an

ordinal variable by using the cumulative

probability of engaging in higher levels

of training and with an independence

covariance structure. Because there

were only 5 time points and no a

priori reason to suspect linear changes,

“year” was modeled as a categorical

variable indicating odds ratios (ORs)

for the presence of behaviors or

indicators relative to the baseline year

(2014).

We executed 2 types of models for

each outcome: a time-only longitudinal

model, which just used survey year as a

predictor, and a covariate-adjusted lon-

gitudinal model, which used survey

year and demographic and occupa-

tional predictors (OR referred to as

adjusted OR [AOR]). Results from the

majority of time-only models closely

mirrored those of the covariate-

adjusted models, and findings from

both models can be found in the

tables. Most results presented here

focus on health behaviors in 2018 com-

pared with 2014 in covariate-adjusted

models. Finally, time-only models were

also conducted within stratified sam-

ples, with strata consisting of various

demographic and occupational varia-

bles. Results from these stratified

models are presented as ORs and our

interpretation focuses on effect sizes.

Notable results from the stratified anal-

yses are highlighted here.

RESULTS

With regard to physical activity,

respondents had greater odds of

engaging in at least 150 minutes

of vigorous activity in 2018 compared

with 2014 (Table 2: 53% vs 52% of

respondents; Table 3: AOR51.11).

Resistance training more than 5 days

per week increased overall by 2% in

2018 compared with 2014 (Table 3:

AOR51.18). Respondents had lower

odds of participating in HIIT programs

at least once per week in 2018 com-

pared with 2014 (Table 2: 34% vs 38%;

Table B [available as a supplement to

the online version of this article at

http://www.ajph.org] AOR50.83).

In stratified analyses comparing

prevalence rates in 2014 to 2018,

the largest exceptions to these trends

were based on service duration: sol-

diers with 6 to 10 years of service

had a greater increase in reported

vigorous activity (Table C [available

as a supplement to the online

version of this article at http://www.

ajph.org]: 7% increase; OR51.28) and

resistance training (6% increase;

OR51.39) from 2014 to 2018. How-

ever, there was a smaller change in HIIT

participation among soldiers with 6 to

10 (Table C: 0% change; OR50.94)

and 11 to 30 years of service (2%

increase; OR51.02). There were no

differences for those who had served

0 to 5 years.

With regard to dietary habits, over

the 5-year period, fruit consumption of

2 or more servings per day ranged

from 36% in 2014 and 2018 to a high

of 39% in 2016 (Table 3: 2018 vs 2014

AOR50.89), and vegetable consump-

tion of 2 or more servings per day

ranged from 45% in 2014 to a high of

48% in 2016 (Table 3: 2018 vs 2014

AOR50.98). Regular breakfast con-

sumption (6–7 days/week) was higher

in 2016 (55%) but decreased to 53% in

2018 compared with 2014 (Table B:

2018 vs 2014 AOR51.04).
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Approximately 53% of respondents fre-

quently consumed postexercise recov-

ery fueling in 2018 compared with 52%

in 2014 (Table B: AOR5 1.07).

Stratified unadjusted analyses sug-

gested some differences in these

trends by gender and service duration.

Women (Table C: 3% decrease;

OR50.85) and soldiers with 6 to 10

years of service (5% decrease;

OR50.80) reported a greater decrease

in fruit consumption compared with

the increase in the full sample. Soldiers

holding a cyber and military intelligence

military occupational specialty reported

a decrease in regular fruit (Table C: 4%

decrease; OR50.79) and breakfast (2%

decrease; OR50.87) consumption

compared with the full sample.

A 5% to 11% decrease was reported

in all categories of dietary supplement

use (health-promoting, vitamin D, fish

oil, protein, weight-loss, and perfor-

mance-enhancing) in 2018 compared

with 2014 (Table B: AOR ranging from

0.52 to 0.61). Similar trends were seen

among the stratified groups compared

with the full sample.

A decrease was reported in poor

sleep quality (Table 2: 4%; Table 4:

AOR50.86) and short sleep duration

(i.e., 6 hours or less; Table 2: 3%; Table

4: AOR50.88) in 2018 compared with

2014. Similar trends were seen among

the stratified groups compared with

the full sample.

TABLE 2— Trends in Healthy and Risky Behaviors Across the US Army From 2014 to 2018

% Reported by Year Difference
Between
2018 and

2014
Average

Difference2014 2015 2016 2017 2018

Physical activity

High vigorous (.150 min/wk) 51.7 52.4 53.6 52.6 53.4 1.7 0.4

Moderate resistance (2–4 d/wk) 46.7 46.1 45.4 45.9 47.1 0.4 0.1

High resistance ($5 d/wk) 30.7 31.7 33.5 33.2 32.9 2.2 0.4

HIIT ($1 d/wk) 38.4 35.3 34.9 33.6 33.6 24.9 21.0

Dietary habits

Fruit ($2 servings/d) 36.3 37.5 38.7 37.8 36.0 20.3 20.1

Vegetable ($2 servings/d) 45.3 46.5 47.8 47.3 46.6 1.4 0.3

Breakfast (6–7 d/wk) 48.9 51.7 55.0 54.2 52.5 3.6 0.7

Recovery fueling ($often) 52.1 52.9 53.7 54.0 53.2 1.1 0.2

Dietary supplement use

Health promoting 24.1 16.0 14.5 13.7 13.6 210.6 22.1

Vitamin D 19.4 12.4 11.2 10.6 10.5 29.0 21.8

Fish oil 18.0 12.0 10.7 10.1 9.8 28.2 21.6

Protein 20.2 13.9 12.9 12.5 12.3 27.9 21.6

Weight loss 9.9 6.4 5.5 5.2 4.9 25.0 21.0

Performance enhancement 12.2 8.4 7.4 7.0 6.5 25.7 21.1

Sleep

Poor sleep quality (PIRS.2) 43.4 42.5 42.7 41.8 39.9 23.5 20.7

Short sleep (#6 h/d) 35.1 33.8 33.3 33.0 32.1 22.9 20.6

Risky health behaviors

Hazardous drinking (AUDIT.3) 26.7 24.5 21.8 20.5 19.2 27.5 21.5

Tobacco 24.5 21.1 18.8 17.5 16.6 27.9 21.6

Medical

Musculoskeletal Injury 34.9 31.4 29.7 29.1 29.8 25.1 21.0

Pain interference 21.0 19.3 18.2 17.6 17.5 23.6 20.7

Note. AUDIT5Alcohol Use Disorder Identification Test;19 HIIT5high-intensity interval training; PIRS52-item Pittsburgh Insomnia Rating Scale.18 Exact
item wording is provided in Appendix (available as a supplement to the online version of this article at http://www.ajph.org; see Section 1—Item
Wording).
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Reports of hazardous drinking were

lower in 2018 (19%) compared with

2014 (Table 2: 27%; Table 4: AOR5

0.72). Tobacco use decreased by

8% during this 5-year period (Table 4:

AOR50.73).

In stratified analyses, soldiers with 11

to 30 years of service (Table B: 4%;

OR50.90) reported a smaller decrease

in tobacco use than the full sample.

Overall, reported MSK-MNR was 30%

in 2018 compared with 35% in 2014

TABLE 3— Trends and Group Differences of Physical Activity and Food and Dietary Supplement
Consumption Derived From Generalized Estimating Equations Among Respondents to the Global
Assessment Tool: United States, 2014–2018

Physical Activity, AOR (95% CI) Dietary Habits, AOR (95% CI) Dietary Supplements, AOR (95% CI)

Vigorous Resistance Fruit Vegetables Weight-Loss Performance

Time-only modela

Survey Year (Ref: 2014)

2015 1.02 (1.02, 1.03) 1.04 (1.03, 1.04) 1.05 (1.04, 1.05) 1.05 (1.04, 1.05) 0.61 (0.60, 0.62) 0.64 (0.63, 0.65)

2016 1.07 (1.06, 1.08) 1.12 (1.11, 1.13) 1.09 (1.08, 1.10) 1.09 (1.09, 1.10) 0.52 (0.51, 0.53) 0.57 (0.56, 0.58)

2017 1.04 (1.03, 1.05) 1.12 (1.11, 1.13) 1.05 (1.04, 1.06) 1.07 (1.07, 1.08) 0.50 (0.49, 0.51) 0.54 (0.54, 0.55)

2018 1.05 (1.04, 1.06) 1.13 (1.12, 1.14) 0.96 (0.95, 0.96) 1.03 (1.02, 1.04) 0.48 (0.47, 0.48) 0.51 (0.50, 0.52)

Covariate-adjusted modelb

Survey year (Ref: 2014)

2015 1.04 (1.03, 1.05) 1.04 (1.03, 1.05) 1.03 (1.02, 1.04) 1.04 (1.03, 1.05) 0.65 (0.63, 0.66) 0.67 (0.66, 0.69)

2016 1.11 (1.10, 1.12) 1.16 (1.15, 1.17) 1.13 (1.11, 1.14) 1.14 (1.13, 1.15) 0.54 (0.52, 0.55) 0.58 (0.57, 0.59)

2017 1.08 (1.07, 1.10) 1.17 (1.16, 1.19) 1.05 (1.04, 1.06) 1.09 (1.08, 1.10) 0.53 (0.52, 0.54) 0.57 (0.56, 0.58)

2018 1.11 (1.10, 1.13) 1.18 (1.17, 1.20) 0.89 (0.88, 0.91) 0.98 (0.97, 0.99) 0.52 (0.51, 0.53) 0.56 (0.55, 0.57)

Female gender (Ref: male) 0.67 (0.67, 0.68) 0.64 (0.63, 0.65) 1.33 (1.31, 1.35) 1.29 (1.27, 1.30) 1.18 (1.15, 1.21) 0.46 (0.45, 0.48)

Age, y (Ref: 25–34)

17–24 1.33 (1.31, 1.34) 1.33 (1.32, 1.34) 1.09 (1.08, 1.10) 0.88 (0.87, 0.89) 0.69 (0.68, 0.71) 0.78 (0.77, 0.79)

35–44 0.81 (0.80, 0.82) 0.72 (0.72, 0.73) 0.88 (0.87, 0.89) 0.92 (0.91, 0.93) 1.08 (1.05, 1.10) 0.80 (0.79, 0.82)

$45 0.71 (0.70, 0.72) 0.60 (0.59, 0.61) 0.83 (0.82, 0.85) 0.89 (0.87, 0.90) 0.82 (0.79, 0.85) 0.44 (0.43, 0.46)

Officer rank (Ref:
enlisted)

0.84 (0.83, 0.85) 0.97 (0.96, 0.98) 1.44 (1.42, 1.46) 1.57 (1.55, 1.59) 0.69 (0.67, 0.71) 0.96 (0.94, 0.99)

Service component (Ref:
active duty)

National Guard 0.49 (0.48, 0.49) 0.61 (0.60, 0.62) 0.96 (0.95, 0.97) 1.00 (0.99, 1.01) 0.66 (0.65, 0.68) 0.74 (0.72, 0.75)

Reserve 0.60 (0.59, 0.62) 0.74 (0.73, 0.76) 1.08 (1.06, 1.10) 1.05 (1.03, 1.07) 0.79 (0.76, 0.82) 0.80 (0.77, 0.83)

Length of service, y (Ref:
0–5)

6–10 0.85 (0.84, 0.86) 0.84 (0.83, 0.85) 0.92 (0.91, 0.93) 0.95 (0.94, 0.96) 0.99 (0.97, 1.02) 0.97 (0.95, 0.99)

11–30 0.78 (0.77, 0.80) 0.75 (0.74, 0.77) 0.98 (0.96, 1.01) 1.00 (0.98, 1.03) 0.90 (0.86, 0.94) 0.74 (0.71, 0.77)

Occupational specialty
(Ref: combat support)

C&M intelligence 0.90 (0.89, 0.92) 1.01 (0.99, 1.03) 1.08 (1.06, 1.10) 1.22 (1.19, 1.24) 1.03 (0.99, 1.07) 1.16 (1.12, 1.2)

E&M 1.10 (1.08, 1.11) 1.05 (1.04, 1.07) 0.97 (0.96, 0.99) 0.98 (0.97, 0.99) 0.93 (0.91, 0.96) 0.96 (0.93, 0.98)

Frontline 1.31 (1.30, 1.33) 1.34 (1.32, 1.35) 1.11 (1.09, 1.12) 1.15 (1.13, 1.16) 1.02 (1.00, 1.04) 1.19 (1.17, 1.21)

Service support 0.87 (0.86, 0.88) 0.93 (0.92, 0.94) 1.18 (1.16, 1.19) 1.21 (1.20, 1.23) 0.86 (0.84, 0.88) 0.91 (0.89, 0.94)

Note. AOR5 adjusted odds ratio; C&M5 cyber and military; CI5 confidence interval; E&M5engineering and maintenance. Separate models were
conducted for each column, adjusting for all the demographics listed on the rows.

aModel only used year as a predictor (1 976000 observations from 952000 respondents).
bModel used both year and demographic and occupational covariates listed in table as predictors (1 227000 observations from 583000 respondents).
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TABLE 4— Trends and Group Differences for Sleep, Substance Use, and Musculoskeletal Outcomes
Derived From Generalized Estimating Equations Among Army Respondents to the Global Assessment
Tool: United States, 2014–2018

Sleep, AOR (95% CI) Risky Health Behaviors, AOR (95% CI) Medical Outcomes, AOR (95% CI)

Poor Quality
Short

Duration
Hazardous
Drinking Tobacco Use MSK-MNR Pain

Time-only modela

Survey year (Ref: 2014)

2015 0.98 (0.97, 0.99) 0.96 (0.95, 0.97) 0.90 (0.89, 0.91) 0.87 (0.87, 0.88) 0.88 (0.87 0.89) 0.93 (0.92, 0.94)

2016 0.99 (0.98, 0.99) 0.94 (0.94, 0.95) 0.78 (0.78, 0.79) 0.79 (0.78, 0.79) 0.82 (0.82, 0.83) 0.88 (0.87, 0.89)

2017 0.95 (0.94, 0.95) 0.92 (0.91, 0.93) 0.73 (0.72, 0.74) 0.74 (0.74, 0.75) 0.81 (0.81, 0.82) 0.85 (0.84, 0.86)

2018 0.87 (0.86, 0.88) 0.89 (0.88, 0.90) 0.69 (0.68, 0.70) 0.71 (0.71, 0.72) 0.86 (0.85, 0.87) 0.85 (0.84, 0.86)

Covariate-adjusted modelb

Survey year (Ref: 2014)

2015 0.93 (0.92, 0.94) 0.91 (0.90, 0.92) 0.91 (0.90, 0.92) 0.87 (0.87, 0.88) 0.92 (0.91, 0.93) 0.95 (0.93, 0.96)

2016 1.00 (0.99, 1.01) 0.95 (0.94, 0.96) 0.76 (0.75, 0.77) 0.75 (0.74, 0.76) 0.84 (0.83, 0.85) 0.90 (0.88, 0.91)

2017 0.95 (0.94, 0.96) 0.91 (0.90, 0.92) 0.73 (0.72, 0.73) 0.73 (0.73, 0.74) 0.84 (0.84, 0.85) 0.87 (0.86, 0.88)

2018 0.86 (0.85, 0.87) 0.88 (0.87, 0.89) 0.72 (0.71, 0.72) 0.73 (0.72, 0.74) 0.88 (0.87, 0.89) 0.85 (0.84, 0.86)

Female gender (Ref: male) 1.45 (1.43, 1.47) 1.09 (1.08, 1.11) 0.95 (0.94, 0.96) 0.43 (0.42, 0.43) 1.47 (1.45, 1.49) 1.43 (1.41, 1.45)

Age, y (Ref: 25–34)

17–24 1.10 (1.09, 1.11) 0.88 (0.87, 0.89) 0.87 (0.86, 0.88) 0.81 (0.80, 0.82) 0.62 (0.61, 0.62) 0.66 (0.65, 0.67)

35–44 1.14 (1.13, 1.16) 1.27 (1.26, 1.29) 0.85 (0.84, 0.86) 1.04 (1.03, 1.06) 1.69 (1.67, 1.71) 1.74 (1.72, 1.77)

$45 1.02 (1.00, 1.04) 1.31 (1.29, 1.34) 0.67 (0.66, 0.69) 0.95 (0.93, 0.97) 2.14 (2.11, 2.18) 2.12 (2.08, 2.16)

Officer rank (Ref: enlisted) 0.64 (0.63, 0.64) 0.44 (0.43, 0.45) 1.26 (1.24, 1.28) 0.38 (0.37, 0.39) 0.58 (0.57, 0.59) 0.48 (0.47, 0.49)

Service component (Ref:
active duty)

National Guard 0.71 (0.70, 0.71) 0.66 (0.65, 0.67) 1.00 (0.99, 1.02) 0.83 (0.82, 0.84) 0.41 (0.41, 0.42) 0.50 (0.49, 0.51)

Reserve 0.71 (0.70, 0.73) 0.76 (0.75, 0.78) 0.92 (0.90, 0.94) 0.80 (0.78, 0.82) 0.45 (0.44, 0.46) 0.56 (0.55, 0.57)

Length of service, y (Ref:
0–5)

6–10 1.06 (1.05, 1.07) 1.07 (1.06, 1.08) 1.06 (1.04, 1.07) 1.04 (1.03, 1.06) 1.12 (1.11, 1.13) 1.18 (1.17, 1.20)

11–30 1.02 (1.00, 1.04) 0.98 (0.96, 1.01) 1.06 (1.04, 1.09) 0.91 (0.88, 0.93) 1.12 (1.10, 1.15) 1.19 (1.16, 1.20)

Occupational specialty
(Ref: combat support)

C&M intelligence 0.95 (0.93, 0.96) 0.76 (0.74, 0.77) 1.08 (1.05, 1.10) 0.77 (0.75, 0.8) 1.10 (1.08, 1.13) 0.93 (0.90, 0.95)

E&M 1.00 (0.99, 1.02) 1.08 (1.06, 1.09) 1.13 (1.12, 1.15) 1.30 (1.28, 1.32) 0.99 (0.97, 1.00) 1.05 (1.04, 1.07)

Frontline 0.97 (0.96, 0.98) 1.03 (1.02, 1.05) 1.22 (1.20, 1.23) 1.33 (1.31, 1.35) 0.88 (0.87, 0.89) 0.97 (0.96, 0.98)

Service support 0.92 (0.90, 0.93) 0.84 (0.83, 0.86) 0.91 (0.90, 0.93) 0.75 (0.74, 0.76) 1.00 (0.99, 1.01) 0.79 (0.78, 0.80)

Note. AOR5 adjusted odds ratio; C&M5 cyber and military; CI5 confidence interval; E&M5engineering and maintenance; MSK-MNR5musculoskeletal
injury–medically nonready. Separate models were conducted for each column, adjusting for all the demographics listed on the rows.

aModel only used year as a predictor (1 976 000 observations from 952000 respondents).
bModel used both year and demographic and occupational covariates listed in table as predictors (1 227 000 observations from 583000 respondents).
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(Table 4: AOR50.88). Respondents had

lower odds of reporting pain interfer-

ence in usual activities in 2018 (17%)

than in 2014 (21%; AOR50.85).

In stratified analyses, reserve soldiers

reported a smaller decrease in MSK-

MNR (Table C: 0% change; OR51.01)

and pain interference (1% decrease;

OR50.97) compared with the full sam-

ple. Soldiers with 0 to 5 years of service

reported a greater decrease in MSK-

MNR (Table C: 6% change; OR50.75)

and pain interference (5%; OR50.72),

while soldiers with 6 to 10 years

reported a smaller decrease in MSK-

MNR (1% change; OR5 1.03) and pain

interference (0% change; OR50.99)

over time compared with the full

sample.

DISCUSSION

From 2014 to 2018, we observed

decreasing prevalence in some risky

health behaviors (i.e., hazardous drink-

ing, tobacco use, weight-loss and

performance-enhancing dietary supple-

ments) and medical outcomes (MSK

injury, pain interference), along with rel-

atively stable levels of healthy behaviors

(dietary habits, regular physical activity,

consumption of breakfast and postex-

ercise recovery snacks) within the

Army. Sleep quality and duration

appeared to improve from 2014 to

2018, although more than one third of

respondents reported poor sleep qual-

ity or an average duration of 6 hours or

less. Differences were also observed

among some demographic groups.

Women reported better dietary habits

and lower levels of risky health behav-

iors relative to the full sample. Men

reported higher levels of physical activ-

ity relative to the full sample. Some of

these trends (e.g., medical outcomes,

alcohol and tobacco use) appeared to

be driven by soldiers who were earlier

in their career and were more subtle

among those with longer service dura-

tions. Soldiers who are early in their

career may be more subject to struc-

tured routines and healthy lifestyle

campaigns aimed at new enlistees than

more-experienced soldiers.

Important similarities and differences

in health behavior trends exist between

civilian and Army populations. Dietary

habits remained stable from 2014 to

2018, a finding similar to the general

population in which dietary trends have

been stable for a few decades20 despite

numerous well-publicized campaigns.

Many soldiers, particularly junior

enlisted personnel, live and work in

controlled environments, where envi-

ronmental and occupational interven-

tions intended to improve health

behaviors continue to be tested.21

Their diets remain poor overall, which,

coupled with short sleep, can compro-

mise readiness and deployability.

Dietary supplement use, including

weight-loss and performance-

enhancing dietary supplements,

decreased over this time period. This

trend is similar to those seen in previ-

ous surveys, namely the Health-Related

Behavior Survey (HRBS)7,22 and is

encouraging because some dietary

supplements marketed for weight loss

or body building have been identified in

postmarket US Food and Drug Admin-

istration warnings as containing poten-

tially dangerous substances23 that pose

a risk to both the general population24

and service members.25 Furthermore,

trends in dietary supplement use had

previously been higher for military pop-

ulations compared with civilians, and

may be attributable to service mem-

bers seeking a performance boost to

assist with increased occupational

demands.26

Results from the National Sleep

Foundation’s Sleep Health Index ques-

tionnaire, administered quarterly to

nationally representative samples,

showed that 32% of the US population

rated their sleep quality as “excellent”

or “very good” and 34% rated their

sleep quality as “fair” or “poor.”27 Since

2016, these levels have remained fairly

consistent. The Centers for Disease

Control and Prevention reported that

approximately 35% of all adults had a

short sleep duration on average (less

than 7 hours of sleep), with males

(35.4%) and adults aged 35 to 44 years

(38.3%) having the highest prevalence

in 2014.28 Similar to civilians, male sol-

diers reported slightly lower levels of

short sleep duration than female sol-

diers, though female soldiers reported

higher levels of poor sleep quality than

male soldiers. Overall, a greater pro-

portion of the Army population

reported short sleep duration and poor

sleep quality compared with their civil-

ian counterparts,28 although demo-

graphic differences complicate these

comparisons.

The National Institute on Alcohol

Abuse and Alcoholism’s National Epide-

miologic Survey on Alcohol and Related

Conditions shows an increase in high-

risk drinking (defined as 4 or more

drinks for women and 5 or more drinks

for men in a day at least once monthly

during the previous year) from

2001–2002 (9.7%) to 2012–2013

(12.6%).29 Historically in the United

States, men have consumed alcohol

more frequently and in greater quantity

than women.30 However, the National

Survey on Drug Use and Health, which

was completed between 2002 and

2012, reported a narrowing of the gap,

including increases in the prevalence of

any alcohol consumption in the previ-

ous month, the number of drinking
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days, and binge drinking among

women.30 A greater decrease in haz-

ardous drinking was observed in men

than women, which indicates a similar

convergence in drinking habits based

upon gender.30 These decreases in

alcohol use are parallel to decreases

observed over the 2011 and 20157

waves of the HRBS, which indicate that

our findings may be a continuation of

earlier large-scale declines in hazard-

ous drinking.

Our general findings that prevalence

of risky health behaviors and self-

reported medical outcomes were lower

in 2018 than 2014 are important

because of their potential impact on

Army readiness and deployability.

Reductions in risky health behaviors,

such as hazardous drinking, may

improve overall Army readiness by

reducing the number of soldiers

deemed nondeployable or being dis-

charged from service because of

disciplinary actions.10 Reductions in

self-reported MSK injuries and pain

interference may signify some improve-

ments in Army readiness; MSK injuries

accounted for 65% of medically nonde-

ployable combat arms soldiers and

70% of medical discharges from 2011

through 2016.31 Differences between

demographic groups in how the preva-

lence of health behaviors changed

from 2014 to 2018 indicate that

changes over time are complex. Future

efforts should consider demographic-

specific drivers and barriers to positive

health-promoting behaviors.

Limitations

All of the measures were self-reported,

and, therefore, respondents may be

biased toward representing themselves

in a positive manner. Even though the

data are collected confidentially and

not made available to a soldiers’ chain

of command, there could still be some

inherent distrust about effects their

responses would have on one’s career.

Also, we cannot directly compare

respondents who did and did not allow

their records to be used for research.

The sample, although large, still repre-

sents a convenience sample, unlike the

HRBS,7,22 which is a sample-stratified

survey of active-duty personnel across

all branches. Therefore, it is likely that

the point estimates from our data may

be less accurate than those from HRBS,

although, compared with the HRBS,

GAT data likely depict a superior view of

annual trends and their directions

because it was from 1 continuous

behavioral surveillance system with

minimal changes (at least, with regard

to “sampling”) over the time span.

Lastly, sample sizes for the 2 models

(time-only and covariate-adjusted) dif-

fered substantially because 37.9% of

respondents were missing administra-

tive data. Respondents with missing

administrative data were nearly identical

along health behaviors or indicators

(percentage differences were within

2%–3%), although they were different

along career-related factors: compared

with respondents with complete data,

those with missing data had more

respondents who served for longer than

11 years (21% vs 8%) and fewer who

were active duty (42% vs 61%). Nonethe-

less, only trivial differences were noted

in the coefficients for the time-only and

fully adjusted models, which indicates

that sample sets and person covariates

had minimal impacts on estimated

changes (i.e., OR associated with year).

Public Health Implications

Health behaviors are a major contribut-

ing factor to the health, well-being, and

readiness of the US military. Currently,

the US military employs various educa-

tional programs and policies to address

health behaviors, including (but not lim-

ited to) the Army Substance Abuse Pro-

gram to educate and provide resources

for treatment of drug and alcohol

abuse, Operation Supplement Safety to

provide information on the use of die-

tary supplements, and the Perfor-

mance Triad Soldier Challenge, which

promotes the importance of sleep,

activity, and nutrition. The results of the

present study show an overall decline

in reported levels of risky health behav-

iors and steady reported rates of

health-promoting behaviors. Despite

declines in risky health behaviors, Sol-

diers still report higher levels of some

of these behaviors, such as hazardous

drinking and poor sleep quality, than

the civilian population. These differ-

ences highlight the importance of

assessing military-specific health needs.

Future research efforts may focus on

understanding the direct associations

between health behaviors and meas-

ures of health and well-being (e.g.,

physical fitness scores, body composi-

tion standards, limited duty rates) as

well as the effectiveness of ongoing

educational programs and interven-

tions to improve overall health status.

In addition, future efforts should assess

the impact of new policies and pro-

grams (e.g., Army Combat Fitness Test,

Army Holistic Health and Fitness pro-

gram) on improving the health, well-

being, and readiness of the US military.

ABOUT THE AUTHORS
All authors are with the Consortium for Health
and Military Performance, Department of Military
and Emergency Medicine, F. Edward H�ebert
School of Medicine, Uniformed Services Univer-
sity, Bethesda, MD. Jessica L. Kegel, Josh B. Kaz-
man, and Daniel R. Clifton are also affiliated with

RESEARCH & ANALYSIS

2072 Research Peer Reviewed Kegel et al.

A
JP
H

N
ov

em
b
er

20
21

,V
ol

11
1,

N
o.

11



the Henry M. Jackson Foundation for the
Advancement of Military Medicine, Bethesda.

Note. The opinions and assertions expressed
herein are those of the author(s) and do not nec-
essarily reflect the official policy or position of the
Uniformed Services University or the Department
of Defense. The contents of this publication are
the sole responsibility of the author(s) and do not
necessarily reflect the views, opinions, or policies
of the Henry M. Jackson Foundation for the
Advancement of Military Medicine Inc. Mention of
trade names, commercial products, or organiza-
tions does not imply endorsement by the US
government.

CORRESPONDENCE
Correspondence should be sent to Josh B. Kaz-
man, 6720B Rockledge Drive, Suite 669,
Bethesda, MD 20817 (e-mail: josh.kazman.ctr@
usuhs.edu). Reprints can be ordered at http://
www.ajph.org by clicking the “Reprints” link.

PUBLICATION INFORMATION
Full Citation: Kegel JL, Kazman JB, Clifton DR,
Deuster PA, de la Motte SJ. Self-reported health
indicators in the US Army: longitudinal analysis
from a population surveillance system,
2014–2018. Am J Public Health. 2021;111(11):
2064–2074.

Acceptance Date: June 16, 2021.

DOI: https://doi.org/10.2105/AJPH.2021.306456

CONTRIBUTORS
J. L. Kegel executed original analyses of the data
and drafted the article. J. B. Kazman executed
additional data analyses and assisted with the
write-up. D. R. Clifton, P. A. Deuster, and S. J. de la
Motte provided iterative input into the analytic
approach and article revisions.

ACKNOWLEDGMENTS
This research was supported by a grant from
Comprehensive Soldier and Family Fitness
(HT9404-12-1-0017; F191GJ).

CONFLICTS OF INTEREST
The authors have no financial interests or rela-
tionships to disclose.

HUMAN PARTICIPANT
PROTECTION
The project was reviewed and classified as
“research - not human subjects” by the Uni-
formed Services University Human Research Pro-
tection Program Office.

REFERENCES

1. Fryar CD, Kruszon-Moran D, Gu Q, Ogden CL.
Mean body weight, height, waist circumference,
and body mass index among adults: United

States, 1999–2000 through 2015–2016. Natl
Health Stat Report. 2018;(122):1–16.

2. Launer LJ, Harris T, Rumpel C, Madans J. Body
mass index, weight change, and risk of mobility
disability in middle-aged and older women: the
Epidemiologic Follow-up Study of NHANES I.
JAMA. 1994;271(14):1093–1098. https://doi.org/
10.1001/jama.1994.03510380049036

3. Leigh JP, Fries JF. Disability in occupations in a
national sample. Am J Public Health. 1992;82(11):
1517–1524. https://doi.org/10.2105/AJPH.82.11.
1517

4. Lacdan J. Non-deployable directive to help Army
work toward more “lethal” force. US Army.
November 16, 2018. Available at: https://www.
army.mil/article/213757/non_deployable_
directive_to_help_army_work_toward_more_
lethal_force. Accessed August 18, 2020.

5. Department of Defense, Office of the Undersec-
retary of Defense for Personnel and Readiness.
DoD Instruction 1332.45: Retention determina-
tions for non-deployable service members. July
30, 2018. Available at: https://www.esd.whs.mil/
Portals/54/Documents/DD/issuances/dodi/
133245p.pdf?ver=jTuMIZOP28fE2Tb8Hbr
XSg%3d%3d. Accessed August 17, 2021.

6. Army Regulation 350-53: Comprehensive soldier
and family fitness. Arlington, VA: US Department
of the Army; 2014.

7. Meadows SO, Engel CC, Collins RL, et al. 2015
Health Related Behaviors Survey: sexual behavior
and health among U.S. active-duty service mem-
bers. RAND Corporation. 2018. Available at:
https://www.rand.org/pubs/research_briefs/
RB9955z5.html. Accessed August 18, 2020.

8. Gray GC, Chesbrough KB, Ryan MAK, et al. The
millennium cohort study: a 21-year prospective
cohort study, of 140,000 military personnel. Mil
Med. 2002;167(6):483–488. https://doi.org/10.
1093/milmed/167.6.483

9. Performance Triad: the total army family guide: a
guide to help with enhancing your health with
sleep, activity, and nutrition. Washington, DC: US
Army; 2015.

10. Brooks Holliday S, Pedersen ER. The association
between discharge status, mental health, and
substance misuse among young adult veterans.
Psychiatry Res. 2017;256:428–434. https://doi.org/
10.1016/j.psychres.2017.07.011

11. Jacobson IG, Horton JL, Smith B, et al. Bodybuild-
ing, energy, and weight-loss supplements are
associated with deployment and physical activity
in US military personnel. Ann Epidemiol. 2012;
22(5):318–330. https://doi.org/10.1016/j.annepi
dem.2012.02.017

12. Nelson DA, Wolcott VL, Kurina LM. Prediction of
all-cause occupational disability among US
Army soldiers. Occup Environ Med. 2016;73(7):
442–451. https://doi.org/10.1136/oemed-2015-
103436

13. Schoenfeld AJ, Goodman GP, Burks R, Black MA,
Nelson JH, Belmont PJ Jr. The influence of muscu-
loskeletal conditions, behavioral health diagno-
ses, and demographic factors on injury-related
outcome in a high-demand population. J Bone
Joint Surg Am. 2014;96(13):e106. https://doi.org/
10.2106/JBJS.M.01050

14. Office of the Deputy Secretary of Defense (Mili-
tary Community and Family Policy). 2018

Demographics Profile of the Military Community.
US Department of Defense. 2018. Available at:
https://download.militaryonesource.mil/12038/
MOS/Reports/2018-demographics-report.pdf.
Accessed March 29, 2021.

15. Dietary Guidelines for Americans 2015–2020. 8th
ed. Washington, DC: US Department of Health
and Human Services and Department of Agricul-
ture; 2015.

16. Physical Activity Guidelines for Americans. 2nd ed.
Washington, DC: Department of Health and
Human Services; 2018.

17. Watson NF, Badr MS, Belenky G, et al. Recom-
mended amount of sleep for a healthy adult: a
joint consensus statement of the American Acad-
emy of Sleep Medicine and Sleep Research Soci-
ety. Sleep. 2015;38(6):843–844. https://doi.org/10.
5665/sleep.4716

18. Moul DE, Mai E, Shablesky M, et al. The 2-item
and 20-item versions of the Pittsburgh Insomnia
Rating Scale (PIRS): design, methods and initial
modeling. Paper presented at: the Annual Meet-
ing of the World Psychiatric Association; Novem-
ber 29, 2009; Melbourne, Australia.

19. Canagasaby A, Vinson DC. Screening for hazard-
ous or harmful drinking using one or two
quantity-frequency questions. Alcohol Alcohol.
2005;40(3):208–213. https://doi.org/10.1093/
alcalc/agh156

20. Conrad Z, Chui K, Jahns L, Peters CJ, Griffin TS.
Characterizing trends in fruit and vegetable
intake in the USA by self-report and by supply-
and-disappearance data: 2001–2014. Public
Health Nutr. 2017;20(17):3045–3050. https://doi.
org/10.1017/S1368980017002385

21. Shams-White M, Deuster P. Obesity prevention
in the military. Curr Obes Rep. 2017;6(2):155–162.
https://doi.org/10.1007/s13679-017-0258-7

22. Barlas FM, Higgins WB, Pfieger JC, Diecker K.
2011 Health Related Behaviors Survey of Active
Duty Military Personnel. Fairfax, VA: ICF Interna-
tional; 2013. https://doi.org/10.21236/ADA5
82287

23. Tucker J, Fischer T, Upjohn L, Mazzera D, Kumar
M. Unapproved pharmaceutical ingredients
included in dietary supplements associated with
US Food and Drug Administration warnings
[erratum in JAMA Netw Open. 2018;1(7):e185765].
JAMA Netw Open. 2018;1(6):e183337. https://doi.
org/10.1001/jamanetworkopen.2018.3337

24. Geller AI, Shehab N, Weidle NJ, et al. Emergency
department visits for adverse events related to
dietary supplements. N Engl J Med. 2015;373(16):
1531–1540. https://doi.org/10.1056/NEJMsa
1504267

25. Scott JM, Lindsey AT, Costello RB, Deuster PA.
Using the Dietary Supplement Label Database
to identify potentially harmful dietary supple-
ment ingredients. Nutr Today. 2018;53(5):229–
233. https://doi.org/10.1097/NT.
0000000000000295

26. Austin KG, Price LL, McGraw SM, McLellan TM,
Lieberman HR. Longitudinal trends in use of die-
tary supplements by U.S. Army personnel differ
from those of civilians. Appl Physiol Nutr Metab.
2016;41(12):1217–1224. https://doi.org/10.1139/
apnm-2016-0296

27. Sleep Health Index Quarterly Report - Q2 2019.
Arlington, VA: National Sleep Foundation; 2019.

RESEARCH & ANALYSIS

Research Peer Reviewed Kegel et al. 2073

A
JP
H

N
o
vem

b
er

2021,Vol
111,N

o
.11

mailto:josh.kazman.ctr@usuhs.edu
mailto:josh.kazman.ctr@usuhs.edu
http://www.ajph.org
http://www.ajph.org
https://doi.org/10.2105/AJPH.2021.306456
https://doi.org/10.1001/jama.1994.03510380049036
https://doi.org/10.1001/jama.1994.03510380049036
https://doi.org/10.2105/AJPH.82.11.1517
https://doi.org/10.2105/AJPH.82.11.1517
https://www.army.mil/article/213757/non_deployable_directive_to_help_army_work_toward_more_lethal_force
https://www.army.mil/article/213757/non_deployable_directive_to_help_army_work_toward_more_lethal_force
https://www.army.mil/article/213757/non_deployable_directive_to_help_army_work_toward_more_lethal_force
https://www.army.mil/article/213757/non_deployable_directive_to_help_army_work_toward_more_lethal_force
https://www.esd.whs.mil/Portals/54/Documents/DD/issuances/dodi/133245p.pdf?ver&hx003D;jTuMIZOP28fE2Tb8HbrXSg&hx0025;3d&hx0025;3d
https://www.esd.whs.mil/Portals/54/Documents/DD/issuances/dodi/133245p.pdf?ver&hx003D;jTuMIZOP28fE2Tb8HbrXSg&hx0025;3d&hx0025;3d
https://www.esd.whs.mil/Portals/54/Documents/DD/issuances/dodi/133245p.pdf?ver&hx003D;jTuMIZOP28fE2Tb8HbrXSg&hx0025;3d&hx0025;3d
https://www.esd.whs.mil/Portals/54/Documents/DD/issuances/dodi/133245p.pdf?ver&hx003D;jTuMIZOP28fE2Tb8HbrXSg&hx0025;3d&hx0025;3d
https://www.rand.org/pubs/research_briefs/RB9955z5.html
https://www.rand.org/pubs/research_briefs/RB9955z5.html
https://doi.org/10.1093/milmed/167.6.483
https://doi.org/10.1093/milmed/167.6.483
https://doi.org/10.1016/j.psychres.2017.07.011
https://doi.org/10.1016/j.psychres.2017.07.011
https://doi.org/10.1016/j.annepidem.2012.02.017
https://doi.org/10.1016/j.annepidem.2012.02.017
https://doi.org/10.1136/oemed-2015-103436
https://doi.org/10.1136/oemed-2015-103436
https://doi.org/10.2106/JBJS.M.01050
https://doi.org/10.2106/JBJS.M.01050
https://download.militaryonesource.mil/12038/MOS/Reports/2018-demographics-report.pdf
https://download.militaryonesource.mil/12038/MOS/Reports/2018-demographics-report.pdf
https://doi.org/10.5665/sleep.4716
https://doi.org/10.5665/sleep.4716
https://doi.org/10.1093/alcalc/agh156
https://doi.org/10.1093/alcalc/agh156
https://doi.org/10.1017/S1368980017002385
https://doi.org/10.1017/S1368980017002385
https://doi.org/10.1007/s13679-017-0258-7
https://doi.org/10.21236/ADA582287
https://doi.org/10.21236/ADA582287
https://doi.org/10.1001/jamanetworkopen.2018.3337
https://doi.org/10.1001/jamanetworkopen.2018.3337
https://doi.org/10.1056/NEJMsa1504267
https://doi.org/10.1056/NEJMsa1504267
https://doi.org/10.1097/NT.0000000000000295
https://doi.org/10.1097/NT.0000000000000295
https://doi.org/10.1139/apnm-2016-0296
https://doi.org/10.1139/apnm-2016-0296


28. Liu Y, Wheaton AG, Chapman DP, Cunningham
TJ, Lu H, Croft JB. Prevalence of healthy sleep
duration among adults—United States, 2014.
MMWR Morb Mortal Wkly Rep. 2016;65(6):137–
141. https://doi.org/10.15585/mmwr.mm6506a1

29. Grant BF, Chou SP, Saha TD, et al. Prevalence of
12-month alcohol use, high-risk drinking, and
DSM-IV alcohol use disorder in the United States,
2001–2002 to 2012–2013: results from the
National Epidemiologic Survey on Alcohol and
Related Conditions. JAMA Psychiatry. 2017;74(9):
911–923. https://doi.org/10.1001/jamapsychiatry.
2017.2161

30. White A, Castle IJ, Chen CM, Shirley M, Roach D,
Hingson R. Converging patterns of alcohol use
and related outcomes among females and males
in the United States, 2002 to 2012. Alcohol Clin
Exp Res. 2015;39(9):1712–1726. https://doi.org/
10.1111/acer.12815

31. Molloy JM, Pendergrass TL, Lee IE, Chervak MC,
Hauret KG, Rhon DI. Musculoskeletal injuries and
United States Army readiness part I: overview of
injuries and their strategic impact. Mil Med. 2020;
185(9-10):e1461–e1471. https://doi.org/10.1093/
milmed/usaa027

RESEARCH & ANALYSIS

2074 Research Peer Reviewed Kegel et al.

A
JP
H

N
ov

em
b
er

20
21

,V
ol

11
1,

N
o.

11

https://doi.org/10.15585/mmwr.mm6506a1
https://doi.org/10.1001/jamapsychiatry.2017.2161
https://doi.org/10.1001/jamapsychiatry.2017.2161
https://doi.org/10.1111/acer.12815
https://doi.org/10.1111/acer.12815
https://doi.org/10.1093/milmed/usaa027
https://doi.org/10.1093/milmed/usaa027


Reproduced with permission of copyright owner. Further reproduction
prohibited without permission.


