
Availability of Sex, Gender Identity, and Sexual Orientation Data: An Electronic Medical 

Record Review of a Catholic Healthcare System from 2012-2023  

 

 

Whitney Linsenmeyer, PhD, RD, LD, Katie Heiden-Rootes, PhD, LMFT, Michelle R. Dalton, 

PhD, LPC, and Timothy Chrusciel, MPH 

 

 

Abstract 

 

Purpose: The study purpose was to describe the availability of sex, gender identity, and sexual 

orientation (SOGI) data in a large, Catholic health system. 

 

Methods: A retrospective chart review on the Sisters of St. Mary (SSM) Health database was 

conducted from January 1, 2012, to March 27, 2024. The availability of SOGI data and number 

of sexual and gender minority patients was reported.  

 

Results: Among the 5,759,869 records, data on sex was available for the majority of the 

population (99.9 percent); data on gender identity and sexual orientation were reported for 

smaller proportions (7.4 percent and 4.5 percent, respectively). Sex and gender were reported 

among 7.4 percent of the population. A total of 4,567 gender minority and 14,644 sexual 

minority patients were seen. 

 

Conclusion: Though SOGI data were largely unavailable in the SSM Health database, the 

system has the capacity to separately record sex, gender, and sexual orientation, with a range of 

response options to capture gender and sexual orientation diversity.  
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Introduction 

Sex, sexual orientation, and gender identity (SOGI) are essential, demographic patient data.1 The 

American Medical Association (AMA) defines sex or sex assigned at birth based on a subjective 

evaluation of external anatomic structure(s) and its comparison to various sex categories, 

whereas gender identity describes how people conceptualize themselves as gendered beings, 

including one’s innate and personal experience of gender. Sexual orientation describes an 

inherent or immutable enduring emotional, romantic or sexual attraction to others.2 Definitions 

of these key terms may vary among countries, cultures, and time periods.3  

 

Recommendations for SOGI Data Collection  

SOGI data are often conflated or omitted in clinical, research, and administrative settings. This 

practice undermines the accuracy and validity of patient data and resulting datasets for research 

purposes.2 Accurate data collection is essential for all patients, but especially sexual and gender 

minority patients (SGM) who may otherwise be excluded. Sexual minority patients are those 

who identify as gay, lesbian, bisexual, or pansexual or who are attracted to or have sexual 

contact with people of the same gender; gender minority patients are those whose gender identity 

(man, woman, other) or expression (masculine, feminine, other) differs from their sex assigned at 

birth (male, female).4 They may identify as transgender, gender queer, non-binary, or something 

other than their sex assigned a birth. 

 

Leading organizations such as the AMA, the National Academies of Sciences, Engineering and 

Medicine (NASEM), and the Biden-Harris Administration have underpinned the importance of 

accurately distinguishing between these terms to ensure precision in data collection and 

reporting.1,2,5 National and international surveys have utilized a two-step approach to separate 

query sex and gender, such as the censuses in Canada, England and Wales, New Zealand, and 

Scotland, among others.1 In the United States, the NASEM published recommended language for 

the two-step approach with a separate question to query intersex status (Figure 1). A breadth of 

gender identity response options were recommended to capture gender diversity (i.e. transgender, 

two-spirit), as well as options to enter free text, “don’t know,” or “prefer not to answer.”1  

 

Religiously Affiliated Institutions  

These recommendations present a unique question for religiously affiliated institutions where 

entities have asserted conflicting comments surrounding the healthcare of SGM patients. For 

example, the United States Conference of Catholic Bishops issued a mandate against gender-

affirming medical interventions for gender minority patients at Catholic hospitals, which 

contradicts standards of care from international and national health organizations.3,6,7  

 



Regardless of whether gender-affirming medicine occurs in Catholic healthcare settings, whether 

these institutions are collecting and reporting SOGI data on their patient population has yet to be 

explored. SGM patients may still utilize religiously affiliated medical care facilities for routine, 

urgent, and emergent needs, like any other patient, though perhaps with greater frequency given 

known health disparities in cancer, chronic illnesses, infectious disease and mental health.8  

 

Study Purpose and Aims  

The purpose of this study was to describe the reporting of SOGI patient data in a large, Catholic 

health system. The objectives were to: describe availability of sex, gender identity, and sexual 

orientation data; and report the number of SGM patients captured in the health system.  

 

Methods 

 

Study Design  

This was a retrospective chart review of the Sisters of St. Mary (SSM) Health System patient 

population. This method was selected for its appropriateness of fit with the study purpose and 

aims focused on data availability.9 The checklist by the Professional Society for Health 

Outcomes and Research (ISPOR) Task Force on Retrospective Databases was used to ensure 

methodological quality.10 

 

SSM Health Database 

SSM Health is a Catholic, non-profit integrated care network operating in Missouri, Illinois, 

Oklahoma, and Wisconsin in the United States. The network includes 12,800 providers, 23 

hospitals, 300 physician offices, outpatients, and virtual are services, and 13 post-accurate 

facilities.11 The SSM Health electronic health record (EHR) database, EPIC Clarity, is a subset 

of the SSM Health patient data that is available for research purposes and stored in Microsoft 

SQL.12 The database contains records on over 11 million patients.  

 

The database was queried for sex, gender identity, and sexual orientation data among all patients 

ages 12 or older during years January 1, 2012, to March 27, 2024. Age 12 was selected as a cut-

off as it is often used as a research standard for adolescence and often coincides with puberty13 

and gender identity development.14 Records were included if the patient had at least one 

encounter in the system within the study period. Patients were excluded if they did not have an 

encounter during the study period or if they were younger than 12 years old at the time of the 

pull. 

 

Sex was reported as female, male, other, unknown, or null. Gender identity was reported as 

female, male, transgender female, transgender male, gender nonconforming, genderqueer, other, 

choose not to disclose, or null. Sexual orientation was reported as straight, gay, lesbian, lesbian 

or gay, bisexual, multiple listed, don’t know, something else, choose not to disclose, or null. Null 

indicated the data was unavailable, or not reported in the system.   

 

Data Analysis  

Data were analyzed using descriptive statistics. A very low prevalence was reported as <1.0.  

 

Results 



A total of 5,759,869 records were included in the analysis; 5,165,056 records were excluded due 

to lack of encounters in the system during the study period.  Figure 2 depicts the availability of 

sex, gender identity, and sexual orientation data. Data on sex was available in the majority of the 

population (99.9 percent), while data on gender identity was available for a small proportion (7.4 

percent). Both sex and gender data were reported among 7.4 percent of the population. Data on 

sexual orientation was reported in a smaller proportion of the population (4.5 percent).  

 

The sex, gender identity, and sexual orientation of the population is depicted in Table 1. 

Regarding sex, patients were mostly female (53.7 percent) or male (46.2 percent), with small 

proportions of patient data that was reported as unknown, “other,” or unavailable (<1.0 percent). 

Although gender identity data was unavailable for most patients (92.6 percent), a total of 4,567 

patients, or 0.08 percent of the population identified as a gender minority (transgender female or 

transgender male, genderqueer, gender nonconforming, or “other.”) Regarding sexual 

orientation, although data was unavailable for most patients (95.4 percent), a total of 14,644 

patients, or 0.25 percent of the population identified as a sexual minority (gay, lesbian, bisexual, 

or “something else.”)   

 

Discussion 

Gender identity and sexual orientation data were largely unavailable from the SSM Health 

database. This reflects larger trends in national surveys where SOGI data are largely omitted, or 

where sex and gender are conflated and limited to a male-female binary.1,5,15 Promisingly, the 

database includes the fields of sex, gender identity, and sexual orientation, with a range of 

response options to capture gender and sexual orientation diversity. This suggests that the gap in 

data availability is occurring at the provider level where SOGI data is not routinely collected, 

rather than the database level that limits its availability. Provider education or recommendations 

from the network may improve demographic data collection practices. Future studies may track 

the frequency of SOGI data collection over time, the impact of provider education and network 

recommendations on data collection practices, the accuracy of SOGI data collection and 

reporting, and the number of sexual and gender minority patients cared for by SSM Health.    

 

SSM Health cared for over 14,000 sexual minority patients and over 4,000 gender minority 

patients from January 1, 2012, to March 27, 2024, though these estimates are likely low. It is also 

probable that SOGI data were not collected in certain patient encounters where the data seemed 

irrelevant to the nature of care provided. For example, data on sexual orientation may not have 

been collected in an emergency room encounter for a fractured bone. The NASEM recommends 

collecting only necessary data to meet a defined purpose. Thus, a proportion of unavailable data 

may have reflected its lack of relevance to the encounter. 

 

Routine SOGI data collection in Catholic healthcare settings will ensure that, at minimum, SGM 

patients are accurately counted. Administrators of Catholic health institutions must consider how 

they will adhere to standards of care for their SGM patients, while also responding to conflicting 

guidance from the United States Conference of Catholic Bishops.  

 

Strengths, Limitations, and Future Research  

Strengths of this study were the large study population across multiple states and the long 

observation period. One limitation was the potential discrepancy between clinical intake 



procedures, which likely vary by site and provider, and how data is reported in the SSM Health 

database; for example, providers may be routinely collecting SOGI data, but the language of the 

questions may differ from that of the database. A final limitation was the generalizability of the 

study findings to the Midwestern United States or similar health networks with a Catholic 

affiliation. Future research may explore the SOGI data collection practices in other regions of the 

United States and at institutions with various religious affiliations.  

 

Lastly, future research is needed to explore how data collection and reporting practices respond 

to the government’s charge to improve SOGI data in the United States.6 Given that approaches 

may vary by agency, studies can report the data collection and reporting practices adopted. 

 

Conclusion  

Though SOGI data were largely unavailable in the SSM Health database, the system has the 

capacity to separately enter sex, gender, and sexual orientation, with a range of response options 

to capture gender and sexual orientation diversity. Provider education and recommendations 

from the network are needed to ensure SOGI data are treated as routine, essential demographic 

data.  
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Table 1. Sex, Gender Identity, and Sexual Orientation of Patient Population.  

 N (%) 

Sex 

   Female 3,095,729 (53.7%) 

   Male 2,658,409 (46.2%) 

   Unknown 2,084 (<1.0) 

   Other 6 (<1.0) 

   Data Unavailable 411 (<1.0) 

Gender Identity 

   Female 259,980 (4.5%) 

   Male 160,437 (2.8%) 

   Transgender Female 903 (<1.0) 

   Transgender male 1,421 (<1.0) 

   Genderqueer 583 (<1.0) 

   Gender Nonconforming 1,660 (<1.0) 

   Choose Not to Disclose 1,160 (<1.0) 

   Other 418 (<1.0) 

   Data Unavailable 5,330,077 (92.5%) 

Sexual Orientation 

   Straight 232,148 (4.0%) 

   Lesbian 2,916 (<1.0) 



   Gay 3,508 (<1.0) 

   Lesbian or Gay 33 (<1.0) 

   Bisexual 7,322 (<1.0) 

   Multiple Listed 898 (<1.0) 

   Something Else 1,633 (<1.0) 

   Don’t Know 2,244 (<1.0) 

   Choose Not to Disclose  9,656 (<1.0) 

   Data Unavailable 5,496,281 (95.4%) 
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Introduction 

Moral sensitivity is one criterion for competent professional ethics. This sensitivity can be 

reinforced by specific educational practices. The purpose of this study was to investigate the 

impact of professional ethics-based education on the ethical sensitivity of health information 

technology students. 

Method 

This quasi-experimental pre-post study was conducted in 2022 with 49 students. A 

researcher-created questionnaire based on Lutzen was used for data collection. Data were 

analyzed using descriptive statistics and paired t-tests. 

Findings 

Students' moral sensitivity score was 7.4 ± 0.7 before and 7.6 ± 0.8 after, a significant 

increase in post scores (P=0.031). The moral sensitivity score of students who had not 

previously received professional ethics training was statistically significantly increased by 

case-based learning. 

Results 

The professional ethics-based teaching method was effective in increasing the moral 

sensitivity of health information technology students, so it is recommended to use this 

method of teaching medical ethics courses. 

Keywords 

Moral sensitivity, moral strength, moral responsibility, case-based learning, health 

information technology. 

Introduction: 

Ethics is one of the most important, common, and challenging issues across all academic 

disciplines, especially in the medical sciences. Rapid advances in technology in the field of 

health, increases in public information, changing patterns of disease, and differences in the 

type and volume of health service requests have created new ethical issues1, 2.  

Often, professional staff do not know the solutions to some ethical conflicts or are unaware of 

ethical decisions. Today, ethical decision-making is essential to professional work3. Ethical 

decision-making is the decision-making process of identifying issues through analysis 

according to ethical criteria and deciding whether or not to do it4-6.  In other words, ethical 

decision-making is a debate about good or bad, and the conflict between acting and not acting 

on one's values7. Identifying ethical conflicts is very important in the decision-making 

process and staff need to be able to recognize ethical situations and evaluate the situation 

quickly and accurately to make decisions that are ethically beneficial to patients8-11. For 

example, hospitals are responsible for responding to legal requests for patient information 

disclosure by the principle of confidentiality of patient data12. Because of this, deciding 



whether to disclose sensitive patient information, such as information about sexually 

transmitted diseases, is an ethical situation that challenges staff to make decisions. Making 

ethical decisions not only requires moral knowledge but also moral sensitivity. Ethical 

sensitivity means the ability to identify an ethical issue, understand the ethical consequences 

of the decision, and how one's actions affect others13. 

Lutzen defines moral sensitivity as one's "awareness of a sense of responsibility, moral 

burden, and moral ability." In other words, moral sensitivity includes cognition and 

awareness that a person's decision or action may affect others' interests, welfare, or 

expectations, and may conflict with one or more ethical standards14. Thus, people with moral 

sensitivity are better equipped to resolve ethical conflicts in complex situations15. 

One way to increase ethical sensitivity is through professional ethics training16-17. Teaching 

professional ethics and institutionalizing these ethical principles among employees is a 

principal concern among health authorities. Increasing students' ability to practice 

professional ethics as future employees of the health system is also a concern for education 

authorities18-20. If these professional principles and beliefs are not institutionalized during a 

student's educational career, it may reduce the student's moral sensitivity and, consequently, 

make it more difficult for them to practice ethical decision-making in the future19-21. 

Some texts provide specific training methods for increasing ethical sensitivity, such as group 

discussion22, problem-solving, case-based or scenario-based methods7,23,24, or workshops25 

More objective training (e.g., examples, case studies, and the use of teaching aids) affect 

moral sensitivity positively26.  Student-centered teaching methods are also more useful than 

traditional teaching methods to help develop critical thinking skills, problem-solving, and 

decision-making27. One strategy that enhances active learning and prepares students for 

future careers and service in a real-world environment is case-based teaching7, 23, 28. Case-

based teaching is a combination of traditional (lecture) and problem-solving teaching29. In 

this method, scenarios are used, real or realistic, which require problem-solving and decision-

making. In this way, the teacher acts as a facilitator, guiding the students toward the goals, 

and students learn to think critically to solve the problem and make decisions in the new 

situation. This teaching method helps students organize knowledge, identify gaps in the field, 

communicate with students, develop problem-solving, and decision-making skills, and has 

the added benefit of increasing motivation for learning30. Today, the use of case-based 

methods in medical sciences pedagogy, especially in basic sciences, is expanding in most 

universities around the world. Therefore, given the benefits of this teaching method, this 

study investigated the impact of case-based ethics training on the ethical sensitivity of health 

information technology students. 

Method 

The present study was a quasi-experimental pre-post study with health information 

technology students at the Tabriz University of Medical Sciences. The sample consisted of 49 

students in the fifth through eighth semesters who were enrolled in the study. The instrument 

used in this study was a researcher-created questionnaire on moral sensitivity designed based 

on the Lutzen questionnaire in two parts: demographic information and moral sensitivity 

dimensions. The first part of the questionnaire included information on age, sex, semester, 

work experience, duration of work experience, and prior study of professional ethics and the 

second part of the questionnaire included dimensions of ethical orientation (three items), 

moral strength (two items) and moral responsibility (five items). 



The first dimension of moral inclination or moral burden means the "negative" aspect of 

morality and resembles the experience of moral stress14, which is something that must be 

done ethically. The second dimension is about moral power, which means having the courage 

to act, being able to reason, and having flexibility and endurance14. The third dimension is a 

moral responsibility, reflecting the ethical commitment to work according to laws, 

regulations, and insights14. 

In this questionnaire, each question was scored on a five-point Likert scale, with a score of 

always =1, often = 0.75, in some cases = 0.5, rarely = 0.25, and never = 0. The total score 

range of the questionnaire was 0 to10, with the range of moral tendency score of 3, moral 

strength of 2, and moral responsibility of 5. Students' moral sensitivity to decision-making 

based on the total scores of the questionnaire was divided into four categories: very low 

(scores 0 to 2.5), low (scores 2.75 to 5.75), moderate (scores 5.25 to 7.5), and high (scores 10 

to 7.75). The questionnaire was reviewed by a team of nine members (including health 

information management specialists, medical informatics from the Tabriz School of 

Management and Information Science, and members of the Medical Ethics Working Group 

of the Tabriz University of Medical Sciences). To test reliability, the retesting method was 

used at a distance of 10 days. (Cronbach's alpha= 0.73, CVI= 0.87, CVR= 0.96). 

This study was carried out after approval by the Ethics Committee of the Tabriz University of 

Medical Sciences and control of ethical criteria in the study including confidentiality of 

information and informed consent of the subjects in the study. All questionnaire information 

was distributed in a professional ethics training session and completed by students both pre-

and post. The data were entered into SPSS 23 software and a paired t-test was used to analyze 

the data at a significance level of 0.05. 

Findings 

Of the 49 students in the study, 40 (81.6 percent) were female and 9 (18.4 percent) were 

male. The mean age of the study samples was 21.5 and the mean work experience was 11 

months. In total, 32 (65.3 percent) students had work experience and 17 (34.7 percent) did 

not. Additionally, 33 (67.3 percent) students had no prior professional ethics training, and 16 

(32.7 percent) students had prior professional ethics training. 

Table 1 shows average scores of students' moral sensitivity before and after ethics training. 

According to the results of the paired t-test, the ethical sensitivity score was 7.4 ± 0.7 before 

education and 7.6 ± 0.8 after education this increase was statistically significant (P = 0.031). 

In all, 27 (55.1 percent) of students showed moderate moral sensitivity and 22 (44.9 percent) 

showed high moral sensitivity before ethics training took place, after training, 24 (49 percent) 

students showed moderate moral sensitivity and 25 (51 percent) students showed high moral 

sensitivity. In terms of ethical susceptibility, responsibility and moral power subscales scores 

before and after ethics training were statistically significant (PV< 0.05). 

Table 1: Comparison of mean and standard deviation of moral sensitivity score and subscale 

scores in students before and after ethics training 

Moral 

Sensitivity 

Moral 

Burden 

 Score 

Moral 

Strength 

 Score 

Moral  

Responsibility 

Score 

Moral 

Sensitivity 

Score 



Before 

After 

Pv 

2.1 ± 0.5 

2.1 ± 0.5 

0.51 

1.1± 0.3 

1.3 ± 0.3 

0.001 

4.4 ± 0.4 

4.7 ± 0.3 

0.000 

7.4 ± 0.7 

7.6 ± 0.8 

0.031 

 

There was a statistically significant difference between the mean scores of responsibility 

subscale ethical sensitivity of students without work experience at the time of education (P 

=0.000); however, the mean scores of students with work experience were not statistically 

significant (P=0.35). 

As can be seen in Table 2, the moral sensitivity scores of sixth semester students before and 

after ethics training were statistically significant. There was also a statistically significant 

difference between the scores of students who did not have work experience while studying. 

Having work experience and passing a course in ethics seemed to have no significant effect 

on students' post-training sensitivity scores. 

Table2: Comparison of mean and standard deviation of students' moral sensitivity scores 

before and after ethics training 

  Moral 

Burden Score 

Moral 

Strength 

Score 

Moral 

Responsibility 

 Score 

Moral 

Sensitivity 

Score 

work 

experience 

Before 

After 

Pv 

2.07 ± 0.5 

1.96 ± 0.5 

0.30 

0.78 ± 0.3 

0.79 ± 0.4 

0.74 

4.4 ± 0.5 

4.6 ± 0.4 

0.010 

7.2 ± 0.7 

7.3 ± 0.8 

0.35 

 

No work 

experience 

Before 

After 

Pv 

2.3 ± 0.4 

2.4 ± 0.4 

0.48 

0.86 ± 0.3 

0.89 ± 0.4 

0.75 

4.4 ± 0.3 

4.8 ± 0.2 

0.000 

7.7 ± 0.5 

8.1 ± 0.6 

0.008 

 

Passing the 

ethics unit 

Before 

After 

Pv 

2.2 ± 0.6 

2 ± 0.6 

0.18 

0.64 ± 0.3 

0.54 ± 0.4 

0.13 

4.4 ± 0.5 

4.7 ± 0.4 

0.032 

7.3 ± 0.9 

7.3 ± 0.9 

0.75 

 

No Passing 

the ethics 

unit 

Before 

After 

Pv 

2.1 ± 0.4 

2.1 ± 0.5 

1 

0.89 ± 0.3 

0.96 ± 0.4 

0.19 

4.4 ± 0.3 

4.6 ± 0.3 

0.000 

7.4 ± 0.6 

7.8 ± 0.6 

0.017 

 

5th semester 

students 

Before 

After 

Pv 

2.47 ± 0.6 

2.31 ± 0.5 

0.31 

1.38 ± 0.3 

1.47 ± 0.3 

0.22 

4.63 ± 0.5 

4.9 ± 0.2 

0.16 

7.72 ± 0.8 

7.77 ± 0.7 

0.88 

 

6th semester 

students 

Before 

After 

Pv 

2.1 ± 0.3 

2.3 ± 0.4 

0.16 

0.94 ± 0.3 

1.05 ± 0.4 

0.32 

4.4 ± 0.3 

4.7 ± 0.3 

0.001 

7.5 ± 0.4 

8.1± 0.6 

0.001 

 

7th  semester 

students 

Before 

After 

Pv 

2 ± 0.6 

1.8 ± 0.6 

0.13 

1.22 ± 0.3 

1.59 ± 0.3 

0.038 

4.5 ± 0.3 

4.7 ± 0.2 

0.082 

7.2 ± 0.7 

7 ± 0.7 

0.055 

 

8th  semester 

students 

Before 

After 

Pv 

2.03± 0.4 

2 ± 0.6 

0.84 

1.01± 0.23 

1.21± 0.28 

0.002 

4.1± 0.4 

4.4 ± 0.5 

0.028 

7. 2 ± 0.8 

7.6 ± 0.9 

0.11 



 

 

Discussion 

The results of this study showed that case-based ethics training increased the score of ethical 

sensitivity of health information technology students. In this regard, the results of various 

studies have emphasized the positive impact of education on students' moral sensitivity and 

identifying ethical dilemmas17, 31-33. Some studies have addressed the impact of different 

educational practices on moral sensitivity7. For example, some point out that the more 

objective a training is by exemplifying and using teaching aids, the more moral sensitivity is 

affected30.  Another study examines nursing students' experience with exposure to the first 

case of ethical decision-making in the clinical setting. Film screenings, creating situations 

similar to those that practitioners and nurses face, and role-playing, far beyond mere theory 

training, can be effective in teaching students about ethical decision-making27. Gaul quotes 

Bostani as the reason for inappropriate teaching of ethics and states that teaching ethics is not 

comprehensive enough that students get a good picture of the subject of ethical decision-

making and reasoning34.  

Since students will be future employees, it is imperative that they are sensitive to the ethical 

issues of their profession and that they acquire the necessary skills and competencies before 

entering the workplace. Education is one of the most important and powerful ways of helping 

students acquire these skills and enhance their moral sensitivity31. Likewise, one of the most 

important principles in education is the use of appropriate teaching methods. 

Accordingly, various studies have referred to a variety of ethics training methods such as 

simulated environments, formal lectures, group discussions, and so on7, 20, 23, 24, 32. One 

teaching method for ethics that has been emphasized in most of the literature is case-based 

teaching3, 28, 32-34. Case-based teaching is a student-centered approach to teaching that 
engages students as learners through active learning in small, collaborative groups to solve 

problems that uses ethically conflicting learning35. Case-based learning (CBL) is a teaching 

approach that engages students as learners through active learning in small, collaborative 

groups to solve problems that resemble real-world examples. The professor selects 

problematic situations and asks students to discuss the situation and examine the ethical 

conflicts of the case and the outcome of the various responses. Discussion of ethical conflicts 

introduces students to important ethical questions both professionally and socially. Working 

with cases of ethical conflict is a useful way to understand moral theory. These cases help 

students identify ethical situations and apply ethics and reasoning enhancing the ethical 

judgment of students36, 37.  

One reason for using this method is that students have the opportunity to discuss, debate, and 

present different opinions. As these cases and scenarios reflect real-world situations, students 

realistically exchange ideas, process and enjoy course content in a real situation37, 38. 

Numerous studies have shown that case-based teaching improves independent learning 

skills32, critical thinking, decision-making skills, communication skills, problem-solving 

skills, the ability to identify relevant issues, and the ability to objectively judge and motivate 

learning. 

The results of the current study showed that ethics education was more effective in those who 

had not previously studied ethics than in students who had prior exposure.  In this respect, 

Myyry16 states that technical and professional knowledge has nothing to do with moral 

sensitivity. To improve sensitivity to ethical issues and to increase awareness and judgment, 



ethics education must be included in curricula. A study conducted in Korea by Lutzen also 

found that moral sensitivity was influenced by several factors, including culture, religion, 

education, age, sex, experience, and education, and varied from person to person14. 

The greatest effect of ethics training in this study was seen in the subscales of moral 

responsibility and moral power. The results of the present study showed that students with no 

work experience while studying at school were more likely to have a higher level of moral 

sensitivity than students with work experience. However, other studies have shown a 

significant relationship between work experience and students' moral sensitivity scores38. In 

comparing ethical sensitivity scores between sixth and eighth-semester students, there was a 

statistically significant positive difference in the sensitivity score of the sixth-semester 

students and their power and moral responsibility subgroups compared to eighth-semester 

students. 

This finding also underscores the impact of students' work experience on students' ethical 

sensitivity, which may be one reason for students' use of departments that incorporate more 

routine and repetitive health information management processes, where they perceive no need 

for complicated and case-based decisions. Therefore, students are in most cases not 

confronted with ethical conflicts and challenging situations in these settings. 

One of the study limitations was the fact that the single-group pre-test and post-test design 

with no control group. Consequently, there was no conclusion on the causal relationship. 

Another limitation was the small sample size of the study, although all eligible students were 

included in it.  

Conclusion  

The findings of this study indicate that ethics education through case-based learning is an 

effective strategy for improving students' ethical sensitivity. This teaching method is also 

useful for actively engaging students in learning and facilitating the learning process. Thus, 

this method is recommended for ethics education to health information technology students. 
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Abstract  

 

The 11th Revision of the International Classification of Diseases (ICD-11) with its informatics-

based infrastructure has transformed an antiquated classification system into a suite of 21st 

century computer applications. This manuscript proposes an innovation model to facilitate the 

implementation of ICD-11 by the US. The model introduces ICD-11 Comprehensive Clinical 

Linearization, Evolution and Response, or C-CLEAR, a fully coded comprehensive clinical 

linearization and syntactical rules for combining these codes. These enhancements can be 

incorporated into electronic coding tools that enable clinical reporters to transmit complex 

clinical concepts expressed in detailed natural clinical language by means of standardized 

clusters of ICD-11 stem and extension codes. The model can support rich clinical data captures 

such as condition acuity and severity, as well as pharmacological treatments. This approach 

shows promise to accelerate ICD-11 implementation with minimal disruption and maximal net 

benefits but will require vetting, testing and input from expert stakeholders. 

 

Key words: ICD-11, ICD-10, ICD-10-CM, International Classification of Diseases, ontology, 

morbidity, interoperability, health information exchange, episode of care, value-based healthcare 

 

Introduction  

 

In 2007, the World Health Organization (WHO) began a revision and restructuring of the 

International Statistical Classification of Diseases and Related Health Problems, 10th revision 

(ICD-10) to transform this classification system into a flexible clinical and research friendly 

structure aligned with advances in information technology. The 11th revision was endorsed by 

the World Health Assembly at its 72nd meeting in 2019 for implementation beginning in January 

2022.1  

 

With the release of ICD-11 and its associated architecture, the National Committee on Vital and 

Health Statistics (NCVHS) began its stakeholder engagement around adoption of ICD-11 for 

morbidity in the US. Their work in 2019 and 2022 resulted in a set of recommendations to the 

Department of Health and Human Services (DHHS), 2-4 including that DHHS should conduct 

research to evaluate the impact of different approaches to implementing ICD-11.3  Listed as the 

most important action for this recommendation was an assessment to determine whether ICD-11 

can fully support morbidity data collection without the development of a US clinical 

modification (CM), and if not, which areas might require a CM version (or US-specific extension 

codes).3 These recommendations provided a framework from which to create an innovation 

model to streamline ICD-11 implementation in the US.  

 

In response to the NCVHS recommendations, this manuscript proposes an innovation model to 

facilitate a seamless transition to ICD-11 by the US. The model introduces ICD-11 

Comprehensive Clinical Linearization, Evolution and Response (C-CLEAR), a fully coded 



comprehensive clinical linearization along with syntactical rules for combining these codes that 

can translate detailed natural clinical language into standardized coded patient records that 

exploit the significant advantages of ICD-11. 

 

Background  

 

It was not until 2015, or 25 years after it was endorsed by the WHO, that the US implemented 

ICD-10-CM for morbidity data collection. While ICD-10-CM was seen as an improvement over 

the 9th Clinical Modification of ICD,5,6 a system used since 1979, the implementation was 

considered highly disruptive and time-consuming, and added significant financial and 

administrative burdens on physicians and other healthcare providers.7-10 

 

More than four years have passed since the 11th revision was endorsed by the World Health 

Assembly.1 WHO also has ceased updates to ICD-10.3 As of February 2023, 64 Member States 

are in different stages of ICD-11 implementation.11 Compared to ICD-10, Harrison et al.12 noted 

in their review that, “ICD-11 is a different and more powerful health information system, based 

on formal ontology, designed to be implemented in modern information technology 

infrastructures, and flexible enough for future modification and use with other classifications and 

terminologies.” 

 

New in ICD-11, all clinical concepts are included in the Foundation, which is a medical 

knowledge base organized in a poly-hierarchy (in which an entity can descend from more than 

one branch or parent) that identifies relationships or connections among the entities.13 

Foundation entities of interest are extracted based on use case to form a subset (called a 

linearization) from the Foundation in the form of a single hierarchy of entities and a 

corresponding code set. A linearization is the means by which ICD-11 would be accessed by 

most users, and in the US it ideally would provide backward compatibility to ICD-10-CM.14 

Should each specialty move forward with its own linearization, this would tend to reinforce silos 

rather than promote integrated information systems and would not readily support use cases that 

require access to comprehensive and precise information across several or all clinical domains.  

 

The WHO has provided a linearization or tabular list of codes, that is, ICD-11 for Mortality and 

Morbidity Statistics (MMS), as a potential system for countries to implement or transition in 

cases where an ICD-10 modification exists. Developed countries that have been using 

customized modifications of ICD-10 (e.g., ICD-10-CM in the US, -AM in Australia and parts of 

Asia, and -CA in Canada) are finding that MMS has gaps.15 The application of ICD-11 codes 

differs substantially from the ICD-10 coding process. ICD-10-CM consists of tens of thousands 

of precoordinated codes from which a coder selects the best match to suit the situation. Although 

MMS has many fewer individual stem codes than ICD-10-CM, a coder can express a clinical 

concept of interest by using a single stem code if that is sufficient or can form a post-coordinated 

cluster of stem and extension codes that are combined to capture a more complex concept. Code 

clusters can represent millions of different clinical scenarios, far surpassing the extent of any 

library of precoordinated codes. Theoretically, ICD-11 can deliver code expressions for most or 

all such clinical concepts in clinical modifications of ICD-10. Hindrances include the gaps in 

MMS, general unfamiliarity among stakeholders with “post-coordination” (clustering and 

adjoining codes to describe a clinical scenario), and the absence of a sanctioned syntax to 



provide robust discipline and consistency in the formation of post-coordinated code clusters. A 

further hindrance is widespread recollection of the transition from ICD-9 to ICD-10 with its 

fanfare and promised benefits, which failed to materialize in the minds of many observers.  

 

Recognizing the NCVHS recommendations and ICD-11’s potential, the authors created a 

prototype innovation model with a volunteer group of professionals representing medicine, 

informatics, healthcare data, computer technology, analytics, performance evaluation, 

economics, and payment. This group developed the innovation model described in this 

manuscript as a novel approach that could facilitate implementation of ICD-11 by taking full 

advantage of ICD-11’s informatics-based infrastructure and architecture and thereby 

streamlining transition. 

 

Methods  

 

Comprehensive Code Set 

 

C-CLEAR is an expansion of MMS in which every ICD Entity available in the ICD-11 

Foundation is assigned a code. The Foundation is a multidimensional collection of all WHO-

Family of Classifications (WHO-FIC) entities.16 An ICD entity represents a concept, such as a 

disease, disorder, sign or symptom, or extension code and is assigned a unique Uniform 

Resource Identifier (URI).17  

 

To retain MMS as a common basis for C-CLEAR, all MMS blocks and codes were retained. 

Each Foundation URI in Chapters 1 through 25 that was included in an aggregated “other 

specified” code ending in the letter Y was assigned a sequential code in its appropriate series. 

These new C-CLEAR codes were demarcated with a terminal subscript “underscore CCL” 

(_CCL). For example, ICD-10-CM has a specific code representing the ICD-11 index term 

“Hyperplasia, maxillary.” In MMS, this clinical entity does not have its own code and is lumped 

into a Y (other specified) code. 

 

ICD-11 MMS 

DA0E.0 Major anomalies of jaw size   

 DA0E.00 Micrognathia   

  DA0E.0Y Other specified major anomalies of jaw size 

 

whereas C-CLEAR has a specific code for maxillary hyperplasia by expanding on MMS and 

thus providing a one-to-one map back to ICD-10-CM.  

 

ICD-11 C-CLEAR 

DA0E.03_CCL Hyperplasia maxilla 

Foundation URI: http://id.who.int/icd/entity/1336634664 

 

Other specialty linearizations of ICD-11 also have placed new specialty-specific codes based on 

Foundation URIs in the series nested under the appropriate clinical concept in MMS. The 

advantage of C-CLEAR is that it has already incorporated all such potential codes, making it 

optimal and user-friendly for all coders regardless of specialty or clinical perspective. Offering 



C-CLEAR codes for each entity addresses the limitations of MMS where “other unspecified” 

codes mark the points where details are truncated. If all such C-CLEAR modifications were 

eliminated, the result would be MMS. 

 

Composite Linearization  

 

An academic concern might be that providing access to all clinical concepts does not conform to 

a restriction that is expected for linearizations, which is a single hierarchy that permits each child 

entity in the linearization to have only one parent. In other words, only one hierarchical set of 

relationships can be viewed at a time and all other valid branches or pathways that connect 

concepts in the Foundation are ignored. For example, MMS classifies salmonella pneumonia as a 

type of infectious or parasitic disease, while in the Foundation, it is both a type of infectious 

disease and a type of pneumonia. Similarly, in MMS, amebic abscess of the liver is classified as 

an infectious or parasitic disease but not as a disease of the liver although both are included in 

the Foundation's poly-hierarchy of clinical concepts.  

 

To augment MMS and overcome this limitation, a composite linearization was created. All the 

hierarchical relationships residing in the Foundation, and unique C-CLEAR codes for all 

concepts, are made accessible to users according to their needs. The codes and relationships 

available in MMS are set as default values. However, alternative parent-child pairs and logical 

pathways are available whenever those are easier or clearer representations of the patient’s 

situation from the perspective or specialty of the clinician describing the patient.  

 

Going back to our previous examples, an infectious disease specialist might focus on treatment 

options for amebic abscess or salmonella pneumonia as well as other manifestations of those 

bacteria in the patient (e.g., other organs or body systems). Meanwhile, the hepatologist and 

pulmonologist might address the respective body systems and organs holistically, including the 

abscess or the pneumonia, with secondary mention of the underlying external causes being 

addressed by the infectious disease specialist.  

 

Clinical Language Syntax 

 

Another component of the C-CLEAR innovation model is its clinical language syntax. MMS 

imposes the rules of a statistical classification on ICD-11’s richly expressive ontology. In 

contrast, C-CLEAR’s syntax is designed to enable clinical reporters to indicate the intended 

ancestry of each stem code used in a cluster, starting with a primary stem code that best captures 

the clinical reporter’s condition of interest. It then enables the clinical reporter to diverge from 

the reference MMS taxonomy by introducing a method of designating where and how a stem 

code’s ancestry deviates from MMS’s taxonomy. This feature of C-CLEAR enables a clinical 

reporter to communicate his or her clinical message utilizing the linguistic power of the entire 

ICD-11 ontology.  

 

Another feature enables C-CLEAR to create uniquely ordered clusters of codes for complex 

concepts, mimicking the one-to-one relationship of a clinical concept to a single pre-coordinated 

code. C-CLEAR and its syntax follow ICD-11 MMS conventions including the use of stem 



codes as clinical concepts and extension codes as modifiers. Each unique C-CLEAR code can be 

mapped to a single ICD-11 Foundation URI.   

 

Results 

 

Over the past year, the authors and their collaborators have made progress with the conceptual 

logic and an instantiation of the proposed innovation model. This includes the creation of C-

CLEAR and its syntax. 

 

We also have created clinical scenarios demonstrating the capability of C-CLEAR and its syntax 

to provide clinically credible representations of the detailed evolution of patients’ health status. 

These are intended to capture the clinical justification or appropriateness of medical 

interventions, document important changes in patients’ health in response to medical care, and 

provide representations superior to anything to date based on either ICD-9-CM or ICD-10-CM. 

 

Table 1 illustrates a simple medical scenario that compares the descriptive power of ICD-9-CM, 

ICD-10-CM, and C-CLEAR. The table depicts the six stages of the clinical progression of a 

female patient who first presents with aortic valve insufficiency due to aortic dilation and 

eventually is referred for a cardiac valve operation. The issue addressed here is how clearly the 

patient scenario is captured by each of the disease classification systems.  

 

1. ICD-9-CM and ICD-10-CM. From ICD-9-CM, one can conclude this is a patient with 

aortic valve disease and thoracic aortic dilation. In ICD-10-CM, we know more 

specifically her condition was nonrheumatic aortic insufficiency (with the incremental 

details italicized in the table). Later, the patient had hyperpotassemia due to adverse 

effects from an antihypertensive agent, described in ICD-10-CM as hyperkalemia due to 

an ACE inhibitor. This complication apparently resolved. By stage four of this vignette, 

the patient had developed congestive heart failure (CHF). It is unclear why an aortic 

valve replacement was ultimately indicated and why it was recommended in stage six 

rather than in stage four or stage five, all of which appear identical in the coded data.  

 

2. ICD-11 C-CLEAR. From C-CLEAR one learns that this patient had chronic mild aortic 

valve insufficiency due to thoracic aortic dilation that progressed from mild to moderate, 

after which it was treated with valsartan. This treatment resulted in hyperkalemia, so her 

medication was changed to benazepril. Her hyperkalemia resolved, but she developed 

chronic New York Heart Association (NYHA) Class II CHF as a complication of her 

aortic valve insufficiency. Treatment with furosemide resulted in lessening of her heart 

failure to NYHA Class I. However, her underlying aortic valve insufficiency progressed 

from moderate to severe, with a marked worsening of her chronic heart failure to NYHA 

Class III. The indications and timing for an aortic valve replacement are now made clear. 

 

Precoordinated ICD-9-CM and ICD-10-CM codes, while lacking in important clinical detail, are 

easily interpretable representations. Because each accessible concept is represented by a single 

code, the challenge for coders is to identify which of a plethora of codes comes closest to the 

concept a clinical reporter wishes to convey. In contrast, C-CLEAR codes and syntax permit 

clinical reporters to convey nuanced clinical information in single, unique, systematically 



organized clusters of codes. However, these computer-friendly codes and clusters are not readily 

decipherable by a general clinical audience. 

 

Fortunately, clinicians can generate and decipher C-CLEAR clusters with only rudimentary 

knowledge of the coding system itself. To make this possible, coding tools based on those 

created by the WHO to support ICD-11 MMS are being created. These enhanced coding tools 

will be able to translate ‘natural clinical language’ into C-CLEAR coded clusters. These clusters 

can support sophisticated analyses of the evolution of the health of individuals and populations 

and of the appropriateness, quality, and cost-effectiveness of diagnostic and therapeutic 

interventions and the care provided by healthcare practitioners and organizations. These tools 

also will be capable of transforming C-CLEAR clusters back into natural clinical language to 

allow clinicians to determine how well their clinical information has been captured, to revise 

their original input as needed to improve C-CLEAR coding, and to generate documentation 

consistent with coded data submitted for reporting, evaluation, and reimbursement.  

 

Discussion  

 

Accurate diagnoses are an essential element in providing appropriate and timely care to patients. 

However, as illustrated in Table 1, a wide range of clinical states can exist within single 

diagnostic categories. Curing diseases and reducing patient burden from diagnosed conditions 

are both essential elements of high-quality medical care. Similarly, patient-centered quality 

measurement, analytics, and fair payment of healthcare providers all require knowledge about 

each patient’s diagnoses, general health status, and related functional and socioeconomic factors 

as addressed in ICD-11, along with detailed information about the progression and regression of 

individual diagnosed conditions. 

 

Furthermore, risk-adjustment based solely on diagnosed conditions without clinical details 

regarding the severity and complexity of these conditions can be anemic at best, or even 

misleading when systematic biases are present. This is a fatal flaw in the current data used for 

quality comparisons, performance evaluations, and alternative payment models. 

 

Finally, the rationale and appropriateness for medical treatment and management as embodied in 

clinical guidelines require details available only in patient records. The adoption of ICD-11 could 

upgrade standard claims databases from catalogs of diagnoses, procedures, and costs to genuine 

clinical and research tools with new applications to monitor, improve, and pay for healthcare.18 

Moreover, melding the EHR data and standardized claims data could eliminate current 

administrative redundancies.  

 

The US is investing heavily in developing and supporting information technology innovation 

models. Several government agencies have established programs and provided funding for 

projects to accelerate the next generation of interoperable health information technology. For 

example, the Centers for Medicare & Medicaid Services (CMS) established the CMS Innovation 

Center to support development and testing of innovative healthcare payment and service delivery 

models.19 In 2020, the Centers for Disease Control and Prevention (CDC) launched the data 

modernization initiative intended to modernize core data and surveillance infrastructure across 

the federal and state public health landscape.20 The Office of the National Coordinator for Health 



Information Technology (ONC) Leading Edge Acceleration Projects (LEAP) in Health 

Information Technology (IT) provides funding for projects that support the adoption of health IT 

and the promotion of nationwide health information exchange (HIE). ONC recently issued a 

Special Emphasis Notice stating that it “is critical that the field of health care innovate and 

leverage the latest technological advancements and breakthroughs far quicker than it currently 

does to optimize real-time solutions, especially in areas which are ripe for acceleration.”21 Our 

proposed innovation model would complement and enrich these initiatives. 

 

The next logical step is to pilot test the innovation model. The NCVHS August 3rd meeting 

discussed the need to pilot test ICD-11 options prior to implementation.22 In addition, WHO has 

indicated interest in pilot testing.23 We welcome the opportunity to vet our approach among 

clinical and classification experts and to test C-CLEAR’s codes, architecture, syntax, and 

associated electronic coding tools for their stated purposes. 

 

It is hoped this system would: 

1. facilitate efficient user-friendly coding that completely and accurately captures the 

clinical information clinical reporters wish to convey,  

2. produce output that is intuitively obvious to clinicians,  

3. support the generation of coded ICD-11 data directly from EHRs including free text, and  

4. enable analysts to manipulate these coded data to support important use cases.  

 

C-CLEAR and its syntax will also serve as a framework for upgrading the Episode Grouper for 

Medicare (EGM),24 which was developed in response to a provision in the Affordable Care Act25 

that directed CMS to create a public sector episode grouper with standard definitions of clinical 

conditions and procedures to support analyses, reimbursement, and other applications by all 

healthcare stakeholders. Work is currently underway to create a standard set of clinically nuanced 

episodes of care that will take full advantage of enhanced ICD-11 data capabilities to support the 

exchange, interpretation, and application of information among healthcare providers and other 

stakeholders. This upgraded episode grouper could facilitate a wide variety of extremely useful 

applications and replace some ineffective, inefficient analytic and operational applications that 

appear to be creating as many or more problems than they were designed to solve. 

 

Conclusion  

 

Unlike the transition to ICD-10, the adoption and implementation of ICD-11 would represent a 

major advance in medical informatics. The transformation of a collection of words into an 

architecture and syntax, a global language of sorts, enhances available information beyond 

diagnosed conditions to include how clinical progression within diagnoses and progressive 

interactions among diagnoses in different states affect a patient’s overall health status. ICD-11 

also comes with a suite of 21st century computer applications that can be enhanced to support 

easy adoption, meaningful data sharing, and improved patient care.  

 

When ICD-11’s informatics-based infrastructure is utilized to its fullest extent within the 

proposed innovation model, there is great potential to support clinically useful evaluations of the 

evolution of the health status of individual patients and populations and the contribution of 

alternative healthcare services to health and well-being. For example, C-CLEAR and its 



syntactical rules for combining these codes could conceivably become a universally applicable 

translator of parochial terms into a language that retains the important clinical details required to 

accurately monitor each patient’s clinical pathway. In addition, interaction with EHRs to locate 

and code clinical details, add key information to claims, increase interoperability, and invigorate 

many applications such as quality reporting and value-based payments may be possible. Using 

the model in such a manner could transform an inefficient healthcare payment and disjointed 

service delivery system into a cost-effective, coordinated, patient-centered healthcare ecosystem. 

And finally, the proposed approach shows promise of a faster and smoother transition to ICD-11, 

reduced administrative burden, seamless electronic healthcare information exchange, increased 

interoperability of electronic health information, and facilitation of a wide range of applications 

to foster the evaluation and improvement of the quality and cost-effectiveness of healthcare.  

 

And finally, a next step is for the US and other countries should be to rigorously test ICD-11 

linearizations for their ability to meet the many demands these countries have for accurate 

information in clinical care, clinical research, and secondary data use cases related to public 

health and policy. Specifically, the US needs to develop and embrace an approach that will 

justify an expensive Federal mandate to adopt ICD-11 via legislation or regulation. This research 

program should pilot test the implementation process by integrating ICD-11 into realistic health 

information technology environments and informing the industry with guidance and lessons 

learned on “how to” adopt ICD-11.  

 

Furthermore, resulting data sets should be used to address the question of “why” adopt ICD-11. 

For example, with ICD-11, researchers could simulate potential net benefits to be expected in 

important use cases such as accurately and reliably measuring efficiency and quality of care. 

While the US should not rush to adopt ICD-11 merely because its developers wish it would, it 

should not remain stuck on the aging ICD-10-CM if it can do better, nor should it postpone 

meaningful reforms to accommodate stakeholders that are prospering despite its inability to 

achieve a sustainable, high-value healthcare system.   
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Table 1. How the Clinical Progression of Aortic Valve Insufficiency Due to Thoracic Aortic 

Dilation would be represented in ICD-9-CM, ICD-10 CM, and ICD-11 C-CLEAR (text 

only) 

 

Stage ICD-9-CM ICD-10-CM ICD-11 C-CLEAR 

1 

Aortic valve 

disorders 

Thoracic aortic 

ectasia 

Nonrheumatic 

aortic insufficiency 

Thoracic aortic 

ectasia 

Chronic mild aortic valve insufficiency due 

to thoracic aortic dilation 

2 

Aortic valve 

disorders 

Thoracic aortic 

ectasia 

Nonrheumatic 

aortic insufficiency 

Thoracic aortic 

ectasia 

Chronic moderate aortic valve insufficiency 

due to thoracic aortic dilation 

3 

Aortic valve 

disorders 

Thoracic aortic 

ectasia 

Nonrheumatic 

aortic insufficiency 

Thoracic aortic 

ectasia 

Initial encounter for hyperkalemia caused 

by drugs, medicaments, or biological 

substances (i.e., valsartan) associated with 

injury or harm in therapeutic use in context 

of correct administration or dosage for 

chronic moderate aortic valve insufficiency 

due to thoracic aortic dilation 

Coronary 

vasodilators 

causing adverse 

effects in 

therapeutic use 

Adverse effect of 

angiotensin 

converting enzyme 

inhibitors, initial 

encounter 

Hyperpotassemia Hyperkalemia 

4 

Congestive heart 

failure 

Congestive heart 

failure, unspecified 
Initial encounter for acute NYHA Class II 

congestive heart failure; secondary to 

chronic moderate aortic valve insufficiency 

due to thoracic aortic dilation, treated with - 

benazepril  

Aortic valve 

disorders 

Thoracic aortic 

ectasia 

Nonrheumatic 

aortic insufficiency 

Thoracic aortic 

ectasia 

5 

Congestive heart 

failure 

Congestive heart 

failure, unspecified 
Subsequent encounter for chronic NYHA 

Class I congestive heart failure, prescribed 

- furosemide; secondary to chronic 

moderate aortic valve insufficiency due to 

thoracic aortic dilation, treated with - 

benazepril 

Aortic valve 

disorders 

Thoracic aortic 

ectasia 

Nonrheumatic 

aortic insufficiency 

Thoracic aortic 

ectasia 

6 

Congestive heart 

failure 

Aortic valve 

disorders  

Thoracic aortic 

ectasia 

Congestive heart 

failure, unspecified 

Nonrheumatic 

aortic insufficiency 

Thoracic aortic 

ectasia 

Subsequent encounter for chronic NYHA 

Class III congestive heart failure, 

prescribed - furosemide; secondary to 

severe chronic aortic valve insufficiency 

due to thoracic aortic dilation, treated with - 

benazepril 

 
TABLE 2. How the Clinical Progression of Aortic Valve Insufficiency Due to Thoracic Aortic Dilation would 

be represented in ICD-9-CM, ICD-10 CM, and ICD-11 C-CLEAR (codes and titles only) 

 



 

 

 

Stage ICD-9-CM ICD-10-CM ICD-11 C-CLEAR 

1 

424.1 - aortic valve 

disorders 

447.71 - thoracic aortic 

ectasia 

I35.1 - nonrheumatic 

aortic insufficiency 

I77.810 - thoracic aortic 

ectasia 

BB71.1_CCL - aortic valve insufficiency due to 

aortic dilation 

XT8W - chronic 

XS5W - mild 

2 

424.1 - aortic valve 

disorders 

447.71 - thoracic aortic 

ectasia 

I35.1 - nonrheumatic 

aortic insufficiency 

I77.810 - thoracic aortic 

ectasia 

BB71.1_CCL - aortic valve insufficiency due to 

aortic dilation 

XT8W - chronic 

XS0T - moderate 

3 

424.1 - aortic valve 

disorders 

447.71 - thoracic aortic 

ectasia 

I35.1 - nonrheumatic 

aortic insufficiency 

I77.810 - thoracic aortic 

ectasia 

5C76 - hyperkalemia 

XY18 - initial encounter 

PL00 - drugs, medicaments or biological 

substances associated with injury or harm in 

therapeutic use 

XM29M2 - valsartan 

PL13.2 - drug-related injury or harm in the 

context of correct administration or dosage, as 

mode of injury or harm 

BB71.1_CCL - aortic valve insufficiency due to 

aortic dilation 

XT8W - chronic 

XS0T – moderate 

E942.4 - coronary 

vasodilators causing 

adverse effects in 

therapeutic use 

T46.4X5A - adverse 

effect of angiotensin 

converting enzyme 

inhibitors, initial 

encounter  

276.7 - hyperpotassemia E87.5 - hyperkalemia 

4 

428.0 - congestive heart 

failure 

I50.9 - congestive heart 

failure, unspecified 

BD10.0_CCL - acute congestive heart failure 

XY18 - initial encounter 

XS6B - NYHA Class II - slight limitation of 

physical activity 

BB71.1_CCL - aortic valve insufficiency due to 

aortic dilation 

XT8W - chronic 

XS0T – moderate 

XM0HG1 - benazepril 

424.1 - aortic valve 

disorders 

447.71 - thoracic aortic 

ectasia 

I35.1 - nonrheumatic 

aortic insufficiency 

I77.810 - thoracic aortic 

ectasia 

5 

428.0 - congestive heart 

failure 

I50.9 - congestive heart 

failure, unspecified 

BD10.1_CCL - chronic congestive heart failure 

XY8S - subsequent encounter 

XS3A - NYHA Class I - no limitation of physical 

activity 

XM8UE3 - furosemide 

BB71.1_CCL - aortic valve insufficiency due to 

aortic dilation 

XT8W - chronic 

XS0T – moderate 

XM0HG1 - benazepril 

424.1 - aortic valve 

disorders 

447.71 - thoracic aortic 

ectasia 

I35.1 - nonrheumatic 

aortic insufficiency 

I77.810 - thoracic aortic 

ectasia 

6 

 

 

  

428.0 - congestive heart 

failure 

I50.9 - congestive heart 

failure, unspecified 

BD10.1_CCL - chronic congestive heart failure 

XY8S - subsequent encounter 

XS9T - NYHA Class III - marked limitation of 

physical activity 

XM8UE3 - furosemide 

BB71.1_CCL - aortic valve insufficiency due to 

aortic dilation 

XT8W – chronic 

XS25 – severe 

XM0HG1 - benazepril  

424.1 - aortic valve 

disorders 

447.71 - thoracic aortic 

ectasia 

I35.1 - nonrheumatic 

aortic insufficiency 

I77.810 - thoracic aortic 

ectasia 
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Abstract 

 

Big data (BD) is of high interest for research and practice purposes because it has the potential to 

provide insights into the population served and healthcare practices. Much progress has been 

made in collecting BD and creating tools for big data analytics (BDA). However, healthcare 

organizations continue to experience challenges associated with BD characteristics and BDA 

tools. Utilization of BD impacts current decision-making, planning, and future use of artificial 

intelligence (AI) tools, which are trained on BD. This qualitative study focused on better 

understanding the reality of BD and BDA management and usage by healthcare organizations. 

Six structured interviews were conducted with individuals who work with healthcare BD and 

BDA. Findings confirmed the known challenges associated with BD/BDA and added rich 

insights into the structural, operational and utilization aspects, as well as future directions. Such 

perspectives are valuable for education and improvements in BD/BDA management and 

development. 

 

Keywords: big data, big data analytics, health records, digital data, population health, artificial 

intelligence  

  



Introduction 

 

The implementation of electronic health records (EHRs) and widespread information systems 

and applications for providers, consumers, and other parties have led to tremendous growth of 

electronic health data. The current sources of data include mostly textual content, which can be 

structured, semi-structured or unstructured. They also include videos, audios, and images that 

constitute multimedia. They can come from a variety of platforms such as machine-to-machine 

communications, social media sites, sensor networks, cyber-physical systems, and Internet of 

Things (IoT).1 These platforms begin to define big data (BD) because they make us think about 

size, volume, complexity, and heterogeneity of the data emanating every second from a variety 

of devices. 

 

BD arrived sooner than the development of appropriate and efficient analytical methods for its 

analysis. In addition to the structured data, BD includes massive volumes of heterogeneous data 

in unstructured text, audio, video, and other formats, and so is not amenable to the inferences of 

statistical methods that are used for analyzing numerical structured data. Unstructured BD 

requires new tools for predictive analytics. In addition, there is a need for computationally 

efficient algorithms to handle the heterogeneity, noise, and massive size of structured BD. These 

are ways to dispel and/or avoid potential spurious correlations. 

 

Artificial intelligence (AI) and data analytics are top technology priorities as they capitalize on 

sustainability through data analytics and adaptive AI.2 For over a decade, Mayer-Schönberger 

and Cukier encouraged datafication of BD, where essentially, virtually anything is transformed 

into useful data (insights) by documenting, measuring, and capturing digitally.3 Van Dijck 

asserted that the future of BD and big data analytics (BDA) will lie with machines, where data 

will be generated, shared, and communicated among data networks.4 After a decade of progress, 

much of the structured and unstructured data stored in EHRs can be analyzed with the use of 

natural language processing (NLP) and machine language processing (MLP) algorithms, which 

can unlock the value of the text and galvanize the extraction of the hidden insights and 

connectors.1 Transforming unstructured text into real patient insights holds great potential for 

improving health outcomes. Use of AI and BDA for clinical and non-clinical applications in 

healthcare has great potential, however, the majority of healthcare organizations have yet to 

reach the full benefits of their BD. This highlights the need to better understand the status quo of 

how big data is being handled and analyzed by healthcare organizations. What are some of the 

ways big data is being used and what are some of the challenges faced by healthcare 

organizations when it comes to working with big data? A deeper dive into how organizations use 

big data, how much they invest in big data technologies, and what challenges they experience 

creates an opportunity to identify and share some best practices, as well as identify potential 

gaps. Where the findings are translated into real patient insights and where such knowledge 

fosters better health outcomes, there may be opportunities for positive change in terms of 

improving population health, addressing health inequalities, improving operations, and reducing 

healthcare costs.  

 

 

 

 



Background and Significance 

 

Big Data  

 

BD refers to data sets that are so large or complex with high volume, high velocity, and high 

variety that they cannot be processed by traditional data processing software in a reasonable 

amount of time, thus, requiring advanced techniques and technologies for management and 

analytics.5,6,7,8 BD can be described by characteristics such as volume, variety, velocity, 

variability, veracity, and value. 

 

BD is inherently defined by big volume.9 The quantity of generated and stored data is usually 

reported in multiple terabytes and petabytes – where a terabyte stores enough data to fit on 1500 

CDs or 220 DVDs. A terabyte of data would store approximately 16 million Facebook 

photographs. The volume of data in healthcare continues to grow because information is 

increasingly gathered not only systematically in systems used by hospitals, pharmacies, 

laboratories, insurance, research institutions, or genetic databases, but also by numerous 

information sensing IoT devices used by providers, patients, and other parties. The size of the 

data is believed to account for its value as well as its potential insight. Volume-related challenges 

are related to storage and data management technologies.  

 

The type and nature or the structural heterogeneity of the data describes its variety.9 Structured 

data, mostly tabular data, found in spreadsheets and relational databases constitute about 20 

percent of healthcare data.10 Unstructured data includes mostly text, images, audios, and videos. 

Semi-structured data may or may not conform to strict standards and include textual language for 

Web data exchange, called Extensible Markup Language (XML), that deploys user-defined data 

tags to make them machine readable. BD variety becomes even more complex given the diverse 

sources and formats, requiring that data from those sources be connected, matched, cleansed, and 

transformed.  

 

At the heart of big data is velocity, which measures the rate of data generation and the speed at 

which the data is analyzed and acted upon to meet the demands and challenges that lie in the path 

of growth and development of organizations.9 Smart phones, digital sensors, and other devices, 

using mobile apps produce enormous and useful information about customers (or patients) that 

include geospatial location, demographics, buying and viewing patterns, and even physical 

activity or other health indicators tracked by mobile apps. These types of data can be analyzed in 

real time to harness real-time intelligence.  

 

Another dimension of BD is variability, which implies the inconsistency or variation in the data 

flow (whereas velocity shows periodic peaks and troughs).9 Variability can hamper processes 

that manage BD. 

 

Veracity reflects the “truthfulness” of data and was added as BD characteristics by IBM, given 

their specialization in removing and replacing BD errors.11 Addressing the imprecision and 

uncertainty becomes relevant for BD because of the inherent unreliability in certain data sources. 

The quality of captured data may vary tremendously, thus affecting the accurate analysis and 

results. 



 

Lastly, BD is generally associated with value, which means that when large volumes of BD are 

analyzed, it is possible to extract high value from them.8 The original form of data has low value, 

but the information identified through its analysis can make a difference in its value. For that to 

happen, data should be relevant and of high integrity.  

 

Big Data Analytics 

 

BDA involves the analysis of BD. It is during this process that the value of big data for decision 

support and business intelligence is realized. Given BD characteristics, BDA cannot be derived 

by simple statistical analysis.12,13 In fact, use of advanced BDA tools and extremely efficient, 

scalable, and flexible technologies are necessary to efficiently manage and analyze the 

substantial amounts and variety of data.1,14 Technologies such as NoSQL Databases, BigQuery, 

MapReduce, Hadoop, WibiData, and Skytree have been in use for more than a decade.15 AI tools 

such as Microsoft Power BI, Microsoft Azure Machine Learning QlikView, RapidMiner, Google 

Cloud AutoML, or IBM Watson Analytics are offering greater value in BDA. For example, 

Microsoft Power BI was successfully used to detect specific antenatal data for babies small for 

gestational age (SGA) and monitor them through a dashboard, thus allowing clinicians to 

intervene and plan delivery as necessary.16 

 

BD management entails both the processes and the associated technologies that allow for the 

acquisition, storage, and retrieval of data, which can be done in three stages: 

acquisition/recording; extraction, cleaning, and annotation; and integration, aggregation, and 

representation.17,18 Analytics involves the techniques applied in analyzing and acquiring 

intelligence from BD and can be completed in two stages: modeling and analysis; and 

interpretation. It becomes imperative that processing and management should be efficient enough 

to expose new knowledge in a timely manner, which is crucial for capitalizing on emerging 

opportunities, in providing a competitive edge, as well as rich business intelligence used to 

differentiate the organization, increase visibility, flexibility, and responsiveness to environmental 

changes.19,20,21,22,23 The allure in healthcare BDA is the ability to examine and apply the patterns 

that emerge from various and vast amounts of healthcare data to predict trends in population 

health and ways to improve it, while limiting costs. BDA benefits are already visible in reduced 

administrative costs, improved clinical decision support, better care coordination, reduced fraud 

and abuse; as well as improved patient wellness.24 Adoption of mHealth, eHealth and wearable 

technologies will push the increase in BD volume. Increased integration of such data with EHRs, 

imaging, patient generated data, or sensor data create even greater opportunities to leverage BD 

in healthcare.  

 

Much of the BD and BDA research demonstrates success in use of BD and BDA tools such in 

monitoring SGA babies, response to COVID in Taiwan, or use of BD in mental health 

care.16,25,26 One study also highlights issues with big data privacy [27] (Golbus, W Nicholson & 

Brahmajee 2020.)27 Other studies help in understanding BD and BDA concepts through reviews, 

analyses, and summaries.19,28,29 In our study, we focused on the healthcare organizational 

structure regarding big data, the approach in integrating big data into operations, issues and 

challenges experienced, and the vision for BDA. Our research question was “How are healthcare 

organizations handling BD and BDA?” Better understanding of this reality serves not only to 



share best practices or challenges but also to inform decisions on resource allocation and 

opportunities for education of professionals to work with BD and BDA.  

 

Methodology 

 

The purpose of this study was to gain greater understanding on how BD and BDA are handled 

within healthcare organizations. To gain such perspective, the study evaluated experiences of 

professionals with healthcare BD and BDA. For this applied research, we followed the case 

study method, a qualitative research design.30 Case studies help explore an activity or process in 

depth and allow for detailed data collection through interviews of one or more individuals.31,32 

The research was approved by the Institutional Review Board at Walden University. 

 

The sampling strategy was purposeful and convenient. The research team focused on identifying 

individuals from various settings who worked with BD and BDA. Based on professional 

connections and LinkedIn profiles, we reached out to nine individuals in such roles (not all at 

once); over time, only six of them were available to participate in the study. We conducted six 

structured interviews with individuals whose main work was managing and/or analyzing 

healthcare big data. The interviews were completed virtually via Zoom and lasted between 45 

and 60 minutes each. The principal investigator conducted structured interviews by following the 

pre-established interview protocol, which included an introduction to the study and researchers, 

verbal agreement to participate in the study, and questions in order, as presented below. Probes 

were also used at times to elaborate on some of the answers with further details and/or examples. 

The other two researchers were present during all interviews, recorded, and took notes. All 

interviewees were asked the following 11 standard open-ended questions:  

 

1. Can you please describe your role and how your organization’s big data team is 

structured for data collection and data analytics?  

2. What investments has your organization made to drive or support big data analytics? 

3. Can you briefly describe the types of questions your organization answers by using big 

data analytics? 

4. Can you briefly describe the types of decisions that are based on big data? 

5. What is your organization’s approach for integrating data analytics into operations? 

6. Sometimes a game changing opportunity arises, but the opportunity does not get vetted 

with evidence from the big data. Have you seen this happen in your organization? If so, 

can you give an example? 

7. How does your organization use big data to support population health?   

8. Now I’d like to focus on challenges in using big data. What are some of the frequent 

problems that big data analysts in your organization encounter?  

9. What are some solutions or approaches you have employed to overcome those 

challenges? 

10. Now, let’s talk about non-healthcare organizations that use healthcare big data.   

a. What are your thoughts on how device manufacturers, pharma, and insurance 

companies benefit from healthcare big data? 

b. What are your thoughts on how data companies such as Google, Amazon, and 

Microsoft benefit from healthcare big data?  



11. Finally, let’s talk about the future.   

a. What are your thoughts on how your organization will use big data in the future? 

b. Are there any new tools or resources your organization plans to use to improve 

the usage of big data and the experience with big data analytics? 

c. Given sufficient resources, what is your vision for an effective and efficient data 

analytics program in your organization? 

After each interview, researchers discussed the main points that came out during the interviews. 

After the sixth interview, it was determined that the saturation point was reached, and no further 

outreach was made for additional interviews.33  

 

The transcribed interviews were analyzed by using a summative content analysis approach. The 

summative approach focuses on identifying the essential aspect of the text and has been used 

successfully in analyzing interviews from healthcare professionals to examine complex text from 

diverse sources, including innovation in services or technology, which is similar to our 

research.34 This approach is also accommodating to differences (as opposed to only similarities), 

which is important in our study, given the diverse roles of interviewees and their experiences 

with BD and BDA.  

 

Responses were coded based on the topics addressed through questions. Codes were aggregated 

into concept maps to group related codes into themes and show relations. While the use of 

standardized open-ended questions facilitated the data organization and analysis, some portions 

of answers that were provided under a certain question were moved to areas where they fit the 

topics better. For example, responses to questions 1 through 6 were categorized into: interviewee 

roles; organizational structure for BD and BDA; purpose of using BD and BDA; and 

dynamics/processes of using BD and BDA. The rest of the themes such as use of BD for 

population health, BD/BDA challenges, approaches in addressing such challenges, use of BD by 

non-healthcare organizations, and future directions were consistent with the questions asked. 

Another important note is that due to the diversity of the interviewees and organizations they 

represented, response analysis are mostly broken down by the type of organization. 

 

Responses were coded by two researchers independently and discussed. No discrepancies were 

found, and 100 percent consensus was reached among the research team. All researchers 

engaged in recording, transcribing, discussing the text, identifying themes, key points, counting 

and comparisons of keywords and/or content, as well as the interpretation of the underlying 

context. Results of the surveys are organized and presented below.  

 

 

Results 

 

Six interviews were conducted with seven professionals who work with big data in different 

capacities and settings. To clarify the context of the results, where necessary, responses from 

interviewees that represented care provider organizations are discussed first, and responses from 

the quality management and the data platform representatives are summarized right after. 

Following are the findings from those interviews.  

 



Interviewee Roles  

 

Interviewee roles included the manager of healthcare data analytics at a large healthcare system 

in Pennsylvania, the chief research information officer at a university hospital in Ohio, the 

director of analytics and performance measurement along with a team member from a national 

quality organization in Virginia, a consultant and program manager at a private not-for-profit 

healthcare system in New Mexico, the senior director of engineering application at a large global 

data platform company in California, and the director of a data analytics consulting company in 

Missouri.   

 

Organizational Structure for BD and BDA 

 

Interviewees were asked about the formal organizational structure dedicated to working with 

BD, and they indicated that there is either a dedicated team/function, or department (such as a 

data analytics department) that is focused on working with health data. These teams were 

composed of business analysts, developers, data architects, engineers, clinicians, and 

occasionally health information specialists, and the size varied from a few to about 100 (the 

larger numbers correspond to larger health systems and the global data platform company). 

Additionally, staffing is done with internal employees and consultants. Consolidation of prior 

data analytics teams into one large function was mentioned by three of the interviewees. Despite 

the use of external resources, BD work is led and driven internally.  

 

The way these teams function varies significantly, depending on the type and size of 

organization, as well as resources available. Two interviewees indicated that much of the BD 

work is conditioned by EPIC, the EHR used in the facility. In those cases, EPIC data and claims 

data are brought together into a common data governance platform. Physical servers are used, 

but cloud-based infrastructure is expanding.   

 

How Are BD and BDA Used by Organizations – Purpose 

 

Four interviewees shared that healthcare systems use BD and BDA to respond to regulatory 

requirements from the federal government, payers, or audit needs, as well as to fulfill executive 

and business unit requests. Requests mostly follow the industry trends and benchmarking, and a 

desire to stay ahead of the curve. One of the interviewees went into greater detail that BD and 

BDA are used to support optimal operations, shared saving, commercial contracts, Medicare 

shared savings, risk optimization, cost and utilization, as well as quality measures. Another 

interviewee shared that the organization uses BD and BDA to explore better ways of bundling 

services so that the facility does not lose money and possibly makes a profit to compensate for 

communities and services that are harder to pay for. A third interviewee shared that BD and 

BDA are used for predictive analytics around readmissions or to address questions pertaining to 

the health of communities around. 

 

How Are BD and BDA Used by Organizations – Dynamics/Processes 

 

Interviews revealed that the way BD/BDA are used varies from one organization to another. The 

care provider organizations that use EPIC had more in common. They capitalize on the templates 



and predictive models pushed by EPIC, given they run daily, and provide users with 

opportunities to act on the findings. Even when templates or models are not fully understood, 

there is trust in the vendor who provides the idea and tool. Often, such tools are integrated 

without a clear plan on how the information will be used, as in the case of a model that predicts 

the risk of a patient dying in the next year. Yet, three interviewees shared that some units have 

plans, or some have ideas about what they want but have no tool to develop it. Generally, the 

business side drives the types of analyses by telling IT what’s needed. IT explains what’s 

possible with the data and tools available. Results of BDA are used as a basis for operational and 

senior-level decisions, justification of investments, public health, care management, patient 

outreach, education, vendors, and for potential restructuring of the organization.  

 

The interview with the individuals at the national quality organization showed a different 

process. Given that they are an organization that creates measures, ideas for quality measures are 

prioritized, and once decided, a technical expert panel defines the specifications for that measure. 

Then, the company uses the BD and BDA to apply specifications and test the measure for 

reliability and validity. For example, an opioid measure is tested, and then adjusted by removing 

certain populations, such as hospice or cancer patients. Measures are sometimes imposed by the 

Centers for Medicare and Medicaid Services (CMS), as well as driven by the National Quality 

Forum. Measures are often risk-adjusted for age, sickness, living location, race, ethnicity, and 

low-income status for Medicare. BD and BDA are also used to interpret clinical guidance with 

the data available. Lastly, they are used to maintain measurements; as clinical guidelines or 

literature review change, measures are re-tested. 

 

The other distinct organization, the data platform company uses BD and BDA to assess how well 

the client company is using the data. They are able to trace and identify user-errors (as per 

regulations pertaining to data hosting services), identify faulty software, and use BDA to decide 

on how to prevent similar errors in the future. Such insight helps build better technologies to 

manage an organization’s data and test software as needed. Additionally, the company uses BD 

to understand product features, identify whether the product is working as it should, and 

proactively check quality of operations in the cloud platform and SAS platform. 

 

How Is BD and BDA Used to Support Population Health?  

 

When asked about how the organizations use BD and BDA to support population health 

initiatives, responses pertaining to care provider organizations had three areas in common: 

claims analytics; risk optimization; and quality measures. Claims data are heavily analyzed to 

identify opportunities for reducing costs and clinical variation, comparing utilization indicators, 

with peers, improving utilization and efficiency, as well as informing and supporting value-based 

contracts. One of the interviewees shared that geospatial analytics is also used to identify heat 

map areas in terms of cost-utilization for primary care facilities. Discussion on risk optimization 

was focused on better documentation of the level of risk, rather than BDA. Quality measures 

pertaining to the internal patient population are collected and reported. Additionally, there are 

efforts to understand the populations outside internal data sources. Depending on the request, the 

organization may include state or national level data that is publicly available. Two interviewees 

have community partnerships to address issues like health equity and social determinants of 

health. One organization uses the internal data available to make broad assumptions about the 



population (although access to the clinical data of that larger population may be limited or not 

available). Another organization is actively engaged with tribal leaders for outreach to minority 

communities and better population health management. The latter organization also performs 

spatial analysis and uses a geographic information system (GIS) and Microsoft platform, 

QlikView. Additionally, one interviewee shared progress in customizing a wellness program and 

diabetes predictive model for employees. 

 

The interviewees from the national quality organization shared that they support population 

health tangentially by creating measures that drive incentives in the marketplace, which then 

drive health plans to manage population health and intervene as necessary. GIS or mapping 

algorithms are not used currently, but a machine learning algorithm would help identify the 

highest risk patients, or those most likely to be impacted.  

 

The data platform company is mostly engaged in data collection exercises to understand peoples' 

behaviors and trends in relation to data. For example, spatial analysis is used to monitor air 

quality during California fires and decisions can be made accordingly. There is potential to build 

use cases software that help healthcare organizations not only monitor health data but also 

recognize patterns. Additionally, it was pointed out that there is potential to capitalize on data 

derived by sensors and IoT devices for better management of population health. 

 

Challenges Pertaining to BD and BDA  

 

When asked about the challenges observed in relation to BD and BDA, interviewees identified 

various aspects that are grouped into four categories: leadership; data literacy; system 

integration; and data characteristics. Challenges related to data characteristic are organized by 

volume, variety, velocity, veracity, value, and integrity. 

 

Leadership-Related Challenges  

All interviewees shared that organizational leadership is focusing on BD and BDA and dedicated 

teams (large or small) are in place. However, aside from the data platform company, others have 

yet to establish clear strategies, alignment of strategy with BD and BDA, and pathways for 

optimal BD use and collaboration within the various units and external parties. One interviewee 

said that there is lack of ownership of all required data sources to perform desired analytics, as 

well as lack of foundational infrastructure to support business needs. Another interviewee 

pointed out the leadership vacuum in certain areas. For example, in a university hospital, there 

are three important parties: clinicians; researchers; and administration. Clinicians are data 

generators, while researchers are data consumers. The administration follows the legal 

requirements: Family Educational Rights and Privacy Act controls teaching data, Health 

Insurance Portability and Accountability Act controls patient data, and Institutional Review 

Boards control research data. Tensions exist over the data management, and trusted relationships 

need to be developed among the three parties. 

 

Data Literacy Challenges  

All interviewees addressed that there is a need to improve data literacy across business 

operations. There are misinterpretations of graphs, and often, decisions are based on 

assumptions. There is a gap in translating business needs into what is possible to do with existing 



BD/BDA or how it could be possible. One interviewee mentioned that BD and BDA "is not 

something you can learn in a book. It is understanding what the data is telling you."  

 

The data platform company shared that most users don’t use proper search terms, cannot do data 

analysis, or build a dashboard by using the SAS platform because they do not know the language 

to engage the platform. However, they are working on training users, as well as making the 

platform easier to use.  

 

System Integration-Related Challenges 

Five interviewees brought up that information is siloed. Integrating hospital clinical data with 

billing data, or claims data, or data from various practices is a challenge. People working with 

data question practices around patient duplication across the system or even proper physician 

identification in the multiple databases, given lack of proper integration. There are questions on 

how to index the data. As per one interviewee, “System standards exist but EHRs are 

customizable. For example, heparin control could be recorded in four different EHR locations in 

different organizations depending on the system customization. In the absence of guardrails, 

interoperability means relatively little; theoretically possible but it's pragmatically difficult 

because of choice.” There is concern that vendor competition and the market system in the US 

add to the challenge of integration.  

 

Data Characteristics-Related Challenges 

Five interviewees shared that there are challenges associated with handling large amounts of 

data. Not all organizations are provided with the equipment needed to analyze such volume. As 

per interviewee, “Using SAS in our computers or Optum landsite on a remote desktop can be 

limiting. We don’t use Hadoop or anything like that, where the processing resources are 

distributed across multiple machines.”  

 

In terms of data variety, interviewees from the healthcare organizations and consulting 

companies indicated that the unstructured data was not being used for BDA, yet. The data 

platform company, on the other hand, indexes unstructured data and makes it structured by 

following certain schemas. After that, data cannot be changed. There is a risk of corrupting the 

data, so it is important to understand the data well prior to indexing it.  

 

From the perspective of the data platform company, data velocity presents a challenge. One 

interviewee says that “based on budgets, there are limits on the daily ingestion rate, and we need 

to make the incoming data fit into those limits. Data is bursty.” Data flow and need for data 

varies throughout the day. So, from an operational perspective, decisions need to be made on 

how much of the system is needed throughout the day for a particular client. At the same time, 

the infrastructure must be provisioned to handle peak times, and adapted for scaling up and 

down. 

 

Another data challenge aspect that was brought up by two interviewees was incorrect matching 

of data elements from old legacy systems with new systems. This process is not always accurate, 

and as per one interviewee, “variability of denominators should be questioned.” There are no 

tools or sufficient resources to assure data integrity for such issues, and most rely on manual 

reviews by users and analysts. This brings up data veracity challenges.  



 

One interviewee shared that “a potential problem exists when buying a clinical or administrative 

dataset or billing dataset, like a market scan. Such data is used to determine that the most cost-

effective treatment for an individual who has a heart attack, in general, is to run a drug-eluting 

stent. However, our population-level studies are subject to our specific population. Given the 

difference in population heterogeneity, how are we sure that the general treatment works for our 

group?” This data selection bias results in solutions or recommendations that do not work for 

certain populations, which diminishes its value.  

 

When asked about overall data integrity, all interviewees addressed security. All comply with 

HIPAA regulations, but data security is a big challenge and a barrier that still prevents 

organizations from trusting cloud services. Data security was also mentioned as a constraint to 

patient matching by one interviewee, who said, “Despite having Medicare and Medicaid 

datasets, we can match some variables at a level of 30 percent but not the rest because of 

privacy.” Furthermore, on data security, the interviewee from the data platform company 

explained that their software can monitor whether a healthcare system is being hacked. 

Certifications guide them to features that are used and pushed as well as who can access the data. 

The amount and type of data coming in is a moving target and users need to understand where 

the data is going. If it goes beyond firewalls, it is inherently vulnerable. Questions about 

ownership are also discussed as part of agreements: “At what point do we own the data and at 

what point does the customer own the data? When does the exchange happen? That moment 

needs to be heavily secured.” 

 

Another issue related to data integrity was data definition, discussed by four interviewees. There 

are inconsistent data structures and lack of standardization (mostly due to system customization, 

as pointed out on the example above). For example, there is no clear definition of a hospital 

admission in the system. There is also the absence of meta data standards, as well as lack of data 

dictionaries. As per one of the interviewees, “one data set has over 10,000 tables. How do you 

navigate 10,000 tables? How do you find the variables you're looking for? It's there, and analysts 

have to go digging around to find them.” Clear definitions would also help with query inclusion 

and exclusion criteria.  

 

Data completeness challenges (another aspect of data integrity) were also identified by four 

interviewees. As per one interviewee, “health equity relies on race, ethnicity, language data, and 

that data is not captured well.” Claims data also does not tell the whole picture. As per another 

interviewee, “claims data is not perfect, as it does not include encounters paid in cash.” These 

comments relate to data capture, availability, and comprehensiveness of a data governance 

program needed to properly address various healthcare initiatives, such as population health and 

health equity. 

 

How Are BD and BDA Challenges Being Addressed?   

 

As per all interviewees, organizations have recognized the BD and BDA challenges, and have 

discussed the work in progress to address them. All plan to add data analyst positions, and some 

plan to restructure data teams under one leadership. One organization plans to create an analyst 

class position acting as middleman between the “research or operations question” and the data. 



Such a position would help with the better understanding of the business needs and the data 

needed to support those needs, as well as simplify and create abstractions in the data that could 

be analyzed.  

 

Five interviewees brought up the need for robust data governance programs, documenting the 

true sources of data, monitoring data movement, potentially bringing some data in house or 

potentially using third-party payers to augment data, and using an agile methodology regarding 

the Master Patient Index project. Four interviewees were evaluating current tools and options 

offered by the EHR, working to improve the matching of data elements, and bringing solutions 

to the warehouse or the data layer. This would address existing problems of the visualization 

layer, which is currently suffering because of the siloed data. From a process perspective, one 

interviewee said, “more frequent touch points should be added with the management to clarify 

technical aspects and how to tailor them to meet business needs.” Organizations are also 

supporting data standardization and integration projects. As per the interviewee from the 

consulting company, consultants are also helping organizations with data governance and 

integration issues.    

 

Thoughts on Non-Healthcare Organizations Using BD and BDA  

 

All interviewees were asked about what they think about non-healthcare organizations that use 

healthcare big data, how device manufacturers, pharma, and insurance companies benefit from 

healthcare big data, and how data companies such as Google, Amazon, and Microsoft benefit 

from healthcare big data. Responses were interesting, as they showed a variety of perspectives 

from the interviewees.  

 

The main emerging theme was an overall positive view of tech companies, including Google, 

Apple, Amazon, and Microsoft. They are viewed as building value in general and for healthcare. 

It was pointed out that healthcare can learn from such industries, or even the manufacturing 

industry, when it comes to BD and BDA. Additionally, industries trying to enter the healthcare 

space should be collaborating better with the healthcare providers. The interviewee from the data 

platform company mentioned that sometimes tech companies engage in “fun” activities that 

produce incidental findings that provide great insight into certain healthcare behaviors. Such 

capabilities are not tapped but could be with greater collaboration.   

 

The second theme was the need for non-healthcare organizations to be more responsible in 

working with health data. All interviewees mentioned that there is a risk of incorrect 

interpretation or misinterpretation of health data. While in the business world that may affect 

sales of a product, in healthcare it affects patient safety and “it puts patients at risk.” There is a 

belief (brought up by three interviewees) that when non-healthcare organizations use machine 

learning to support certain programs, the primary goals are financial, which makes them less 

trusted in their motives for creating patient programs. One interviewee said that non-healthcare 

organization tend to hoard data, and not share it to make more money.   

 

One of the interviewees brought up the idea of distinguishing between clinical and health data. 

For example, clinical data is generated by clinicians, while health data is generated by medical 

devices such as Fitbit watches or wearable devices used for continuous glucose monitoring or 



other medical issues. This same interviewee discussed the economic perspective by saying, “you 

could not have built these devices if not for the healthcare and technological infrastructure that 

exists. They don’t pay for data collection, there is no cost of input, and they extract value without 

contributing to the overall healthcare system. This is a distortion of market factors.” It was 

believed that players such as these add value, but they are working in an environment without 

principles. “They should be building value for the public good. As they increase their financial 

earnings, they have greater potential to make their ideas more tangible. I would like to see some 

of these successful companies sponsor people who do not have access to money, power, and 

resources; so, they can also bring their ideas to life and possibly change the healthcare system for 

the better. That additional level of connectedness that really separates; that creates social 

disparities should be addressed.”  

 

Future Directions in Relation to BD and BDA  

 

The five interviewees from healthcare organizations indicated that the vision is to invest in BD 

and BDA infrastructure and technology and expand use of BD while aligning better with 

strategy. Ideas for investment included: (1) integration of external data sources with internal 

analytical capabilities; (2) creation of a data lake with potential to coordinate data integration 

across multiple organizations and allow for data abstraction; (3) development of better 

approaches for software acquisition, with the goal continuing to use what’s available in the 

current data warehouse, despite the new software; (4) formation of teams that specialize in 

analytics and decision support across the various business units that would guide operational 

leadership in making informed decisions with data; (5) support for greater patient access to their 

own data; (6) increased interoperability through data standards; (7) cloud-based expansion;  

and (8) better data standards for population health needs. 

 

Ideas for expanding BD uses included leveraging data better to monitor population trends, 

support population health initiatives, and reusing the data for multiple types of research. 

Coordinating the brain power of different and more experts is very important, and “work should 

be done on signing agreements with other healthcare organizations (including optometry and 

dental services) to share identifiable data in a HIPAA compliant manner, with proper security 

layers to protect the data from misuse.” Additionally, there was a suggestion to consider a 

centralized versus a federated approach, where every clinical area does their own analytical 

work. With the right tools and knowledge, as well as proper data governance, people can engage 

in self-service discovery more effectively. Patient engagement was also identified as an 

important future direction, from the perspective of allowing data sharing for research, as well 

finding ways to engage patients when not in clinical care. Furthermore, one interviewee 

suggested shifting focus from administrative-facing to public-facing conversations, meaning 

greater engagement with patients and the public regarding health data.  

 

Four interviewees indicated that their organizations are discussing the use of AI but did not have 

details for specific AI tools. One of the healthcare organizations is using machine learning to 

predict the likelihood that a patient may develop sepsis. The data platform company already uses 

machine learning heavily during data acquisition. They follow user requests such as identify and 

acquire only the data that matches a particular model and discards the rest. The company plans to 

continue to evaluate the amount of data being collected and the data filters. Filters intend to clean 



the noise but may remove valuable data in the process, so finetuning of the algorithms will be 

ongoing. Balance between too much or not enough data will continue to be monitored, while 

acknowledging that certain data need to be kept for compliance reasons, as evidence. 

Additionally, the vision is to elevate the search process and make it easier for the user to run 

queries and use the data. 

 

Discussion 

 

Our findings add rich context and details in understanding how healthcare organizations are 

managing BD and BDA. While formal structures for BD and BDA exist in many organizations, 

there is a variety of approaches on how that is done, and organizations are seeking improvement 

in that area. The variety of structures, tools, and practices in managing BD and BDA can 

generate questions for further research that could dive deeper into specific operational aspects. 

As found in literature review, it is important to develop evaluation tools, comparative studies, 

best practices, or structural models that will help providers or other users of healthcare BD and 

BDA to make more informed decisions when they are purchasing BD sets and BDA 

technologies, hiring staff, or structuring/restructuring their data analytics functions.20,35,36 

Decision-makers should be able to evaluate such investment proposals based on well-established 

criteria and resources (and not solely those served by the vendors). This also highlights 

opportunities for building trust and improving collaboration with non-healthcare organizations 

whose strength is working efficiently with BD and BDA.37    

 

Challenges associated with BD and BDA are also consistent with those in the literature 

review.1,9,11,38,39 Data definition, accuracy, and completeness become even more important when 

data is aggregated and analyzed in larger scales. Not only does data quality affect current 

decisions about patient populations, but it also affects future decisions, given that machines learn 

based on those inaccurate, incomplete, poorly defined data pools. This has multiple implications. 

First, healthcare organizations need to invest resources in improving the integrity of their 

existing data pools (and this should go beyond patient matching). Second, everyone who touches 

and uses health data should be educated and/or trained in managing health data with integrity 

during all stages, including acquisition, extraction, cleaning, integration, and aggregation. Third, 

any tools that are used for automated data collection should be carefully evaluated at the 

beginning and monitored throughout to assure the data integrity is intact.  

 

Health data literacy came up as an important aspect of BD/BDA challenges. Lack of skilled staff 

was pointed out early on and continues to come up in research as the need for upskilling of the 

workforce is ongoing.40,41,42,43 There is an opportunity for health information professionals to 

contribute in the process of elevating health data literacy among healthcare professionals, as well 

as non-healthcare professionals who work with health data. This will also contribute positively in 

trust building and collaboration efforts mentioned above.  

 

Closely related to health data literacy is another important finding, the potential to improve data 

governance programs. Data governance is one of the most important domains for health 

information professionals. As organizations use their home-grown BD or acquire BD from other 

organizations, it is imperative to accompany such activities with data dictionaries and relevant 

terminologies. Other data governance aspects are data lifecycle, data architecture, metadata, data 



quality, and security, all of which present opportunities for health information professionals’ 

leadership and sharing of expertise.44  

 

Findings show great efforts in addressing population health issues and health equity, along with 

the need for more complete and accurate social determinants of health data. AHIMA has already 

recognized this opportunity and is leading the way in creating relevant standards and identifying 

specific training needs for healthcare workers.45  

 

In addition to the significance for further research or potential work areas for health information 

professionals, findings from this study may be useful for educational purposes. Current literature 

and textbooks used in health information, healthcare management, and healthcare services 

provide general overviews, discuss the importance and potential of BD and BDA, as well as 

specific tools used successfully in particular settings.1, 37, 46 Knowledge about BD and BDA 

operational and technical aspects is usually part of information technology programs and is 

currently lacking in the space of health information and other healthcare studies. As per findings, 

IT professionals are working very closely with health information professionals, clinicians, and 

administration, but they currently experience barriers in communication, i.e., they do not fully 

understand each other’s language. It is imperative to bridge this gap and improve data literacy 

among all clinical and non-clinical participants in healthcare who touch health data or make 

decisions related to BD/BDA. Details of this study contribute to such a body of knowledge.  

 

Limitations 

 

This study focused on better understanding of BD and BDA operations and practices in 

healthcare. The open-ended structured interview protocol enabled collection of rich answers 

filled with details and examples. It also allowed for greater comparability of responses and 

getting a complete data set for each question or subtopic.30 The questions asked required mostly 

facts and objective information that reflected the interviewee’s knowledge and experiences, 

which are recent (since BD and BDA are a recent reality in healthcare). This is a strength as 

findings rely less on perceptions or subjective data. Findings from this study may also serve as 

stimulation for new research pertaining to BD and BDA. As with most qualitative studies, 

findings are not highly generalizable; however, there are opportunities for similar research by 

expanding the interviewee pool and the types of organizations they represent. While details 

shared are mostly related to the interviewee’s recent roles with BD and BDA, it is possible that 

there may have been errors of memory and/or judgment. Certain details may not have come up, 

which creates a less than full picture of BD and BDA reality. Additionally, the authors recognize 

the fast-paced technological environment and growth of AI tools between 2023 and 2024 (which 

is after the interviews were conducted). Such progress has yet to be realized in all settings of the 

healthcare industry, and the findings from the study are still relevant as pointed out in the 

discussions section.  

 

Conclusions 

 

This study provides greater insight into how BD and BDA are being managed and used in 

various healthcare organizations as well as by vendors servicing healthcare providers. Given the 

very complex and diverse healthcare landscape in the US, our attempt was not to obtain a full 



picture of such reality but to better recognizing some of the BD/BDA realities. Such knowledge, 

details, and examples help all who work with health data to better understand their role and 

potential contribution to the management and use of BD. They also contribute to greater 

effectiveness and efficiency in processing and using BD and BDA meaningfully, in today’s 

digital healthcare environment. Lastly, some of the findings validate the work and role of health 

information professionals when it comes to BD and BDA in healthcare.  
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A Process of User-Centered Design to Create a Social Determinants of Health Data 

Platform 

By Danequa Forrest, Jeremy Pyne, Laura McKieran, Cristina E. Martinez 

Summary: A model of user-centered design, including community input, is tested to increase the 

accessibility and use of health and social determinants of health data. 

Abstract 

Bexar Data Dive, an online data platform, was created to increase accessibility and use of health 

and social determinants of health data, such as education, economic barriers to healthcare, and 

hospitalization rates, to decrease racial/ethnic health disparities throughout Bexar County. A 

model of user-centered design helped us incorporate community input into the platform. We 

conducted four interviews and five focus groups to gather information on how people use data — 

specifically beginner and intermediate-level data users from various educational, governmental, 

and nonprofit organizations. Then, we launched a community survey to assess specific data 

needs. Lastly, once the alpha version of Bexar Data Dive was ready, we conducted user testing 

sessions to measure usability, identify bugs, and gather final feedback before launch. Our 

findings included many recommendations for incorporating user-centered design in health data 

management. Participants wanted a health data tool that was easy to use, had the indicators they 

commonly need, and would provide visualizations for presentations, grants, and other projects. 

Keywords: user-centered design (UCD) methodology, health data, platform, SDOH, social 

determinants of health (SDOH), qualitative 

Introduction 

Bexar Data Dive is a health data platform created by Community Information Now (CINow), a 

data nonprofit in Bexar County (San Antonio), Texas. The user-centered design (UCD) process 

helped CINow build a platform that allows users to access the same integrated social 

determinants of health (SDOH) and health data in multiple ways, depending on how detailed 

they would like the data. Our goal was for beginner and intermediate data users to use our 

platform and visualize their communities, create maps, charts, and graphs, and get quick 

statistics for their projects and work — be it grant writing, social work, community outreach, or 

other community-centered projects.  

Background 

Through our work with educational institutions, government agencies, health organizations, 

community workers, and other nonprofits, CINow has heard the need for more accessible and 

easy-to-use health and SDOH data. We have also felt this need ourselves, particularly with regard 

to having data disaggregated by multiple demographics, like age, race/ethnicity, and sex, and 

nested geographies. Many of the organizations we provide data to regularly check the SDOH 

conditions of the communities they work in, guide them in disbursing assistance and aid, and 

assist in completing both small and large projects that benefit those communities. We set out to 

create Bexar Data Dive to help local people and organizations in Bexar County have an easier 

way to analyze, visualize, and disseminate data to continue helping their communities decrease 



   
 

racial/ethnic health barriers. We employed a UCD approach to incorporate community feedback 

in an iterative and ongoing process through every step of creating Bexar Data Dive. 

UCD is a design process of continual improvement that takes into consideration the needs of 

those who would be using the product or service. The UCD process CINow used to create the 

data platform Bexar Data Dive involved qualitative methods to gather input from data users, to 

take into account what they would need from a data platform. Qualitative analysis in UCD 

provides detailed information on how to best serve the target audience and has been used and 

advocated for within many types of health research.1 Focus groups were used to gather rich 

qualitative data on how data users would prefer for a data platform to function and what content 

it would contain. While CINow conducted focus groups and interviews through Zoom, research 

has found virtual focus groups and interviews generate the same amount of unique ideas as in-

person.2 The UCD process has been shown to be beneficial in creating technology-enabled 

services,3 and this process is novel in applying the process to building a health data platform. 

 

Methods and Materials 

CINow developed and deployed a UCD process to understand requirements and features desired 

by beginner and intermediate-level data users, who were defined as people in grassroots 

organizations, churches, small nonprofits, small government agencies, and students. The 

approach and instruments were designed with technical assistance from the UCD-experienced 

Data Driven Detroit, one of CINow’s peer organizations in the National Neighborhood Indicators 

Partnership (NNIP). The UCD process included interviews, focus groups, qualitative analysis, 

user stories for the web developer, a community survey, wireframes and web development, and 

user testing, all within the span of a year. IRB approval was not needed, as the information we 

were gathering was solely to inform the data platform’s development. All materials used during 

the UCD process can be found in Appendices A-C, and are also described below. 

Interviews and Focus Groups 

To create the interview questions, we researched other community surveys on data needs, such as 

those put out by three other NNIP partners: SAVI (a program at the Polis Center at Indiana 

University-Purdue University Indianapolis), DataHaven (a data nonprofit in Connecticut), and 

MORPC (Mid-Ohio Regional Planning Commission). Some question topics included 

participants’ organizations, roles, commonly used datasets, problems they were trying to solve 

using data, preferred features in a data tool, and preferred ways of receiving data training. You 

can view the interview and focus group guides in Appendix A.  

Recruitment for the interviews and focus groups involved assistance from our partners on the 

project, as well as our prior connections to data users and students at the UTHealth Houston 

School of Public Health in San Antonio, Texas. Our project partners included The Health 

Collaborative, C3 Health Information Exchange, COSA Metro Health, and COSA Information 

Technology Services Department. 

We conducted four interviews (two beginner-level data users and two intermediate-level data 

users). The interviews helped us refine the questions for the focus groups, which we held in 

January 2022, and the two advanced-user interviews, which occurred in early February 2022. 



   
 

The focus groups had similar questions to the interviews, with a few minor edits for clarity. We 

held five focus groups of three to four people each (mixed beginner and intermediate-level data 

users). All interviews and focus groups were held through Zoom, and CINow used a function on 

Zoom to save video, audio, and transcriptions of the participants. The interview and focus group 

guides in Appendix A also show the project information we provided to participants about how 

their information would be used and stored responsibly. 

Qualitative Analysis and User Stories 

Qualitative analysis of the interviews and focus groups was performed by synthesizing 

participants’ answers to the questions. We began with open coding of general themes that 

emerged, then axial coding to reveal over-arching and sub-categories from the themes, and lastly, 

selective coding to gather the final themes that represented most of the participants’ thoughts. 

Word was the only program used, and it was more helpful to write up results in “list” format 

with bullet points, explanations, and quotes, rather than a traditional qualitative narrative. This 

made it easier to translate themes into user stories for the web developer. 

From the thematic analysis, we created user stories, which are a common part in UCD, to 

translate the participants’ desires into a standardized format for the web developer. The user 

stories do not include how the functionality would be accomplished. That part of the process is 

saved for the web developer, who has training in implementing end-users’ wants into an intuitive 

design. With these user stories, the contracted web developer, The Johnson Center for 

Philanthropy at Grand Valley State University, was able to draft the wireframes of Bexar Data 

Dive. 

Community Survey 

Next, we created a community survey in Qualtrics to supplement the information we learned 

from the interviews and focus groups. The answer choices on the community survey were 

populated from the themes in the qualitative analysis. This allowed us to get input from more 

people and narrow down what was most important to data users. For example, during the focus 

groups and interviews, we asked people about the datasets and indicators they used. And when 

we emailed the community survey, we provided lists of those same indicators and datasets and 

asked additional people which ones they would like to access. While the community survey was 

created to be more closed ended than the focus groups and interviews, we still allowed people a 

way to write in their answers if they had more say. We may release more community surveys in 

the future to gauge data users’ reviews of Bexar Data Dive. The questions from the community 

survey are in Appendix B. 

User Testing 

CINow conducted user testing in Fall 2022, drawing participants from those who joined us for 

interviews and focus groups previously. This was conducted through Zoom and involved a short 

demo of the alpha testing version of Bexar Data Dive, engaging users in a group discussion 

about how they would find data on the platform and gathering input on how to improve 

functionality before the beta launch of Bexar Data Dive in October 2022. We held three sessions 

of three to five people each. The user testing guide can be found in Appendix C. 

Findings 



   
 

Interviews, Focus Groups, and Community Survey Results  

We expected most of our users to be beginner and intermediate level data users. Based on the 

interviews and focus groups, many of the users work in the public sector — connected to 

nonprofits, universities, or public organizations — and are generally acquainted with data, 

though they do not consider themselves experts. Their main focuses are accessibility and ease-of-

use, as their greatest obstacles include data being too difficult to find or too complicated to use. 

 

Difficulties Encountered with Data 

The most common difficulties people had with data were related to two obstacles: 

▪ Finding Data — It was difficult for people to find data for a few reasons. For some, it 

required too much time to find data because they had to comb through so much of it from 

multiple data sources. Then, by the time they found what they needed, it would be 

incomplete or not disaggregated by race/ethnicity, age, other demographics and not at the 

geographic level they needed. 

▪ Using Data — Once people found the data they needed, the second difficulty they had 

was using the data. This could be because they did not understand the data and would like 

more training on data literacy. Or, for other participants, this was because they had 

trouble formatting the data properly (for one user, they had difficulty formatting 

longitudinal data). 

 

Data Training 

The desire for data training aligned with the difficulties encountered with data. Participants 

specifically wanted training on how to: 

▪ Find data and get community level information;  

▪ Understand and create visuals/infographics, such as bar charts, pie graphs, and tables in 

multiple programs (including Excel and Google Slides); 

▪ Learn data literacy and data best practices (such as when should databases be updated 

with data, how to run queries and capture multiple demographics, and how to understand 

technical data language); and 

▪ Present data. 

 

Tool Design 

Participants had great ideas about their dream data tool. They described specific features they 

would like to experience: 

“If we were able to run our own queries and also have it translate into 

visualizations that would be really helpful and amazing.”   

Participant 1 

“Something that can be more user-friendly and flexible.” –  

Participant 2. They go on to say how they know people who would like to be able 



   
 

to manipulate the data in the platform, but also download it and manipulate it 

themselves. 

There were also users who had a very descriptive idea of how a tool could be useful to them: 

“For me, the perfect tool would be like if we were looking at a map of San 

Antonio and then it goes to the street level. It would be so cool if you could take 

that map and put whatever it is that you want to look at. You click on it and put a 

person there, and it pops up with all the information. On the side, there are little 

tabs or little checkboxes, and you could say ‘I’m looking for poverty level, 

race/ethnicity’… And then I could do layers and say this is what their income 

looks like. And then, you could print it out, and in that print-out it’s an 

infographic. That would be great. Like mind-blown right there.” 

Participant 4  

Participant 3 agreed and added on to this by saying it would be cool for students 

to be able to use an “explore your neighborhood, explore your city” type of 

feature – especially because they have found that students love dropping the little 

Google Maps guy down to “walk” around their neighborhoods.  

Additionally, several participants mentioned wanting a data tool that: 

▪ Is accessible to different types of users (multiple languages, color-blind mode) 

▪ Provides examples of how the data could be used, or how other people had used the data 

before 

▪ Is similar to other familiar data platforms without being redundant 

▪ Has training on how to use the tool. Most people preferred live training/live virtual 

training, video tutorials, or written manuals in that order 

▪ Has good documentation on the data (field names, etc.) 

▪ Has the capability to see indicators interact on maps 

 

A very useful recommendation we received from an advanced user (Participant 5) was to focus 

on a few datasets that were easy to maintain and update, and a few indicators that people usually 

have difficulty obtaining. This way, the tool is manageable for a small staff while also not being 

redundant to other tools that offer common indicators. 

 

As for visualizations and outputs, participants wanted a diverse array of options. Some included 

trend lines (for different numbers of years), charts, bar graphs, pie charts, and heat maps to show 

density — all disaggregated by demographics, such as race and age, where possible. It was of 

particular interest for these visualizations to be presented in fact sheets, data sheets, and 

infographics. Participants wanted a way to easily print out information and disperse it to clients, 

co-workers, peers, or themselves for reference. 

 

Datasets and Indicators  

 

Some of the most common datasets discussed were: 

▪ Census Bureau’s American Community Survey (ACS)  

▪ Centers for Disease Control and Prevention (CDC) 



   
 

▪ County Health Rankings 

▪ City of San Antonio (COSA) data 

▪ San Antonio Metro Health data 

The most prevalent indicators needed by participants were: 

▪ Demographics (age, race, sex, income, education, marital status) 

▪ Food insecurity 

▪ Transportation 

▪ Health insurance rates 

▪ Vaccination rates (COVID-19 and other vaccines) 

▪ COVID-19 rates 

▪ Housing 

▪ Business ownership 

The community survey launched shortly after the interviews and focus groups, and it received 31 

responses. Primarily, it helped us decide the order we would launch indicators, geographies, and 

functionalities, based on how participants ranked them. Some items were prioritized for phase 

one of the site’s beta launch, and some items were delayed for a future iteration. High priority 

items included Spanish translation of the site, demographic indicators, SDOH indicators, census 

data, and the ability to compare by certain demographics (such as race and age). 

 

User Stories Results 

From the qualitative thematic analysis of interviews and focus groups, we created user stories for 

the web developer. The three parts of a standard user story are:  

1) Who wants it?  

2) What do they want?  

3) Why do they want it?  

Below are the most prevalent user stories we derived from the thematic analysis:  

As an entry-level user I want the data I retrieve turned into maps and charts so that I don’t 

have to visualize the data myself. 

As an advanced user I want to be able to download the data and metadata so that I can do my 

own calculations. 

As a community health worker I want current COVID-19 vaccination rates by neighborhood so 

that I know where to target our outreach. 

As a data user I want the tool to be in Spanish so that I can access the data in the language I’m 

most comfortable speaking. 

As a grant writer I want quick and easy access to data and statistics so that I don’t have to 

spend much time looking for the numbers I need. 

As a data user I want to be able to click checkboxes of multiple indicators on a map so that I 

can view multiple indicators (like race/ethnicity and income) at once. 



   
 

As an instructor who uses data I want an “explore your neighborhood” feature so that students 

can engage with data on a personal level. 

The web developer then took the user stories and planned out how to implement the data users’ 

wants in an intuitive way. Some functionalities included were the ability to download the data in 

csv format, trend charts, an interactive map to select geographies, and a page to quickly explore 

the data in fact sheet form. Some user stories did not translate well to the wireframes process for 

various reasons. For example, “As a data user, I want to be able to click checkboxes of multiple 

indicators on a map so that I can view multiple indicators (like race/ethnicity and income) at 

once” was not incorporated into the wireframes because implementing this type of functionality 

is difficult and complicated for users to interpret on a map.  

 

User Testing Results 

Lastly, user testing provided CINow with feedback on the functionality and ease-of-use of the 

tool. Participants helped us find bugs in the site, make the functionalities more visible and 

intuitive, and affirm the usefulness of the platform. Some of the changes implemented as a result 

of user testing included: Adding an on/off toggle for viewing labels, moving the filter box to be 

more viewable, and having the selected indicator be more prominent while applying filters. 

 

Discussion and Conclusion 

Bexar Data Dive, a health data platform, was created and launched in 2022 through a UCD 

process which included interviews, focus groups, qualitative analysis, a community survey, user 

stories, web development, and user testing. This process was valuable in building a data tool that 

addressed certain needs of users, including availability of data, access to meaningful 

geographies, and the ability to quickly pull local stats for grant work, policy writing, health 

assessments, and other data needs.  

While we succeeded in gathering community input on how to build a useful data platform, our 

greatest obstacle was recruitment, particularly of beginner-level data users. Additionally, not all 

user stories were able to be translated into the tool, due to limitations of the project. Future 

projects with similar goals would benefit from establishing fresh connections in the community 

beforehand so that they can easily contact their target audience.  

UCD is a beneficial model for creating health data platforms, particularly the way it was used to 

create Bexar Data Dive. The iterative process of engaging data users and gathering their 

feedback in a systematic way resulted in a fully realized health data platform. While UCD is 

typically implemented by user experience (UX) designers and product managers, this methods 

research is novel in showing it can be beneficial in creating online tools for public health data 

users. Additionally, our methods have produced specific materials (Appendices A-C) which can 

be referenced and replicated by others who manage public health data to incorporate UCD in 

gathering community input. Future expectations include seeing a decrease in local health 

disparities, as public health data users have easier accessibility of health data to use in grant 

writing, policy recommendations, patient care, and other concerted efforts to improve 

community health conditions. We recommend establishing your audience and building 

connection early in the process, so that outreach for focus groups, interviews, and user testing is 



   
 

more targeted, personable, and beneficial to the research and data users. This will also help with 

engagement after the data tool is complete, to ask about their experiences since its launch and 

evaluate efficacy. 
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Appendix A 

Interview and Focus Group Guides 

 

CINow Data Use Interview (Zoom) 

Location:  _Zoom________________ 

Date:  _________________________ 

Facilitator:  ___________________________________ 

Note taker(s)/Recorder(s): ___________________________________________ 

Participant: _______________________________________________________ 

 

[Make other facilitator a co-host] 

[To get the transcribed closed captions: 1) Make sure on Zoom.us>settings>meeting that the 

options “closed captions” and “save captions” are enabled. 2) During the meeting, enable “live 

transcription” and disable “live captions” so that you don’t see the subtitles at the bottom of the 

screen. 3) Make sure you record to cloud. Once the meeting is over, the transcribed captions will 

be sent to the Zoom cloud.] 

 

Introduction:   

Hello, and thank you for speaking with us today.  I am ___________________________.  I will 

be facilitating today’s interview.  This is _________________________ (facilitator introduces 

themselves).  They will be taking notes. 

 

Before we begin, if we have any connection issues, we can reconnect through email. (provide 

email information if they don’t already have it). Also, if you would like turn on or off subtitle 

settings, you can do so at the bottom of the screen by clicking Live Transcript. 

 

To start I would like to tell you about CINow and the Office of Minority Health project. CINow 

is a nonprofit organization housed at UT Health Science Center Houston School of Public Health 

in San Antonio. We help the community by opening up access to information that helps assess 

community conditions, we help people better understand data and how to use it, and help to 

define results of that information. 



   
 

 

The OMH project is to create an accessible online tool that will strengthen local efforts to reduce 

health disparities through use of local data. This will allow the San Antonio community to have 

greater capacity to use information to make changes in our community to address health 

disparities among racial and ethnic minority populations.  

 

The purpose of this interview is to examine if and how you use data. We specifically would like 

to know how data can help you in your work and what we can do to make data more accessible 

to you. Findings from this interview will help build a tool that people, like you, can use to find 

data, and if you would like to track our progress with making this tool, you can view our monthly 

updates on CINow.info or email us. 

 

Today’s interview will last about thirty minutes to an hour. During the conversation, we want to 

get your reaction to some questions about your experience with data. We’re here to listen and 

learn.  

 

Do you have any questions about the information shared so far? 

 

If it’s okay with you, we will start recording the session so that we have the audio transcript. This 

will only be used internally.  

[Start recording session, make sure to click “Record to Cloud” to get the transcription] 

 

Note: Add question to Zoom in the chat as they’re being asked. 

 

Okay, let’s begin. 

 

1. What community or organization do you represent? 

 

 

 

2. What is your role in the community or in your organization? 

 

 

 



   
 

3. What problem(s)/issue(s) are you, your community, or your organization trying to solve? 

a. What kind of questions do you try to answer? 

 

 

 

4. How do you use data in your daily work? 

 

 

 

 

 

5. What tools do you use to capture, understand, or analyze data? 

 

 

 

6. What datasets do you commonly use? Can also ask: What sources do you usually get 

your data from? 

 

 

 

7. What difficulties do you encounter when looking for or using data? 

 

 

 

8. What are your data goals, that is, what information do you want from the data or wish 

you could get from data? 

a. What data do you hope to have for current or future work, like your dream 

dataset? 

 

 

 

9. If you needed a data tool/platform, what would you imagine an ideal data tool to look like 

to be useful for you, your role in your organization, and your organization? 

a. What indicators does your ideal data tool have? 

b. What output would you like to get from this tool, e.g., trend line, bar charts, 

tables, maps, etc.? 

c. What technical support do you think you might need for the data tool you just 

described? 



   
 

 

 

 

10. Are there any data skills you would like to improve? 

a. What kind of skills would you like develop or improve? 

 

 

 

11. What format works best for you to learn a new tool? 

a. Videos, in-person trainings, manuals? 

 

 

 

 

12. Lastly, would you be available for questions or user testing in January, February, April, 

or July of next year? 

a. How much advance notice would you like before a session? 

 

 

 

That was the last question. Thank you very much for your input today. Are there any last 

comments that anyone would like to make?   

 

 

 

[Stop recording. The audio transcript should get sent to your Zoom Cloud Recordings online] 

 

 

 

 

 

 

 



   
 

 

 

CINow Data Use Focus Group Guide (Zoom) 

 

Location:  Zoom_______________________________ 

Date:  _________________________ 

Facilitator: ___________________________________ 

Note taker(s)/Recorder(s): ______________________ 

Participant: ______________ 

 

[Make other facilitator a co-host] 

[To get the transcribed closed captions: 1) Make sure on Zoom.us>settings>meeting that the 

options “closed captions” and “save captions” are enabled. 2) During the meeting, enable “auto 

live transcription” and disable “live captions” so that you don’t see the subtitles at the bottom of 

the screen. 3) Make sure you record to cloud. Once the meeting is over, the transcribed captions 

will be sent to the Zoom cloud.] 

 

Introduction:   

Hello, and thank you for speaking with us today.  I am ___________________________.  I will 

be facilitating today’s interview.  This is _________________________ (facilitator introduces 

themselves).  They will be taking notes. 

 

Before we begin, if we have any connection issues, we can reconnect through email. (Provide 

email information if they don’t already have it). Also, if you would like turn on or off subtitle 

settings, you can do so at the bottom of the screen by clicking Live Transcript. 

 

I would like to review the Zoom etiquette for this focus group.  Conducting focus groups 

virtually does occur in many fields of practice. However, it does present unique challenges that 

in person focus groups do not have. Let’s review some Zoom best practices: 

Zoom Guidelines 

• It is preferable for you to be on camera. 

• You should not be driving while on Zoom. If in a car, the car should be stopped and 

safely parked. 



   
 

• If you are not speaking, please make sure to keep your microphone muted so that it does 

not interfere with everyone’s audio and does not create additional noise distractions 

during the focus group. 

• Please, no screen shots or photos taken during the focus group. 

• If choosing to use the Chat feature, be mindful that these messages can be saved 

automatically and shared. 

• If something unexpected happens, turn off your camera and remain muted until you can 

resolve it. 

 

To start I would like to tell you about CINow and the Office of Minority Health project. CINow 

is a nonprofit organization housed at UT Health Science Center Houston School of Public Health 

in San Antonio. We help the community by opening up access to information that helps assess 

community conditions, we help people better understand data and how to use it, and help to 

define results of that information. 

 

The OMH project is to create an accessible online tool that will strengthen local efforts to reduce 

health disparities through use of local data. This will allow the San Antonio community to have 

greater capacity to use information to make changes in our community to address health 

disparities among racial and ethnic minority populations.  

 

The purpose of this focus group is to examine if and how you use data. We specifically would 

like to know how data can help you in your work and what we can do to make data more 

accessible to you. Findings from this interview will help build a tool that people, like you, can 

use to find data, and if you would like to track our progress with making this tool, you can view 

our monthly updates on CINow.info or email us. 

 

Today’s focus group will last about an hour. During the conversation, we want to get your 

reaction to some questions about your experience with data. We’re here to listen and learn.  

 

Some general guidelines for today’s session are: 

1) Have a “kitchen table” conversation.  You can bounce ideas off of one another, and I will 

try to make sure I hear from everyone for each question. 

2) There are no “right answers.”  Draw on your own experiences, views and beliefs — you 

do not need to be an expert. 

3) It’s okay to have the same or similar answers to different questions, or even if you would 

like to skip a question altogether. 

4) If at any point you forget what the question was, you can ask me to repeat it, or check the 

chat where my colleague is placing the questions. 

5) Have Fun!! 



   
 

 

Do you have any questions about the information shared so far? 

 

If it’s okay with you, we will start recording the session so that we have the audio transcript. This 

will only be used internally.  

[Start recording session, make sure to click “Record to Cloud” to get the transcription] 

 

Note: Add question to Zoom in the chat as they’re being asked. 

 

Okay, let’s begin. 

 

 

 

13. Ask Individually: What community or organization do you represent? 

a. What is your role in the community or in your organization? 

 

 

 

14. Ask Group: What problem(s)/issue(s) are you, your community, or your organization 

trying to solve? 

a. What kind of questions do you try to answer? 

b. How do you usually find information? 

c. Do you have a preferred way of finding this information? 

d. What information would be useful to help work towards solutions and goals? 

 

 

 

15. Ask Individually: How do you use data in your daily work? 

a. What tools do you use to capture, understand, or analyze data? 

 

 



   
 

 

16. Ask Group: What datasets do you commonly use? Can also ask: What sources do you 

usually get your data from? 

a. What levels of geography would be helpful to you in your work? (Example: zip 

codes, census tracts, neighborhood level, county, state, etc) 

i. Do you have trouble when using zip code level data? 

 

 

 

17. Ask Individually: What difficulties do you encounter when looking for or using data? 

 

 

 

18. Ask Group: What are your data goals, that is, what information do you want from the 

data or wish you could get from data? 

a. What data do you hope to have for current or future work, like your dream 

dataset? 

 

 

 

19. Ask Group: If you needed a data tool/platform, what would you imagine an ideal data 

tool to look like to be useful for you, your role in your organization, and your 

organization? 

a. **Optional Question**:What indicators does your ideal data tool have? 

b. What output would you like to get from this tool, e.g., trend line, bar charts, 

tables, maps, etc.? 

c. What technical support do you think you might need for the data tool you just 

described? 

 

20. Ask Individually: Are there any data skills you would like to improve? 

a. What kind of skills would you like develop or improve? 

 

 

 

21. Ask Group: What format works best for you to learn a new tool? 

a. Videos, in-person trainings, manuals, live virtual trainings? 

 



   
 

 

 

22. Ask Individually: Lastly, would you be available for user testing in July? 

a. How much advance notice would you like before a session? 

 

 

 

That was the last question. Thank you very much for your input today.  

 

Ask Group: Are there any last comments that anyone would like to make?   

 

 

 

[Stop recording. The audio transcript should get sent to your Zoom Cloud Recordings online] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



   
 

 

 

 

Appendix B 

Community Survey (Administered Through Qualtrics) 

Contact 

1. Name (write-in option) 

2. Email (write-in option) 

3. What organization do you work for, and what is your role? (write-in option) 

Demographics 

4. Race/Ethnicity (Select all that apply): 

a. American Indian or Alaska Native 

b. Asian 

c. Black or African American 

d. Hispanic or Latino 

e. Native Hawaiian or Other Pacific Islander 

f. Two or More Races 

g. White 

h. Other 

5. Age 

a. Under 18 

b. 18-24 

c. 25-34 

d. 35-44 

e. 45-54 

f. 55-64 

g. 65+ 

 

Familiarity with Data 

6. Did you know about Community Information Now before we contacted you? 

a. Yes 

b. No 

c. Other (please specify) 

7. Which, if any, of CINow’s data tools have you used? 

a. None 

b. Viz-a-lyzer. 

c. Somos Neighbors. 

d. ACS Sidekick. 

e. Data Explorer. 

f. COVID-19 Scatterplot. 



   
 

8. Choose the response you most closely identify with: 

a. I do not use data or know how to find it. 

b. I’m aware of data and use data occasionally. 

c. I use data regularly and am aware of a few data sources. 

I am very familiar with data, how to find it, how to analyze it, and how to 

interpret it. 

 

Data Tool Preferences. The following questions are about what you would prefer from a data 

tool. 

9. What indicators/variables would you like to see in a data tool? (select all that apply) 

a. Basic Demographics (race/ethnicity, age, sex, population counts, etc.) 

b. Income 

c. Food Insecurity/Food Deserts 

d. Transportation 

e. Housing/Food/Social Assistance 

f. Crime Rates 

g. Voter Registration and Turnout 

h. Births/Prenatal Care/Birthweight 

i. Educational Attainment 

j. Child Abuse Prevalence 

k. Sexual Assault Prevalence 

l. Uninsured Rates 

m. Poverty Rates 

n. Qualified for Chip/Medicaid 

o. Cancer Incidence Rates 

p. COVID-19 Rates 

q. COVID-19 Vaccination Rates 

r. Disease Prevalence 

s. Other (please specify) 

10. What data sources would you like included in the tool? (select all that apply) 

a. Census/American Community Survey 

b. U.S. Bureau of Labor Statistics 

c. Feeding Texas 

d. Local Area Unemployment Statistics (LAUS) 

e. Community Health Needs Assessment (CHNA) 

f. Behavioral Risk Factor Surveillance System (BRFSS) 

g. Texas Health and Human Services 

h. CDC Wonder 

i. Every Texan 

j. San Antonio Metro Health 

k. County Health Rankings 

11. What geographies would you like to see in a data tool? (select all that apply) 

a. National 

b. State 

c. County 



   
 

d. City 

e. MSAa 

f. Zip Codes 

g. Census Tracts 

h. Neighborhood 

i. City Council Districts 

j. County Precincts 

k. School Districts 

l. Other (Please specify) 

12. What visualizations would you like to see in a data tool? (select all that apply) 

a. Maps 

b. Data Tables 

c. Trend Line Graphs 

d. Comparison Bar Charts (Geography) 

e. Comparison Bar Charts (Race/Ethnicity) 

f. Comparison Bar Charts (Age) 

g. Other (please specify) 

13. What sort of training would you like for this data tool? (select all that apply) 

a. None 

b. Live Workshops 

c. Virtual Workshops 

d. Video Tutorials 

e. Written Manuals 

f. Other (please specify) 

14. What do you use data for? (select all that apply) 

a. Grant Writing 

b. Program Planning 

c. Budgeting 

d. Other (please specify): 

15. On a scale of 1 to 5, where 1 is “not at all” and 5 is “very much”, how much do you 

trust the data you have access to? 

a. 1 

b. 2 

c. 3 

d. 4 

e. 5 

16. How do you usually get updates about data? 

a. Email/Newsletters 

b. Social Media 

c. Print 

d. Other (please specify): 

17. Is there anything else you would like to add about what you would like to have in a 

data tool? (write-in option) 

 



   
 

Thank you for taking our survey! For data resources or to keep up with our progress 

creating this data tool, visit us at cinow.info. You can sign up for our newsletter here. 

 

 

Appendix C 

User Testing Guide 

Note: PowerPoint presentation has been converted to text below. 

Community Information Now: Bexar Data Dive User Testing 

Introduction 

CINow is a nonprofit housed in the School of Public Health. Our mission is improved lives 

through democratized data. CINow provides data, tools, analysis, and training to inform 

decisions and improve Texas communities. We find, collect, link and analyze, and visually 

display the data that our neighbors need to improve neighborhood and regional conditions. We 

serve Bexar County and 11 surrounding counties in South-Central Texas. 

 

The Office of Minority Health awarded us a grant to design and implement a data platform 

which will give users access to health and SDOH data. The long-term goal is to reduce health 

disparities by providing organizations, nonprofits, government entities, and businesses with an 

easy way to access health information and use it to inform decisions and policy. We have also 

created a new geographic measure, which we are calling Statistically Small Areas, to help 

visualize indicators and health disparities across meaningful regions across Bexar County. 

 

We began this project almost a year ago. Early in the process, we conducted interviews and focus 

groups to get input from people about what they would want in a data platform. This allowed us 

to create user stories based on people’s roles and needs. An example of one of our user stories 

was “As a community health worker I want current COVID-19 vaccination rates by 

neighborhood so that I know where to target our outreach.” This was something we heard from 

the interviews and focus groups, along with the desire for maps and charts that can change 

colors, access to multiple indicators as once (such as insurance coverage rates by race/ethnicity), 

and an easy-to-use interface. We implemented as many of them as we could, within our 

restraints, and we will be uploading more data to it soon. 

The general purpose of Bexar Data Dive is to offer data users access to multiple indicators and 

data sources in one place. We have designed it to be useful to beginner, intermediate, and 

advanced data users – and we hope that we can improve the health outcomes of Bexar County, 

especially those in marginalized populations. 

 

User Testing 



   
 

  Expectations for the session 

• We want your honest feedback (don’t worry, you won’t hurt our feelings) 

• Currently, our focus is on the functionality of the platform, not the design or data 

 

Demo 

(Provide brief demo of Bexar Data Dive) 

 

Explore Bexar Data Dive 

Take 5 minutes to explore the platform on your own: https://dive.cinow.info  

(Use this as a chance to note any questions they have as they explore) 

 

Activity 1 

https://dive.cinow.info  

  Please navigate to the My Community tool 

  Try to answer the following questions on your own: 

• In SSA 34, what percentage of the population is between 5-17 years of 

age? 

• How does that compare to Bexar County as a whole? 

  (Answers: In SSA 34, what percentage of the population is between 5-17 years of age? 

19.3% 

  How does that compare to Bexar County as a whole? 18.5%) 

 

Activity 1 Continued 

  We need a volunteer to share their screen 

  Please navigate to the My Community tool 

  Please walk us through how you tried to answer the questions by narrating your 

experiences and expectations. 

• In SSA 34, what percentage of the population is between 5-17 years of 

age? 

• How does that compare to Bexar County as a whole? 

  Everyone can chime in with feedback  



   
 

  (Answers: In SSA 34, what percentage of the population is between 5-17 years of age? 

19.3% 

  How does that compare to Bexar County as a whole? 18.5% 

  Take notes on the following: 

  What did the user tester do or try to do? 

  Ex: (Capture method: Searched “hiking” or display pathway Clicked “Activities > 

Outdoor > Hiking”) 

  What were they expecting? 

  Ex: (Have testers narrate their experience and ask them what they were expecting) 

  What actually happened? Did it meet expectations? 

  Ex: (Take notes about what actually happened “Clicked on Start button but nothing 

loaded” or “She searched for “hiking 60601” and relevant results showed up 

immediately”) 

  Did the tester successfully complete the task? (first time, second?) 

  Ex: (Tester first tried to click “Hiking,” but couldn’t find results. Tried using search 

second time… and thought the results were correct. Never saw the proper result)  

  How could their experience be improved? 

  Ex: (Capture ideas and suggestions - it can be process oriented or design… Anything!)) 

   

Activity 2 

  https://dive.cinow.info  

  Please navigate to the Explore Data tool 

  Try to answer the following questions on your own: 

• Choose the indicator “18 – 34” 

• What percentage of Hispanic or Latino females are 

ages 18 to 34 in zip code 78244? 

• How has that percentage changed between 2015 and 

2020?  

• How does this compare to Asian females?  

  (Answers: What percentage of Hispanic or Latino females are ages 18 to 34 in zip code 

78244? 27.6% 

  How has that changed between 2015 and 2020? In 2015, it was 23.8%, so it has 

increased. Hint: Navigate to Trend Chart, or toggle the year filter. 

  How does this compare to Asian females? It’s 15.9% for Asian females. Hint: Navigate 

to Comparison Chart and compare by race -> Asian) 

 

Activity 2 Continued 



   
 

  We need another volunteer to share their screen 

  Please navigate to the Explore Data tool 

  Please walk us through how you tried to answer the questions by narrating your 

experiences and expectations. 

• Choose the indicator “18 – 34” 

• What percentage of Hispanic or Latino females are ages 18 to 34 in 

zip code 78244? 

• How has that percentage changed between 2015 and 2020?  

• How does this compare to Asian females?  

  Everyone can chime in with feedback 

   

(Answers: What percentage of Hispanic or Latino females are ages 18 to 34 in zip code 78244? 

27.6% 

How has that changed between 2015 and 2020? In 2015, it was 23.8%, so it has increased. Hint: 

Navigate to Trend Chart, or toggle the year filter. 

How does this compare to Asian females? It’s 15.9% for Asian females. Hint: Navigate to 

Comparison Chart and compare by race -> Asian 

Take notes on the following: 

 

What did the user tester do or try to do? 

Ex: (Capture method: Searched “hiking” or display pathway Clicked “Activities > Outdoor > 

Hiking”) 

 

What were they expecting? 

Ex: (Have testers narrate their experience and ask them what they were expecting) 

 

What actually happened? Did it meet expectations? 

Ex: (Take notes about what actually happened “Clicked on Start button but nothing loaded” or 

“She searched for “hiking 60601” and relevant results showed up immediately”) 

 

Did the tester successfully complete the task? (first time, second?) 

Ex: (Tester first tried to click “Hiking,” but couldn’t find results. Tried using search second 

time… and thought the results were correct. Never saw the proper result)  

 

How could their experience be improved? 

Ex: (Capture ideas and suggestions - it can be process oriented or design… Anything!)) 

 

Activity 3 

  https://dive.cinow.info  

  Please navigate to the Tables & Downloads tool 

  Try to answer the following questions on your own: 

• Choose the indicator “Under 5” 

• In zip code 78109, what percentage of Black or African American 

males are under 5 years of age, according to 2020 data? 

• How would you download this table if you wanted to? 



   
 

• What’s the data source for this indicator? 

  (Answers: In zip code 78109, what percentage of Black or African American males are 

under 5 years of age, according to 2020 data? 3.6% 

  How would you download this table if you wanted to? With the download button in the 

top right 

  What’s the data source for this indicator? ACS, 2020) 

 

Activity 3 Continued 

  We need another volunteer to share their screen 

  Please navigate to the Tables & Downloads tool 

  Please walk us through how you tried to answer the questions by narrating your 

experiences and expectations. 

• Choose the indicator “Under 5” 

• In zip code 78109, what percentage of Black or African American 

males are under 5 years of age, according to 2020 data? 

• How would you download this table if you wanted to? 

• What’s the data source for this indicator? 

  Everyone can chime in with feedback 

  (Answers: In zip code 78109, what percentage of Black or African American males are 

under 5 years of age, according to 2020 data? 3.6% 

  How would you download this table if you wanted to? With the download button in the 

top right 

  What’s the data source for this indicator? ACS, 2020 

  Take notes on the following: 

   

  What did the user tester do or try to do? 

  Ex: (Capture method: Searched “hiking” or display pathway Clicked “Activities > 

Outdoor > Hiking”) 

   

  What were they expecting? 

  Ex: (Have testers narrate their experience and ask them what they were expecting) 

   

  What actually happened? Did it meet expectations? 

  Ex: (Take notes about what actually happened “Clicked on Start button but nothing 

loaded” or “She searched for “hiking 60601” and relevant results showed up 

immediately”) 

   

  Did the tester successfully complete the task? (first time, second?) 

  Ex: (Tester first tried to click “Hiking,” but couldn’t find results. Tried using search 

second time… and thought the results were correct. Never saw the proper result)  

   

  How could their experience be improved? 

  Ex: (Capture ideas and suggestions - it can be process oriented or design… Anything!)) 

 

Feedback 

  What were some things you liked about using the platform? (if anything) 



   
 

  What were some things that could use improvement? (if anything) 

  What were some things that made it very difficult to use the platform? (if anything) 

  Did everything work the way you expected it to? 

(This portion runs similarly to a focus group) 
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Unlocking Patient Portals: Health Information Professionals Navigating Challenges and 

Shaping the Future 

 

Jennifer L. Peterson, PhD, RHIA, CTR, and Shannon H. Houser, PhD, MPH, RHIA, FAHIMA 

 

Abstract  

 

Due to recent regulations and the COVID-19 pandemic, patient portals have increased in use and 

importance as a tool for both patients and providers. While patient portals have many benefits, 

the recent increase in use has resulted in additional complexities in managing these portals. 

Health information (HI) professionals are ideally suited to manage these tools. While past efforts 

may have focused on increasing portal use, current efforts must include ensuring patient access, 

data quality, portal policies and procedures, and more. This study was designed to explore the 

experiences and perspectives of a group of HI directors and patient portal managers who are 

deeply involved in portal use and management. The findings of this study are used to assess the 

patient portal management role that HI professionals currently play and could play in the future, 

develop guidelines for best practices, and determine educational needs for both higher and 

professional education.  

 

Key Words: patient portals, data management, interoperability, patient engagement, 21st 

Century Cures Act, patient-provider communication, patient access 

 

Introduction 

 

Ten years ago, the use of patient portals was rare; most patients and physicians were not 

communicating electronically. However, with the advent of the Health Information Technology 

for Economic and Clinical Health (HITECH) Act, Meaningful Use, and the Merit-based 

Incentive Payment System (MIPS), the availability and use of patient portals has increased 

dramatically in recent years.1,2,3 These platforms do more than just store health records — they 

play an instrumental role in enhancing patients' participation in their healthcare and providing an 

efficient means to relay crucial health information to various medical stakeholders. Portals 

provide easy communication between patients and providers and allow patients access to 

important health information that they can use themselves or share with other providers. These 

multi-faceted tools provide not only patient health information but also a variety of tools to help 

patients better manage their health. 

 

A decade ago, patient portals were in their early stages, with the basic abilities to share 

information and allow communication between healthcare providers and patients. HI 

professionals’ focus on patient portals was minimal: to increase usage and help patients enroll in 

the portal. However, transformative policies like the HITECH Act, Meaningful Use, and MIPS 

prompted the widespread adoption of patient portals. By 2020, as HealthIT.gov reveals, almost 

40 percent of Americans had interacted with a patient portal, marking a significant growth of 13 

percent since 2014.3 A recent ONC publication noted that this use increased even further during 

the COVID-19 pandemic as “the share of individuals nationwide who were offered and accessed 

their online medical records or patient portals more than doubled between 2014 and 2022”.4 This 

trend is not confined to only the tech-inclined younger population. Data from the University of 



 

 

Michigan's National Poll on Healthy Aging demonstrates that nearly 78 percent of those aged 

between 50 and 80 have engaged with at least one patient portal.5 

The COVID-19 pandemic further underscored the relevance and usefulness of these portals.3 

Faced with the rising demand for virtual medical consultations and communication, patient 

portals became essential tools, bridging the physical divide, facilitating uninterrupted care, and 

providing digital touchpoints between patients and healthcare providers. This enabled patients to 

connect safely with their healthcare teams, access diagnostic results, request prescription 

updates, manage appointments, and participate in telehealth sessions seamlessly. 

The 21st Century Cures Act marked a significant shift in health information regulations, 

particularly related to health information technology (IT) and patient access to electronic health 

records (EHRs).6 It emphasized the patient's right to access their electronic health data. 

Consequently, patient portals became essential platforms, enabling patients to engage with their 

health records, manage appointments, communicate with healthcare providers, and review billing 

details. The Cures Act encouraged health providers and IT developers to create more user-

friendly systems, facilitating easy patient interactions with their information. Furthermore, the 

push for more complete and timely electronic access led numerous healthcare institutions to 

refine or broaden their patient portal services. 

While the adoption of patient portals has brought numerous benefits, recent trends and initiatives 

have intensified the complexities of managing these digital platforms. A particularly important 

challenge is the increase in patient-provider messaging. Secure communications between patients 

and providers escalated from 48 percent in 2017 to almost 60 percent in 2020.3 The integration 

of secure messaging into patient portals is lauded as a breakthrough in healthcare 

communication, meeting contemporary patient demands for rapid, transparent access to their 

healthcare teams. This heightened emphasis on digital patient-provider communication is evident 

in MIPS, particularly where "providing patients electronic access to their health information" is a 

key objective. 7 

However, the increased messaging frequency within these portals has presented its own set of 

challenges. Healthcare providers report that they are inundated with messages, leading to 

extended work hours, uncompensated time, and, in some cases, burnout. The volume of these 

messages has, in some instances, resulted in “something closer to a clinical encounter”.8 This 

escalation prompted some leading health care systems to start charging patients for patient portal 

messages or e-visits. There are a number of considerations to billing for portal messaging. These 

include the potential inability of an EHR to create a billable encounter, the fact that the billing is 

only based on time spent, and the lack of coding guidelines.8 In addition, if e-visit messaging is 

billed, the physician or nurse practitioner must be the respondent; nurses’ or assistants’ responses 

cannot be billed.9 

While billing may seem like a practical solution to compensate for a clinician's time, its 

introduction has broader implications. A study completed at UCSF Health following the 

implementation of billing for e-visits showed that “a reduction in patient portal messaging (both 

threads and individual messages) was observed that may be attributable to awareness of the 

possibility of being billed.”10 Instituting such charges might discourage patients from using these 



 

 

platforms, which, in turn, could diminish the overall efficacy of patient portals. The long-term 

impact on patient satisfaction, retention, and health outcomes remains a topic for further 

exploration. 

Clearly, the use and importance of portals has increased dramatically in recent years. Due to 

these changes, HI professionals are positioned to play an increasingly pivotal role. While their 

past contributions were largely geared towards driving patient portal adoption, today, there is a 

need for supporting patient access to portals, ensuring data accuracy, establishing strong portal 

management protocols, meeting regulatory requirements, overseeing billing procedures, and 

gauging patient feedback. 

It is not clear that HI professionals are consistently in management and oversight roles for patient 

portals. The literature in this area is sparse, with little guidance as to the role HI professionals 

play or should play in the oversight of portals. This study was developed to address this gap and 

determine the current role that HI professionals play in portal management, as well as to initiate 

the development of best HI practices for patient portals. This study utilized a case study design 

aimed to probe deeper into the current trends in patient portal and messaging utilization, 

highlight associated challenges, and draw attention to the increasingly significant role of HI 

professionals. Moreover, it was designed to evaluate the need for educational programs, 

continuing education, and policy development to guide the future of patient portal engagement 

and communication. 

Methods 

 

Research Design and Participants 

This research adopted a qualitative case study methodology to explore the experiences and 

perspectives of its participants. A total of 11 participants were recruited, all of whom held 

positions in their respective facilities either as HI directors or patient portal managers. These 

professionals originated from two specific states: Illinois and Alabama. 

 

This qualitative case study was not designed to provide widely generalizable data. However, it 

was designed to provide initial insight for the following questions:  

 

1. What is the current role that HI professionals play in patient portal management?  

2. What are the current trends and challenges in patient portal management? 

3. What is the need for education for HI professionals and others involved in patient 

portal management?  

4. What is the need for policy development for patient portal management? 

 

Participants were selected through a convenience sampling method due to the practical benefits 

of easy availability and accessibility. As HI professionals in the field, the researchers used state 

professional association lists, to which they had easy access, to identify potential participants, 

ensuring they were active professionals in the field who were working with portals. By selecting 

participants from this list, the study aimed to gather in-depth insights, challenges, and best 

practices related to patient portal management from those with firsthand experience. While the 



 

 

majority of participants were HI professionals, the results are felt to be pertinent to any 

professionals serving as patient portal managers.  

 

Ethical Considerations  

Prior to the collection of any data, the research study and the interview questionnaire were 

submitted to the Illinois State University Institutional Review Board (IRB) for review. The IRB 

found the study to be exempt from IRB review.  

 

Recruitment and Data Collection 

The participants were interviewed to gain insights into: 

1. Current patient portal usage and policies; 

2. Existing and future portal message billing practices; 

3. Current challenges associated with patient portals; and 

4. Needs concerning education, training, and policy development related to patient portals. 

The interview process was based on a structured questionnaire comprised of 22 predefined 

questions, with the majority being open-ended. In order to address the above issues, the 

researchers developed survey questions designed to elicit information regarding the respondent’s 

facility, the respondent’s role in patient portal management, the facility’s current patient portal 

management policies and procedures, and the facility’s current messaging billing practices.  In 

addition, the researchers included questions regarding respondent’s challenges, the need for 

policies and procedures, and other issues the respondent felt were pertinent. The questionnaire 

was pilot tested by four HI professionals; three in Illinois and one in Alabama. Following the 

pilot test, no changes were recommended or required. The questionnaire can be found in 

Appendix A. The participant interviews were conducted through Zoom meetings or via 

telephone calls. 

Data Analysis  

Qualitative data were obtained through in-depth interviews. This data was thoroughly analyzed 

on two levels: individual case studies to understand unique scenarios and perspectives, and 

aggregate analysis to identify common themes and patterns across participants. The data was 

analyzed using the constant comparative method. The interviews were transcribed and data were 

then coded to identify themes and categories. Data were further analyzed to determine an in-

depth understanding of the relationships between themes and categories and to summarize the 

data and over-arching themes. This was done both within and between individual interview data 

in order to analyze both individual case studies and aggregate information.  

Limitations 

The results may not be generalizable based on the small sample size of 11 participants. The 

convenience sampling methodology and the fact that participants were from only two states 

could also reduce the generalizability of the findings.  

Results 



 

 

 

Participant Overview 

 

A total of 11 participants were interviewed to gain insights into their involvement and 

experiences with patient portals and their associated management. The demographic breakdown 

of the participants showed a majority holding positions as HI directors or managers. Other roles 

included office manager, patient portal representative, and patient liaison. This aligned with the 

target group as the goal was to interview individuals in these roles. All but one of the participants 

worked in a hospital or health system; one worked in an outpatient private office.  

Involvement with Patient Portals 

In examining their roles in relation to patient portals, it was found that six of the participants 

were deeply involved, either having direct responsibilities associated with patient portals or 

overseeing front line patient portal employees. Four served in a patient portal management 

support role. One participant stated that their role was “TBD (to be determined)” as specific 

patient portal management duties had not yet been clarified. All but one participant collaborated 

with their IT department or outside IT provider in the use and development of patient portals. All 

participants’ facilities’ patient portals were either offered through their EHR or through a system 

contracted with their EHR. Participants’ facilities in Illinois were most likely to use Epic, 

whereas participants’ facilities in Alabama were more likely to use Cerner. Other EHRs used 

were OncoEMR, Paragon, Allscripts, and Meditech.  

EHR Systems and Patient Portal Platforms 

All patient portals were provided either directly through the facilities’ EHRs or through a system 

contracted with the EHR. When analyzing the EHR systems used, regional preferences were 

evident.  

 

Data and Services Available on Patient Portals 

 

Facilities provided a variety of data in their patient portals as can be seen below. In addition, 

there were a variety of patient services provided in portals. These can be seen in Table 1. 

 

Table 1: Types of Data and Services Available within Patient Portals 

Data Type Services 

Appointments – past and future  Access to Health Reference Library 

Clinical data  Make/Change/Cancel Appointments 

Correspondence  Payment submission  

Demographic information Prescription refill requests  

Financial information  Preventative care reminders  

Immunizations Secure messaging with provider  

Links to other facility’s data  

Medications  

Patient history   

Test results   



 

 

Some participants stated their portals included “everything except nursing,” “a complete record 

(that) can be downloaded in one site,” or “all data except ‘sensitive’ data.” It should be noted that 

some participants stated that more data is now included in their patient portals following the 

implementation of the Cures Act; in some cases, patient portal data now includes nursing notes. 

It was also noted that not all portals included billing information and billing/payment 

functionality. Some facilities utilized a billing platform separate from the patient portal.    

 

All facilities had at least some data automatically and immediately pushed to the patient portal 

from the EHR. There was some variability in types of data that may have a delayed release in 

being made available to patients. These delayed times were tied to requirements for providers to 

sign off or approve data before it was released to the portal. There were a variety of policies in 

regard to this. While most facilities did not require provider sign-off or release of data, three of 

the respondents stated that there was some requirement in place for provider review and release. 

However, in two of these three cases, data was automatically pushed to the portal after a set 

period of time, which ranged from 36 to 72 hours. “Sensitive data” was frequently not released 

until the provider signed off on the release. Two participants noted that they have experienced 

some issues with the speed at which results are pushed to the patient portal. They both stated that 

their facilities had experiences in which ER patients received their lab or radiology results 

through the portal, and then, knowing the results, left the ER before the provider was able to talk 

with them about their results. These facilities have contemplated slowing the pushing of results 

to the portal in the ER setting.  

 

Document Handling  

 

When asked about scanned documents and whether these are pushed to the patient portal, the 

results were mixed. Four of the respondents’ facilities pushed scanned records into the patient 

portal. Three of these four facilities pushed the scanned documents to the patient portal 

automatically and immediately. Each of these three facilities had experienced issues with 

scanned documents being scanned into the wrong patient chart and released to the wrong patient 

portal. None of these facilities had experienced HIPAA violation because of the scanning error 

as the errors were caught prior to patient viewing. One site, however, noted that they have 

implemented a new system with AI which has decreased the error rate. All respondents were 

aware of the potential for erroneously scanned records to become a HIPAA violation and data 

breach. 

 

Communication 

 

Participants were next asked about patient-provider messaging. When asked which staff 

members answer patient portal messages, four stated that nurses screen and/or answer messages. 

Six sites stated that centralized system staff or patient portal staff/patient liaisons screen and/or 

answer messages. One site stated that doctors screen and answer all of their own messages. Most 

sites had nursing or other staff work the patient message inbox and push messages that required a 

physician response to the providers.  This information is pertinent as related to the recent trend of 

billing for patient messaging. None of the participants’ facilities were billing for portal 

messaging at the time of the interviews. 

 



 

 

Challenges in Portal Management 

 

Participants provided a wide variety of responses regarding challenges of patient portal use and 

management. After review and analysis, it was found that these fell into three main categories. 

These categories and challenges can be seen in Table 2. 

 

Table 2: Types of Patient Portal Management Challenges 

Timing Issues Patient Other 

Other hospital in town releases 

information faster 

Need for more education for 

patients (both use and 

content); patients interpret 

data wrong or Google 

information 

Patients complain about lack 

of results from other facilities 

(i.e., MyChart at one facility 

should have all MyChart info 

from all facilities) 

ER patients get results then 

leave before seeing provider 

Need to create emails for 

patient access (i.e., no email, 

couple shares email) 

Patients upset about content 

(i.e., “patient refuses 

treatment”) 

Patients try to enroll before 

they receive invite 

Complaints about parent 

limited access for ages 12-17 

Issues with copy/paste in notes 

(i.e., diagnosis from 2015) 

Staff remembering to reply to 

messages in timely manner 

Inappropriate parent/proxy 

access 

Dependent on patient to 

maintain privacy/security 

Providers/staff slow in 

answering messages 

Patients’ technical challenges 

take time and attention 

Maintaining current provider 

list for messaging 

 Patients email with problems 

but don’t include ID info 

Ensuring no information 

blocking 

 Numerous password/login 

reset requests 

Low patient portal usage 

 Patients get text that results 

are ready and go to physical 

facility for copy of results 

Increase in amendment 

requests  

 Managing proxy requests Scanned documents going into 

the wrong portal – HIPAA 

violation 

 

 

Policies and Procedures for Patient Portal Use and Management  

 

Participants stated that their facilities had a variety of policies and procedures regarding patient 

portal use and management. The policies and procedures that were in place among the 

participants’ facilities varied based on setting, inpatient vs outpatient, as well as by facility. The 

majority of the facilities relied on the policies and procedures provided by the EHR provider, a 

few had facility specific basic documents, one had very in-depth policies and procedures, and 

two were developing further documentation. Policies and procedures fell into two main 

categories: basic use, and management and regulatory issues. Some of the basic use policies and 

procedures covered enrollment, time frame for information release, use at bedside, parent/child 

access regulations, responsibilities by department or position, proxy use and proxy authorization 

forms, and documentation included in the portal. Management and regulatory policies and 



 

 

procedures covered guidelines for specific management of different issues, revocation of patient 

access due to misuse, code of ethics for portal use, inappropriate language in messages, and 

proxy removal. While most sites had policies and procedures for basic use, very few sites had 

more in-depth policies and procedures for managing the portal and ensuring regulatory 

compliance.  

 

Patient Engagement and Relationship in Portal Use 

Finally, participants were asked to add any other important feedback or information regarding 

patient portal use and management. These end comments seemed to focus more on patient 

engagement and relationship issues. These comments are seen in Table 3. 

 

Table 3: Additional Comments Regarding Patient Portal Use or Management  

Providers like portals as they decrease patient calls. 

Portals are good for billing/payment. 

Press-Ganey surveys could be added to portals. 

Portals result in a culture change since patients have more information.  

Portals should be user friendly for patients and providers. 

Working with patients on portals is a new role requiring a positive attitude and desire to serve 

the customer. 

 

Discussion 

 

It is clear that HI professionals who participated in this study are currently taking on many roles 

in the management of patient portals. Participants are intricately involved in ensuring quality 

patient information in the portal, ensuring privacy and security of portal information, ensuring 

patient accessibility, and improving integration with other health information systems. It is noted 

that billing for patient messaging was not being done in any of the participant’s facilities at the 

time of the study, therefore, they were not involved in this aspect of patient portal management.  

 

The participants in this study mentioned a variety of challenges that they are experiencing with 

patient portal use and management. In many instances, a challenge faced by one professional 

may have been addressed by another. The researchers, therefore, compiled a list of best practices 

based on participant comments and expertise, as well as documentation in the literature. These 

can be found in Table 4. 

 

Table 4: Patient Portal Management Best Practices 

Adjust timing of results to avoid problems with patient misunderstanding or cancelling of 

interactions with providers (i.e., release results after provider review, especially in the ER 

setting, allow time for providers to discuss results with patient for certain tests/circumstances). 

Engage providers in review of timing of results to enable the best balance for providers and 

patients.  

Ensure compliance with 21st Century Cures Act – if information is not included in the patient 

portal ensure that patients understand it is still available to them through other means. 

Provide education to nurses regarding the fact that patients may see their documentation. 



 

 

Develop policies and procedures for not only basic use of patient portals but more complex 

management of patient portals and potential issues that may arise. 

Provide ongoing patient education on patient portal use and health literacy.  

Advocate for patients to help meet patient needs and ease of use.  

Train staff in consumer facing skills and equip them with the skills to aid patients in portal use. 

Watch for provider burn-out and increases in provider uncompensated time due to patient 

messaging.  

Prepare for potential billing for complex patient messaging encounters. If billing is initiated 

ensure knowledge of regulations and develop policies and procedures. 

If billing is initiated, design and implement data analyses to evaluate the effect of billing for 

patient messaging to ensure appropriate patient usage and to monitor for changes in quality of 

care. 

 

This list clearly points to skills that fall within the HI professionals’ domain. HI professionals 

have a unique understanding of data management, provider engagement, and patient facing 

aspects of patient portal management. These professionals are well placed to manage these areas 

and use these guidelines to improve patient portal efficiency and effectiveness for both patients 

and providers. In addition, HI professionals are ideally suited to use their knowledge and be 

involved in discussions about patient portal design weaknesses and to work with patient portal 

vendors to improve design.  

  

With the recent growth in the use of patient portals, HI professionals are being asked to take on 

more duties related to patient portal management. Both HI students and professionals can benefit 

from education in the management of patient portals. The AHIMA Council for Excellence in 

Education™ 2018 Health Information Management Baccalaureate Degree Curriculum Guidance 

(2022 edition)11 includes multiple suggestions for integrating education regarding patient portal 

management throughout the curriculum competencies. This study of current HI professional 

involvement with patient portal management reinforces the need for new graduates with patient 

portal management knowledge and skills. In addition, the rapid growth of patient portal use may 

have left HI professionals with little time to master portal management skills, therefore 

prompting the need for continuing education offerings in portal management and best practices.  

 

Limitations 

 

While this study was limited to a small sample size with participants from only two states, the 

data gathered is valuable in that it provides insight into current patient portal management and 

associated challenges. Further study in this area could provide additional insight into patient 

portal management best practices. For example, this study found that one facility is using AI to 

decrease scanning errors. Further research into such new technologies and processes can assist 

others in providing high quality patient portal data. As patient portal usage continues to increase 

and healthcare systems expand their patient portal offerings, additional research will be needed 

to provide further insight into best practices and sharing of successes.  

 

Conclusion 

 



 

 

This in-depth study was designed to evaluate current uses of patient portals and messaging, 

current challenges surrounding patient portal management, and responses to these challenges, 

including planned billing for messaging. The results of this study provided insight into these 

issues as well as additional information on the role that HI professionals currently are playing 

and could play in the future, guidelines for best practices, and educational needs at the higher 

education and professional levels. 

 

The recent increase in patient portal use and the need for new skills in managing these portals 

has placed new responsibilities on HI professionals. As portal use continues to increase and 

portals become more sophisticated, HI professionals will be called upon to take on even more 

new roles. Ongoing review and study of these roles and the associated managerial needs will 

allow HI professionals to grow with portal use and development and lead them to further 

improve patient portals which will result in a more positive portal experience and improved 

patient outcomes.  
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Appendix A 

 

Interview Questionnaire: 

 

1. What is your position? 

2. What type of facility to you work in?  

3. What is your role/level of involvement in patient portals? 

4. Do you work with IT in the use/development of patient portals/data? 

5. What EHR do you use? 

6. What data is included in your patient portal? 

7. How is that data pulled into the portal from your EHR? 

8. How do results of tests, exams, etc. appear in your portal? 

9. How quickly do results, exam summaries, etc. appear in your portal? 

10. Does a practitioner have to approve the release of the above information to the portal? 

11. Do you scan results in to the EHR that then go into the patient portal? 

12. How quickly do these scanned results appear in the patient portal? 

13. Do you have any issues with scanned images going into the wrong patient chart, being 

released immediately, and resulting in HIPAA violations? 

14. Who answers patient portal messages?  

15. How do your physician’s approach portal messages?  

16. Do you bill for portal messaging?  

17. If so, how are these billed (specifics, which types of messages, coding, etc.)?  

18. Are patients notified that they may be billed for messaging?  

19. What has the patient response been to the potential for billing?  

20. What are your/your practice’s challenges regarding patient portals? 

21. What policies and procedures do you have regarding patient portal use/practice?  

22. What other issues do you feel are important regarding patient portal use/patient 

response/practitioner response, etc. 
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Summary: This case study presents an adaptable, straightforward framework for identifying 

positive deviance, or strong performers, within the healthcare setting and is intended for any 

primary care health system tracking quality measures and aiming to understand the performance 

of their providers, clinic sites, or organization. 

 

Abstract 

 

Assessing for positive deviance is one method of identifying individuals, teams, or organizations 

that perform substantially better than their peers. This approach has been used to support quality-

of-care improvement processes in healthcare settings by identifying healthcare team members who 

perform comparatively well within a given environment and sharing their opinions, actions, and 

practices with others. This case study presents an adaptable, straightforward framework for 

identifying positive deviance, or strong performers, within the healthcare setting and is intended 

for any primary care health system tracking quality measures and aiming to understand the 

performance of their providers, clinic sites, or organization. Moreover, this protocol does not 

require the use of more time-consuming methods, such as interviews, and is instead based on 

repurposing data already being documented in the electronic health record. 

 

Keywords: Electronic Health Record Data, Positive Deviance, Primary Care, Health System, 

Healthcare Provider, Quality Improvement 

 

Introduction  

 

Positive deviance is a strengths-based approach to identifying individuals within an organization 

who excel or perform substantially better than their peers, and then understanding the reasons for 

their better than average performance.1–4 This field of study has been used as a support to the 

quality of care improvement process in healthcare settings by identifying healthcare team members 

who perform comparatively well within a given environment, understanding the reasons for their 

high performance including their attitudes and actions, promoting those positive practices to others 

within the organization, and determining ways in which positive changes can be sustained.5–9  

 

Background 

 

Several methods exist to identify strong performers, as presented in methodological reviews of 

peer reviewed publications and/or staff and physician interviews. Regardless of the methods used, 

all assessments are performed with the goal of identifying individuals or organizations that are 

performing above average and that serve as good role models for strategies to improve patient 

care. Finding ways in which the information gathering process can be supported in primary care 

is important, given the time constraints of busy clinicians and administrators.  



 

This case study examines whether the identification of strong performers can be supported in a 

rural safety-net health system by retrospective analysis of national standardized quality metrics 

housed in an electronic health record (EHR). This study took place in Cabin Creek Health Systems, 

a West Virginia-based federally qualified health center with the mission to promote the health and 

well-being of all people in their community, especially the most vulnerable, through healthcare 

guided by science, compassion, and respect, and to contribute to the education of skilled and caring 

health professionals. The goal of this study was to examine the feasibility and utility of using 

existing data to identify strong performers among healthcare providers and generate a standardized 

data analysis methodology that is applicable to any EHR capable of providing quality metrics by 

provider. For context, this study contributed to the evaluation of a self-measured blood pressure 

monitoring initiative implemented at Cabin Creek Health Systems. The aim was to gain insights 

into healthcare providers who excel not only in blood pressure quality measures but also in other 

potential quality indicators. The concept of positive deviance was central to efforts in reducing 

hypertension via understanding quality measures in addition to exploring patient/provider 

dynamics, delivery of care, and lifestyle coaching. Concurrently, this study supports the recent 

charge to help standardize positive deviance methodologies across research settings.10 

 

Methods 

 

Data Collection 

 

The concept of “positive deviance” can be used to identify providers who perform above average, 

or exceptionally well, based on a list of pre-determined quality measures that are tracked within 

an EHR. For this project, we utilized athenahealth. In this example, a .csv file was collected from 

athenahealth containing selected quality measures for all available providers. Quality measures 

stem from Health Resources and Services Administration Uniform Data System clinical measures 

reporting and other national standard adult preventative metrics, including:  

 

o Blood pressure control among patients with diabetes (systolic <140, diastolic, <90) 

o Breast cancer screening 

o Cervical cancer screening 

o Colorectal cancer screening 

o Comprehensive diabetic foot exam 

o Controlling high blood pressure 

o Counseling medication adherence for patients on a statin 

o Diabetes: HbA1C poor control (>9 percent) 

o HIV (Human Immunodeficiency Virus) screening 

o Ischemic vascular disease (IVD): Use of aspirin or another antiplatelet 

o Lipid monitoring for patients with atherosclerotic cardiovascular disease (ASCVD) 

o Preventative care and screening: body mass index (BMI) screening and follow-up 

plan 

o Preventative care and screening: screening for depression and follow-up plan 

o Statin therapy for the prevention and treatment of cardiovascular disease 

o Tobacco use: screening and cessation intervention 

 



Data Cleaning and Quality Checks 

 

Data cleaning and quality checks may be necessary. For example, the data files used in this project 

included key pieces of data, such as primary care provider and measure name, but also included a 

variety of unnecessary fields that were omitted as they were not pertinent to identifying strong 

performers. In this example, the data file was connected to Tableau, and satisfied rates for 

performance measures by provider were distributed along box and whisker plots to determine 

quartiles for each quality measure. Any software with the ability to create box and whisker plots 

visualizing data quartiles could be used in place of Tableau. Physicians with little or no data across 

quality measures were removed, including providers who were no longer with the health system 

or providers who did not engage in care delivery related to the quality measures of interest. Data 

cleaning led to the removal of one provider with no available data. In Tableau, the exclusion of a 

provider removes them from all quality measures, but the data cleaning process is adaptable and 

subjective depending on the methods and/or software used.  

 

Data Organization and Visualization 

 

Based on the box and whisker plots for each quality measure created in Tableau, a “Top Quartile 

Score” column was added to the data file scoring providers who appeared within the upper quartile 

with a score of “1” and providers outside of the upper quartile with a score of “0” for each quality 

measure. Each provider could get a maximum score of equal to the number of quality measures, 

in this case 15, or a minimum score of 0. This file, and the quartile scores within, was used to color 

code each provider according to the number of quality measures they were marked within the “top 

quartile,” or as a top performer. In the case of this study, strong performers were identified as those 

providers scoring in the top quartile in 12 or more (80 percent) of the 15 quality measures 

examined.  

 

Results  

 

Figure 1 represents output from Tableau scoring providers by their top quartile score. Each dot 

within the box and whisker plot represents a single provider and is colored according to the number 

of quality measures for which that provider placed within the top quartile. Darker green indicates 

higher scores for quality measures and becomes more yellow with fewer top quartile satisfied rates. 

Provider 16 consistently achieved above-average rankings on 12 of 15 quality measures, 

demonstrating a strong performance compared to other providers within the same health system. 

 

Discussion  

 

A broad range of publications exist surrounding and evaluating the concept of positive deviance, 

but three primary steps for identifying strong performers exist: review of methodology; performer 

identification; and the determination of commonalities. A scoping review of 1,140 studies 

determined that most studies used objective measures of health or survey-based responses to 

identify positive deviants and focused primarily on identifying positive deviants within individual 

patient outcomes.10 At the organizational level, a study demonstrated that you can identify the best 

and worst performing primary healthcare centers by utilizing semi-structured and in-depth 

interviews with managerial and clinical staff from each of the primary healthcare centers.11 



Additionally, several studies utilize systematic review, empirical studies, and interviews to apply 

the same concept of “performer identification” at the provider and staff level.4,12,13 Lastly, a review 

of literature is often used to determine commonalities, including things like strategies, procedures, 

and routines.14,15 

 

As outlined above, the three primary methods used to identify strong performers include the review 

of methodology, performer identification, and the determination of commonalities, often using 

scoping literature review, surveys, or informant interviews. This manuscript describes an 

alternative method of identifying strong performers by repurposing quality outcome measures 

housed within EHR data. By re-purposing these data, one can identify individuals who are 

performing exceptionally well without implementing surveys or interviews. Of note, once the 

positive deviants have been identified, surveys and informant interviews are often the next best 

step to determine why each individual is performing at the level they are at.  

 

A few limitations exist for this case study. Specifically, the study assesses providers within a single 

health system composed of six clinic sites, rather than comparing between organizations. Because 

of this, the data collected and repurposed all come from the EHR, athenahealth. Each EHR collects 

and stores data in different ways, with athenahealth specifically housing and labeling the quality 

outcomes measures utilized by many federal agencies for quality improvement reporting. Due to 

these limitations, we present this work as a generalizable method of determining positive deviance 

at the individual levels.  

 

Conclusion  

 

This case study represents a pragmatic, easy to implement, methodology aimed at any primary 

care health system tracking quality measures across a variety of providers, and aiming to 

understand the performance of their individuals, clinic sites, or organization. This protocol does 

not require the use of more time-consuming methods, such as surveys or interviews, and is instead 

based on repurposing data from quality measures likely already being documented in the EHR.  
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Figure 1. Quartile scoring by primary care provider 

 
Figure 1 (also available online) displays quartile scoring by primary provider. Each dot within the 

box and whisker plot represents a single provider and is colored according to the number of quality 

measures for which that provider placed within the top quartile. Darker green indicates higher 

scores for quality measures and becomes more yellow with fewer top quartile satisfied rates.  
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The Validation Of COVID-19 Information In The Pharmacoepidemiological 

Research Database of Spain’s Public Health System Data by Vaccination Status 

Oliver Astasio, MD, PhD, Belén Castillo-Cano, MSc, Beatriz Sánchez Delgado, MSc, 

PharmD, Fabio Riefolo, PhD, Rosa Gini, PhD Elisa Martín-Merino, PhD, PharmD   

Purpose 

To validate COVID-19 information records in The Pharmacoepidemiological Research 

Database for Public Health System (BIFAP) of Spain.  

 

Methods 

The recorded COVID-19 cases in primary care or positive test registries (gold-standard) 

were identified among vaccinated patients against COVID-19 infection and their 

matched unvaccinated controls, between December 2020 and October 2021. The 

sensitivity, specificity, positive (PPV) and negative (NPV) predictive values were 

estimated for primary care records.  

Results 

Among 21,702 patients with positive tests and 20,866 with recorded COVID-19 

diagnoses, the sensitivity, specificity, PPV and NPV were, respectively, 79.98 percent, 

99.95 percent, 80.24 percent, and 99.94 percent among vaccinated, and 78.67 percent, 

99.96 percent, 84.51 percent and 99.94 percent among controls.  

Conclusions 

Primary care COVID-19 diagnosis recorded in BIFAP showed that sensitivity was 

similar and PPV was slightly lower among vaccinated than unvaccinated controls. 

Among the elderly, COVID-19 diagnosis was less recorded. These findings permit the 

design of informed algorithms for performing COVID-19-related studies.  

Keywords: COVID-19, primary care, validation, predictive values; misclassification, 

measurement errors, electronic health records, vaccination status 



   
 

 
 

 

Key Points 

1. Data on SARS-CoV-2 tests, vaccination and primary care (PC) consultations 

were rapidly unified in one of the most populated Spanish healthcare databases 

(BIFAP) with the purpose to study the effectiveness and safety of COVID-19 

vaccines. 

2. COVID-19 diagnoses in PC showed high sensitivity to detect true infections 

(i.e., positive tests) that was lower among ≥70 years old than younger patients, 

probably influenced by the different healthcare settings.    

3. PPV for COVID-19 diagnoses in PC was high and more predictive among 

unvaccinated and oldest people, probably due to be at-high risk of 

complications. 

4. Specificity of COVID-19 diagnoses was very high.  

5. This validation helps understand under- or over- estimations of associated 

vaccine effectiveness and develop informed algorithms to detect true COVID-19 

outcomes in future studies. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



   
 

 
 

 

Summary  

Does the Spanish-collected primary care data about patients suffering from COVID-19 

reflect the real pandemic situation in Spain? Patients' healthcare records are, in an 

anonymized form, used for different research purposes. COVID-19 data has been 

widely used to study pandemic and vaccination campaign effects, guiding authorities' 

decisions in this regard. Validating whether the recorded COVID-19 diagnoses reliably 

reflect true positive laboratory tests is fundamental to trust the performed research 

outcomes. Herein, we demonstrated that COVID-19 diagnoses in the Spanish public 

primary care records are truly associated with infection-positive tests, especially for 

patients >70 years old, and that most of the patients with positive tests also have a 

diagnosis of infection in primary care. Thus, the Spanish data on COVID-19 is a valid 

research tool.  

  



   
 

 
 

 

Introduction  

 

The SARS-CoV-2 pandemic triggered the need to rapidly share patient-level data across 

different healthcare institutions, giving them vital importance to promptly monitor 

pandemic-setting evolution, as well as conditionally approve COVID-19 vaccines' 

safety and effectiveness, in different world countries through real-world-data evidence.  

 

In Spain, several efforts have been invested among public healthcare institutions to 

merge patients' information through the creation of common data models (CDM) in 

order to facilitate and guarantee timely pharmacoepidemiology research related to 

COVID-19 matters. To this extent, a clear example of the work performed in Spain is 

given by the Spanish Pharmacoepidemiological Research Database for Public Health 

System ( Base de datos para la Investigación Farmacoepidemiológica en el Ámbito 

Público or BIFAP) database, a single integrated electronic health record (EHR) system, 

able to link and merge patient information from several Spanish regional data sources 

with different settings1. 

 

A Spanish royal decree regulates the epidemiological surveillance network by making 

mandatory the case reporting of specific diseases to national authorities. COVID-19 was 

a mandatory notifiable disease during the pandemic. Since 2020, primary care EHRs 

directly gathered by BIFAP have been merged in a CDM with SARS-CoV-2 positive 

laboratory tests, and hospital and intensive care unit (ICU) admissions of external 

healthcare institutions.  

 

The pandemic data unification allowed the execution of different COVID-19 

vaccination studies and the production of significant real-world data evidence during the 

last years2,3. Thus, the EHR CDM creation has been crucial for studying and 

understanding COVID-19-related matters on the population, undoubtedly supporting 

important urgent national authorities' decisions about public health measures4,5,6  

 

COVID-19 information linked from different data sources may not always overlap and 

must be evaluated for identification of true cases for research. The data regarding 

COVID-19 diagnosis in some sources3 have a positive predictive value (PPV) between 

81percent and 94  percent of the true cases depending on the calendar period, whereas 

there was a sensitivity of 94.4  percent among all episodes. The implication of this could 

be substantial. For instance, if PPV were different between vaccinated- and 

unvaccinated-compared groups, the estimations of vaccines effectiveness would be 

confounded. 

 

While significant advantages have been achieved by using the CDM strategy in terms of 

promptly available outcomes with large population sizes, further validation studies to 

quantify the risk of data bias due to case misclassification in the performed 

pharmacoepidemiology studies are needed7. Research using primary care (PC) 

databases required practical definitions based on the information recorded to identify 

COVID-19 and, more in general, defining validation parameters would be a useful tool 

for correctly designing future studies. In the current study, we aimed to estimate and 

describe the validation parameters of the collected SARS-CoV-2 disease information 

among vaccinated patients and their unvaccinated controls in BIFAP.  

 

Methods 



   
 

 
 

 

 

Data sources and COVID-19 information 

 

Patients’ data from the Spanish public National Health System (SNS) data sources were 

linked and unified in BIFAP1  

• Data about COVID-19 diagnosis, birth year, sex, and COVID-19 vaccination of 

around 13.7 million patients (7.4 million of them aged ≥18 years) were obtained 

from the public PC source for four geographical regions (Aragón, Asturias, 

Castilla y León, and Murcia). The recorded episodes of COVID-19 diagnosis 

were identified through SNOMED (Systematized Nomenclature of Medicine) 

codes, as reported in Table 1. SNOMED codes were mapped to COVID‑19 

diagnosis codes that were introduced in 2020 into the International 

Classification of Primary Care ICPC-28 and the International Classification of 

Diseases ICD-99 used in PC settings.  

• Positive test due to COVID-19 infections were tracked from a COVID-19 

registry linked to PC data on the date of the testing result. Infections might be 

confirmed through positive PCR, antigens, or any other confirmatory criteria 

established by clinical protocols whose definition is out of the scope of the 

current study. Herein, COVID-19 positive tests were the gold standard. 

 

BIFAP has been previously validated for research in pharmacoepidemiology, including 

the estimations of the precision of both, clinical outcomes10,11 and vaccination records12. 

BIFAP is fully funded by the Spanish Agency on Medicines and Medical Devices 

(AEMPS), belonging to the public Department of Health, and is maintained with the 

collaboration of the participant Spanish regions.  

 

The study protocol was approved by the BIFAP Scientific Committee (Reference 

Number 02_2021). 

 

Study Design and COVID-19 Case Ascertainment 

 

A validation study of COVID-19-related data identified in two study cohorts (3.805.279 

COVID-19 vaccinated and unvaccinated control individuals) was performed as 

designed in the study protocol12. In summary, individuals of any age were included 

when vaccinated against COVID-19 (time0) during the study period, from  December, 

27 2020 to October, 31 2021. The corresponding unvaccinated controls were matched 

1:1 based on the date of the first vaccination of the vaccinated pair, birth year, sex, and 

region. All the study participants were free of prior SARS-CoV-2 infection. Follow-up 

was until the end of the study period (October, 31 2021) or until diagnosis of COVID-

19.  

In the study cohorts, the COVID-19 outcomes described above were identified during 

the study period (i.e., between time0 and the latest available data, death date, or study 

end date). 

 

Statistical Analysis  



   
 

 
 

 

 

Using as gold standard the COVID-19 positive laboratory tests (main analysis), we 

estimated the sensitivity, specificity, positive (PPV), and negative (NPV) predictive 

values as well as the accuracy of the diagnosis date recorded by the PC physicians in the 

patients' clinical histories.  

 

Parameters were estimated by vaccination status (i.e., vaccinated or control), age band 

(<70 or ≥70 years old), and sex (female or male). The results of the study were 

calculated using STATA v.16.1. 

 

Results 

Out of 3.80 million pairs of vaccinated and controls study participants (mean age: 53.4 

years), 21,702 had a positive test and 20,866 had a recorded COVID-19 episode (18,926 

[90.7 percent percent] of them were recorded using two COVID-19 diagnosis codes, see 

Table 1).  

Table 2 shows the validation parameters of tracked COVID-19 cases stratified by 

vaccination status and age. Considering COVID-19 diagnosis codes, sensitivity was 

similar among vaccinated (79.8 percent) and unvaccinated (78.7 percent) patients or 

among women (79.2 percent) and men (79.2 percent). However, differences appeared 

amongst age groups, i.e. sensitivity ranged from 82.1 percent to 79.6 percent for 

subjects aged <70 years old and from 71.2 percent to 72.9 percent for older patients 

(≥70 years old) among vaccinated and unvaccinated controls, respectively. PPV was 

lower among vaccinated (80.2 percent) than unvaccinated (84.5 percent) subjects and 

also lower among <70 years old (79.3 percent, vaccinated-84.0 percent, unvaccinated) 

than ≥70 years old (84.7 percent, vaccinated-88.0 percent, unvaccinated) individuals. 

Specificity was ≥99.94 percent over all groups. 

When recorded codes for suspected COVID-19 or contact with COVID-19 cases were 

included in the analyses, PPV decreased to 44.0 percent among vaccinated and to 57.6 

percent among unvaccinated, while the other predictive values remained similar to their 

exclusion results (data not shown in tables).  

Regarding the accuracy of the COVID-19 diagnosis records, COVID-19 of true positive 

cases were recorded within five days (in a median value of zero days) from the 

confirmatory positive laboratory test.  

Conclusions  

During the fourth and fifth SARS-CoV-2 epidemiological waves with incidences 

ranging between 21 (October 2021) and 800 (August 2021) cases per 100,000 

inhabitants in Spain in 14 days as reported by the public institutions13 , the recorded 

COVID-19 diagnoses in BIFAP PC EHRs showed high sensitivity in detecting 

confirmed SARS-CoV-2 infections and very high specificity to track non-cases of the 

disease, both among vaccinated and their unvaccinated control group. The estimated 

predictive values suggested certain differential misclassification of the COVID-19 



   
 

 
 

 

records and timing of infection when identified based on SNOMED codes in BIFAP or 

with laboratory positive tests. Quantifying such misclassification permits to understand 

potential under- or over-estimations in the associated absolute (i.e. incidences; 

considering that up-to 30 percent of cases could be missed if only primary care 

diagnosis are collected) and relative risks (at least in unvaccinated vs vaccinated 

individuals, considering that confirmation seems slightly different among them) of 

COVID-19 episodes.  

On the other hand, we do not recommend the inclusion of codes for suspected SARS-

CoV-2 infection or contact with the virus in the definitions of COVID-19 outcomes. In 

fact, while sensitivity values remained similar, those records’ inclusion strongly 

decreased the PPV, especially among vaccinated individuals, increasing the probability 

to include misdiagnosed cases of SARS-CoV-2 infections. This misclassification may 

be due to frequent PC physician consultations of those individuals or other unknown 

reasons.  

The validation parameter of COVID-19 cases in PC and its accuracy, herein provided, 

can be potentially used as a supportive design tool for outcome definitions in other 

studies. For example, in studies interested only in PC consultations, when a decision 

should be taken over including only COVID-19 events linked to positive test results (to 

increase the PPV), or whether using COVID-19 diagnoses regardless of any associated 

positive laboratory test. This latter case may not include up to one-third (from 17.9 

percent to 28.8 percent among vaccinated and unvaccinated) of individuals with 

COVID-19, especially for the elderly group (≥70 years old).  Alternatively, for studies 

interested in all infection regardless of the setting, whether using both types of records 

i.e., people with a positive test and/or a clinical diagnosis (given challenges in accessing 

testing and/or primary care during the pandemic) or only positive laboratory tests.   

Concerning age, PC records' sensitivity for the detection of COVID-19 cases was lower 

among the oldest patients (≥70 years old), especially those vaccinated, while PPV was 

higher in this group compared to <70 years old participants. The identified differences 

in sensitivity across the different ages may be due to the tendency of ≥70 years old 

patients of seeking medical attendance directly at the hospital. Another point that should 

be taken into account is related to patients living in nursing homes. They receive in-

house medical attention directly from the nursing homes' experts, thus, may not visit 

their PC physician to communicate the COVID-19 infection. Nursing homes’ cases of 

COVID-19 are not systematically collected by the BIFAP data source. Other cofactors 

that may justify the sensitivity differences in identifying COVID-19 cases between the 

two age categories above/below 70 years old are, among others, the higher number of 

elders experiencing the infection during long stays in the hospital for other reasons or 

when receiving special care directly at their own home and may also die of COVID-19. 

These cases might not be correctly tracked by the BIFAP data sources and could explain 

the higher numbers of losses when compared to the <70 years old population.  



   
 

 
 

 

Differently, our results suggest that if the COVID-19 diagnosis is recorded in the PC 

clinical registries, the PPV of those aged ≥70 years old is 5 percent and 14 percent, 

among vaccinated and unvaccinated, respectively, more accurate than the younger 

group. This variation could be led to different reasons such as more frequent testing of 

COVID-19 cases due to more clear infection symptoms in the eldest population. We 

also observed that the accuracy of the infection diagnosis date in BIFAP was also high 

since almost all COVID-19 positive laboratory test have been recorded within five days 

in PC registries. This is of fundamental importance when time-window analyses are 

needed to evaluate if and when taking preventative measures and decisions, such as 

promoting large vaccination campaigns for specific age categories.  
 

Finally, comparing our study with an already-published work on COVID-19 diagnosis 

validation carried out in the national medical product safety surveillance program 

funded by the Food and Drug Administration (FDA) in 2020, we can highlight 

comparable results. The study3 showed that the PPV of COVID-19 diagnoses codes 

across all participating data sources was between 81.2 percent  and94.1 percent 

(variability depends on the considered time period), values almost close to our PPVs of 

80.2 percent and 84.5 percent among vaccinated and unvaccinated, respectively, 

whereas the sensitivity was reported to 94.4 percent, which is a higher value than our 

estimations of ≈79 percent in both vaccinated and unvaccinated groups. The differences 

in sensitivity among the two works can be the result of our chosen study cohorts (which, 

in our case, have been selected according to the characteristics of the vaccinated patients 

and may not represent the entire BIFAP population), diverse healthcare settings 

(population-based versus claim data sources), or diverse healthcare systems, age, 

socioeconomic status or geographical areas of the covered populations, healthcare data 

recording habits, or virus epidemiology. Thus, the parameters observed in our study 

may mainly be used to interpret studies performed in the same data source and period 

and may not be generalisable to other contexts or settings. 

 

Some limitations must be acknowledged.  

Race, ethnicity and other demographic characteristics potentially associated with 

unequal burden of COVID-19 were not available to assess any differential parameters 

among them. 

In the BIFAP data source, the tracked COVID-19 diagnoses in PC records have high 

validation parameters with a low misclassification of their timing. Both COVID-19 

vaccination status and old age of the patients influenced the recordings of infection 

diagnoses and the accuracy of their timing. Thus, the PPV in PC should be a parameter 

to be taken into account in COVID-19 research studies. These findings reinforce the 

reliability of using the linked healthcare registries to BIFAP clinical histories as a 

source of data for performing observational studies on SARS-CoV-2 infection. 

Electronic healthcare databases share common challenges, including the accurate 

identification of healthcare outcomes of interest for observational studies. Considering 



   
 

 
 

 

the evolving fundamental role of real-world data and healthcare databases, the 

validation process, to what this study contributes, is crucial for assuring the quality and 

accuracy of the produced evidence in pharmacoepidemiology studies. 
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Table 1. SNOMED description of COVID-19 diagnosis mapped to available ICPC/ICD-

9 codes in primary care clinical histories and frequency of true positives found against 

SARS-CoV-2 lab positive test. 

SNOMED description SNOMED codes Frequency Percentage 

Coronavirus infection 

(disorder) 

186747009 10,249 49.12 

Disease caused by 

severe acute respiratory 

syndrome coronavirus 

2 (disorder) 

840539006 8,677 41.58 

Diagnosis of COVID-

19 infection confirmed 

by laboratory testing 

(disorder) 

63681000122103 1,740 8.34 

Pneumonia caused by 

Human coronavirus 

(disorder) 

713084008 107 0.51 

Pneumonia caused by 

severe acute respiratory 

syndrome coronavirus 

2 (disorder) 

88278469100011910013084008 62 0.30 

Disease caused by 

Coronaviridae 

(disorder) 

27619001 20 0.10 

Polymerase chain 

reaction positive for 

severe acute respiratory 

syndrome coronavirus 

2 (finding) 

62531000122108 7 0.03 

Asymptomatic severe 

acute respiratory 

syndrome coronavirus 

2 infection (finding)  

189486241000119100 1 0.00 

Procedure for action 

related to case of 

disease due to SARS-

CoV-2 (procedure) 

64121000122109 

 

1 0.00 

Testing positive for IgG 

against SARS-CoV-2 

(finding) 

64671000122103 1 0.00 



   
 

 
 

 

Outcome: case of 

COVID-19 still under 

follow-up (finding) 
 

63511000122107 1 0.00 

Positive result of rapid 

test for detection of 

IgM and IgG antibodies 

against SARS-CoV-2 

in blood (finding) 

63621000122102 0 - 

Detection of severe 

acute respiratory 

syndrome coronavirus 

2 (observable entity) 

871562009 0 - 

SARS-CoV-2 antigen 

testing positive 

(finding) 

64731000122108 0 - 

Secondary triage for 

severity level in patient 

with disease due to 

SARS-CoV-2 

(procedure) 

64031000122106 0 - 

Diagnosis of COVID-

19 infection confirmed 

by laboratory testing 

(disorder) 

63681000122103 0 - 

 Detection of severe 

acute respiratory 

syndrome coronavirus 

2 antigen (observable 

entity) 

871553007 0 - 

Positive serologic study 

for COVID-19 

(finding) 

62951000122108 0 - 

Total  20,866 100.00 



   
 

 
 

 

Table 2. Validation parameters of COVID-19 Codes recorded in primary care clinical histories using as gold-standard SARS-CoV-2 lab positive 

test.  

 

N. Positive 

Covid test 

(gold-standard) 

N. Covid 

Recorded in 

PC 

N. in both 

sources (True 

positive) 

N. recorded in PC 

without +test 

(% False positives) 

N. Positive 

test without 

PC record 

Sensitivity 

of PC 

records 

Specificity 

of PC 

records 

PPV of 

PC 

records 

NPV of 

PC 

records 

Missing in 

PC overall 

positive 

test (%) 

Vaccinated 10,439 10,381 8,330 2,051 (19.76%) 2,109 79.80 99.95 80.24 99.94 20.20 

<70 
8,248 8,540 6,771 

1,769 (20.71%) 1,477 82.09 
99.94 79.29 99.95 

17.91 

 ≥70 
2,191 1,841 1,559 

282 (15.32%) 632 71.15 
99.97 84.68 99.93 

28.85 

Unvaccinated  
11,263 10,485 8,861 

1,624 (15.49%) 2,402 78.67 
99.96 84.51 99.94 

21.33 

<70 
9,657 9,156 7,691 

 
1,465 (16.00%) 1,966 79.64 

99.95 84.00 99.93 
20.36 

≥70 1,606 1,329 1,170 159 (11.96%) 436 72.85 99.98 88.04 99.95 27.15 
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